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1. Introduction

In [8], D. Sarason gave an operator theory approach to classical interpolation
problems of complex function theory, Carathéodory interpolation problem and
Nevanlinna-Pick interpolation problem, in the Hardy space over the unit disk. It
shows a deep connection between operator theory and complex function theory.
Sz.-Nagy and Foiaş generalized Sarason’s technique as their commutant lifting
theorem for a contraction on an abstract Hilbert space in [9] (cf. [1] and [7]). It
is one of the most useful tools in operator theory, so that one would attempt to
find a commutant lifting theorem for tuples of contractions. However, for tuples
of contractions, there are examples in which the commutant lifting theorem fails.

Clark [4] and Amar-Menini [2] gave interesting counter-examples of the com-
mutant lifting theorem in the Hardy space over the polydisk. Their examples are
tuples of compressed shifts of coordinate functions. In particular, Amar-Menini
dealt with the bidisk. The authors have been motivated to study commutant lift-
ing type theorems in the Hardy space over the bidisk by their example. Our interest
is the following question:

This research was supported by 21st Century COE Program, “Mathematics of Nonlinear Struc-

tures via Singularities”, Department of Mathematics, Hokkaido University.
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• Why does the commutant lifting theorem fail for compressed shifts in the
Hardy space over the bidisk ?

It seems to be one of the first steps toward answering the above question that we
study non-trivial cases where commutant lifting type theorems hold for compressed
shifts.

In this paper, we attempt to find non-trivial commutant lifting type theo-
rems for compressed shifts as a sequel to [5]. Section 2 introduces notions used in
this paper. In Section 3, we shall prove commutant lifting type theorems in two
variables. In Section 4, we deal with norm estimates of compressed operators. In
Section 5, a question related to commutant lifting is posed. In Sections 6 and 7, we
deal with Carathéodory type interpolation and Nevanlinna-Pick type interpolation
problems in two variables, respectively.

2. Preliminaries

Let D = {λ ∈ C : |λ| < 1}, the unit disk in the complex plane C and let T = {eiθ ∈
C : 0 ≤ θ < 2π}, the unit circle in C. L2 = L2(T2) denotes the Hilbert space of
all square integrable functions with respect to the normalized Lebesgue measure
dσ on T2. For a closed subspace M of L2, PM denotes the orthogonal projection
from L2 onto M. L∞ = L∞(T2) denotes the commutative Banach algebra of all
essentially bounded measurable functions with respect to the measure dσ on T2.
H2 = H2(D2) will denote the Hardy space over the bidisk D2 in C2, H2 consists
of all analytic functions on D2 satisfying the following condition:

sup
0≤r<1

∫
T

∫
T
|f(rz, rw)|2 dσ < +∞,

where z and w are the usual coordinate functions on C2. Let H2(z) (resp. H2(w))
denote the usual one-variable Hardy space over D of the variable z (resp. w) with
respect to the normalized Lebesgue measure dσ1 (resp. dσ2) on T. Then it is well
known that H2 = H2(z)⊗H2(w), the Hilbert space tensor product of H2(z) and
H2(w). H∞ = H∞(D2) will denote the commutative Banach algebra consisting
of all bounded analytic functions on D2 with the norm ∥f∥∞ = supλ,µ∈D |f(λ, µ)|.
The Toeplitz operator Tφ on H2 of a bounded analytic function φ is the restriction
of the multiplication operator of φ on H2.

Definition 2.1. A closed subspace N of H2 is called a backward shift invariant
subspace if N is invariant under T ∗

z and T ∗
w. For a bounded analytic function φ,

Sφ denotes the compression of Tφ in a backward shift invariant subspace N , that
is, Sφf = PNφf for any f in N . In particular, Sz and Sw are called compressed
shifts.

C[z, w] will denote the polynomial ring over C with variables z and w. Every
backward shift invariant subspace N has a module structure over C[z, w] by the
action defined as follows: f · h = Sfh = PN fh for any f in C[z, w] and h in N .

In [5], Izuchi and the authors showed the following theorem:
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Theorem 2.1 ([5]). If a backward shift invariant subspace N satisfies the condition
[S∗

z , Sw] = S∗
zSw − SwS∗

z = 0, then one and only one of the following occurs:

(i) N = H2 ⊖ q1(z)H2 =
(
H2(z) ⊖ q1(z)H2(z)

)
⊗ H2(w),

(ii) N = H2 ⊖ q2(w)H2 = H2(z) ⊗
(
H2(w) ⊖ q2(w)H2(w)

)
,

(iii) N =
(
H2(z) ⊖ q1(z)H2(z)

)
⊗

(
H2(w) ⊖ q2(w)H2(w)

)
.

where q1(z) and q2(w) are one-variable inner functions.

In this paper, we deal mainly with operators on the tensor product Hilbert
space N obtained in Theorem 2.1, and use the notation N = Nz ⊗Nw, for short.

3. Commutant lifting type theorems for Sz and Sw

Let A be the weak closed commutative Banach algebra generated by Sz, Sw and
the identity operator IN on a backward shift invariant subspace N , and let A′

denote the commutant of A in the Banach algebra of all bounded linear operators
on N .

Regarding the algebra A on a backward shift invariant subspace N , we ob-
serve the following statements:

(A) A′ = {Sφ : φ ∈ H∞},
(B) A = A′,
(C) A′ = A′′, where A′′ is the double commutant of A.

First, we note that A is equal to the weak closure of the set {Sφ : φ ∈ H∞} and
the statement (B) is equivalent to the following (B′):

(B′) for any operator A in A′, there exists a sequence {φn} in H∞ such that Sφn

converges to A in the weak operator topology.

Indeed, for any function φ in H∞, there exists a sequence {pn} in C[z, w] such
that pn converges to φ in the w∗-topology. Then ⟨Spnf, g⟩ converges to ⟨Sφf, g⟩
for any functions f and g in N . This implies that A is equal to the weak closure
of the set {Sφ : φ ∈ H∞}. Hence (B) is equivalent to (B′). Further, it is easy to
see that (A) ⇒ (B) ⇒ (C) and (A) is the straightforward version of the Sarason
theorem in the bidisk. However, Amar and Menini gave a counter-example of (A)
in [2].

In this section, first, we prove lemmas needed later. Next, we will prove (C)
on N = Nz ⊗Nw in Theorem 3.1, and we will give examples where (B) and (A)
hold in Theorems 3.2 and 3.3, respectively.

The following Lemma 3.1 is known in [3]. For the sake of reader’s convenience,
we prove this in our setting.

Lemma 3.1. If A is in A′ on N = Nz ⊗Nw, then there exists a function Φ in N
such that A = SΦ, where SΦ is the bounded operator on N defined by the following
identity: SΦf = PNΦf for any f in N ∩ H∞.
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Proof . Let APN 1 = Φ, and let f(z) and g(w) be bounded analytic functions in
Nz and Nw, respectively. Then we have

Af(z)g(w) = ASf(z)Sg(w)PN 1
= Sf(z)Sg(w)APN 1
= Sf(z)Sg(w)Φ
= PN f(z)g(w)Φ
= SΦf(z)g(w).

Since N ∩ H∞ is dense in N , we have A = SΦ.

Note that Φ may be an unbounded function in Lemma 3.1. However SΦ is a
bounded operator on Nz ⊗Nw. We set Φr(z, w) = Φ(rz, rw) for 0 ≤ r < 1. Then
it is known that Φr is a bounded analytic function converging to Φ as r tends to
1 in the L2-norm topology. Setting

D = D(T ) = {f ∈ N : sup
0≤r<1

∥SΦrf∥ < ∞},

a densely defined linear operator T can be defined as follows:

Th = lim
r→1−0

SΦrh

in the weak topology, where h is any function in D. Trivially, SΦ is the closed
extension of T .

Lemma 3.2. We set ξ = PN 1. Then ξ is a cyclic separating vector for A′ on
N = Nz ⊗Nw. Moreover ξ is a bounded analytic function.

Proof . It is easy to show that ξ = PN 1 = (1− q1(0)q1(z))(1− q2(0)q2(w)), which
is a bounded analytic function. First, we show ξ is a cyclic vector for A′. If there
exists a function f in N such that ⟨Sk

z Sl
wξ, f⟩ = 0 for any non-negative integers k

and l, then we have f = 0. Indeed, we have

⟨zkwl, f⟩ = ⟨Sk
z Sl

wξ, f⟩ = 0,

which implies that f = 0. Hence ξ is a cyclic vector for A. Since A is contained in
A′, ξ is cyclic for A′. Further, if Aξ = 0 for an operator A in A′ then ASk

z Sl
wξ =

Sk
z Sl

wAξ = 0. Since ξ is cyclic for A′, we have A = 0. This completes the proof.

Let Kλ,µ be the Cauchy kernel of H2 at (λ, µ) in D2. We set

ξλ,µ = PNKλ,µ =

(
1 − q1(λ)q1(z)

)(
1 − q2(µ)q2(w)

)
(
1 − λz

)
(1 − µw)

,

where N = Nz ⊗Nw. Trivially, every ξλ,µ is a bounded analytic function. Further,
it is easy to check that ξ0,0 = ξ and ξλ,µ = SKλ,µ

ξ. It follows that every ξλ,µ is a
cyclic separating vector for A′ by Lemma 3.2.



Vol. 99 (9999) Compressed shifts and interpolation 5

Lemma 3.3. Let N = Nz ⊗Nw. If A is in A′ such that A = SΦ for some function
Φ in N , then S∗

Φr
ξλ,µ converges to A∗ξλ,µ as r tends to 1 in the L2-norm topology

for any (λ, µ) in D2.

Proof . First we show that A∗ξλ,µ = PNΦξλ,µ. For any bounded function f in N ,
we have

⟨A∗ξλ,µ, f⟩ = ⟨ξλ,µ, Af⟩ = ⟨ξλ,µ, PNΦf⟩ =
∫

ξλ,µΦf dσ = ⟨PNΦξλ,µ, f⟩.

Since N ∩ H∞ is dense in N , we have that A∗ξλ,µ = PNΦξλ,µ. Using this, we
obtain that

∥S∗
Φr

ξλ,µ − A∗ξλ,µ∥ = ∥PNΦrξλ,µ − PNΦξλ,µ∥
≤ ∥Φrξλ,µ − Φξλ,µ∥
≤ ∥Φr − Φ∥∥ξλ,µ∥∞ → 0

as r tends to 1. This concludes the proof.

Theorem 3.1. If N = Nz ⊗Nw, then A′ is commutative, that is, A′ = A′′.

Proof . If A and B are any elements in A′, then it suffices to show ABξ = BAξ
by Lemma 3.2. Then there exists a function Φ in N such that A = SΦ by Lemma
3.1. Further, it is easy to check that

BAξ = lim
r→1−0

BSΦr
ξ = lim

r→1−0
SΦr

Bξ.

Hence we have

⟨BAξ, ξλ,µ⟩ = lim
r→1−0

⟨SΦrBξ, ξλ,µ⟩

= lim
r→1−0

⟨Bξ, S∗
Φr

ξλ,µ⟩

= ⟨Bξ,A∗ξλ,µ⟩
= ⟨ABξ, ξλ,µ⟩,

by Lemma 3.3. Since every ξλ,µ is the reproducing kernel of N at (λ, µ), we have
that ABξ = BAξ. This concludes the proof.

Theorem 3.2. If A is in A′ on N = H2 ⊖ q(z)H2, then there exists a family of
bounded analytic functions {φj(z)} depending only on the variable z such that

A =
∑
j≥0

Sφj(z)T
j
w

in the weak operator topology.

Proof . Since A commutes with Tw, A is an analytic function which takes values
in operators on Nz. Therefore, we have the following expansion of A:

A =
∞∑

j=0

Aj ⊗ T j
w.
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Let Qk denote the orthogonal projection from N = Nz ⊗ H2(w) onto Nz ⊗ Cwk.
Then A =

∑
k,l≥0 QkAQl in the weak operator topology. Further, we have

QkAQl = Qk(Ak−l ⊗ T k−l
w )Ql for k ≥ l. Indeed, it is easy to check the follow-

ing:
QkAQl =

∑
Qk(Aj ⊗ T j

w)Ql = Qk(Ak−l ⊗ T k−l
w )Ql.

Since Sz commutes with every Qk, for any function f(z) in Nz, we have the
following:

SzAk−lf(z)wk = SzQk(Ak−l ⊗ T k−l
w )Qlf(z)wl

= Qk(Ak−l ⊗ T k−l
w )QlSzf(z)wl = Ak−lSzf(z)wk.

It follows that Sz commutes with every Aj on Nz. Hence there exists a bounded
analytic function φj(z) such that Aj = Sφj(z) by Thoerem 1 in [8]. This concludes
the proof.

Corollary 3.1. A = A′ on N = H2 ⊖ q(z)H2.

If we assume that the dimension of N is finite in Lemma 3.1, then every
element in N is a rational function. Hence it is an immediate consequence that
there exists a bounded analytic function φ such that A = Sφ when N is of finite
dimension. Then, trivially A = A′. We show further details of this fact in the next
theorem.

For λ in D, we define two functions as follows:

bλ(z) = (z − λ)/(1 − λz), kλ(z) =
(
1 − λz

)−1
.

Lemma 3.4. Let q1(z) be a finite Blaschke product, each zero λi having multiplicity
ki, that is,

q1(z) =
l∏

i=0

(
z − λi

1 − λiz

)ki

=
l∏

i=0

bki

λi
(z).

Then {
e
(j)
i (z) = kλi(z)bk0

λ0
(z) · · · bki−1

λi−1
(z)bj

λi
(z) : 0 ≤ i ≤ l, 0 ≤ j ≤ ki − 1

}
is an orthogonal basis of H2(z) ⊖ q1(z)H2(z).

Proof . It is easy to verify from the following:

H2(z) ⊖ q1(z)H2(z)

=
{

H2(z) ⊖ bk0
λ0

(z)H2(z)
}
⊕

{
bk0
λ0

(z)
(
H2(z) ⊖ bk1

λ1
(z)H2

)}
⊕ · · · ⊕

{(
bk0
λ0

(z) · · · bkl−1
λl−1

(z)
)(

H2(z) ⊖ bkl

λl
(z)H2(z)

)}
.

Theorem 3.3. Let q1(z) be a finite Blaschke product having the following form:

q1(z) =
l∏

i=0

(
z − λi

1 − λiz

)ki

=
l∏

i=0

bki

λi
(z),
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and {e(j)
i } be the basis obtained in Lemma 3.4. Suppose that N = H2 ⊖ q1(z)H2

or N =
(
H2(z) ⊖ q1(z)H2(z)

)
⊗

(
H2(w) ⊖ q2(w)H2(w)

)
as in Theorem 2.1. Then,

A is in A′ if and only if there exists a finite set of bounded analytic functions
{φ(j)

i (w)} such that A = Sφ where φ(z, w) =
∑

i,j e
(j)
i (z)φ(j)

i (w).

Proof . It suffices to consider the case

N =
(
H2(z) ⊖ q1(z)H2(z)

)
⊗

(
H2(w) ⊖ q2(w)H2(w)

)
.

By Lemma 3.1, there is a function Φ in N such that A = SΦ. Since Φ is in N , we
have the following finite expansion of Φ:

Φ =
∑
i,j

e
(j)
i (z)ϕ(j)

i (w),

where {e(j)
i } is the basis of H2(z)⊖ q1(z)H2(z) obtained in Lemma 3.4, and every

ϕ
(j)
i (w) is in H2(w) ⊖ q2(w)H2(w). To prove our assertion, we use an induction.

First, for any bounded functions f(w) and g(w) in H2(w) ⊖ q2(w)H2(w),
kλ0(z)f(w) and kλ0(z)g(w) are in N , and we have

⟨Akλ0(z)f(w), kλ0(z)g(w)⟩
= ⟨SΦkλ0(z)f(w), kλ0(z)g(w)⟩

=
∑
i,j

⟨
e
(j)
i (z)ϕ(j)

i (w)kλ0(z)f(w), kλ0(z)g(w)
⟩

=
∑
i,j

⟨
e
(j)
i (z)kλ0(z), kλ0(z)

⟩⟨
ϕ

(j)
i (w)f(w), g(w)

⟩
=

⟨
e
(0)
0 (z)kλ0(z), kλ0(z)

⟩⟨
ϕ

(0)
0 (w)f(w), g(w)

⟩
=

1
(1 − |λ0|2)2

⟨
ϕ

(0)
0 (w)f(w), g(w)

⟩
.

Hence we have∣∣∣∣ 1
(1 − |λ0|2)2

⟨
ϕ

(0)
0 (w)f(w), g(w)

⟩∣∣∣∣ ≤ ∥A∥∥kλ0(z)∥2∥f(w)∥∥g(w)∥,

furthermore ∣∣∣⟨ϕ
(0)
0 (w)f(w), g(w)

⟩∣∣∣ ≤ (1 − |λ0|2)∥A∥∥f(w)∥∥g(w)∥.

By Theorem 1 in [8], there exists a bounded analytic function φ
(0)
0 , we can substi-

tute φ
(0)
0 (w) for ϕ

(0)
0 (w), that is, S

ϕ
(0)
0 (w)

= S
φ

(0)
0 (w)

.
Next, for 0 ≤ i ≤ m, 0 ≤ j ≤ ki−1 (i < m) and 0 ≤ j ≤ n ≤ km−1 (i = m),

we assume that each φ
(j)
i (w) is a bounded analytic function. Then

Am,n := SΦ −
∑′

S
e
(j)
i φ

i(j)

is a bounded operator on N , where the sum
∑′ is taken only over 0 ≤ i ≤ m,

0 ≤ j ≤ ki − 1 (i < m) and 0 ≤ j ≤ n (i = m).
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If n < km − 1, then⟨
Am,nkλm(z)f(w), kλm(z)bn+1

λm
(z)g(w)

⟩
=

∑′′ ⟨
e
(j)
i (z)ϕ(j)

i (w)kλm
(z)f(w), kλm

(z)bn+1
λm

(z)g(w)
⟩

=
∑′′ ⟨

e
(j)
i (z)kλm(z), kλm(z)bn+1

λm
(z)

⟩⟨
ϕ

(j)
i (w)f(w), g(w)

⟩
=

⟨
e(n+1)
m (z)kλm(z), kλm(z)bn+1

λm
(z)

⟩⟨
ϕ(n+1)

m (w)f(w), g(w)
⟩

=
1

(1 − |λm|2)2
bk0
λ0

(λm) · · · bkm−1
λm−1

(λm)
⟨
ϕ(n+1)

m (w)f(w), g(w)
⟩

,

where the sum
∑′′

is taken over m ≤ i ≤ l, n + 1 ≤ j ≤ km − 1 (i = m) and
0 ≤ j ≤ ki − 1 (i > m). Hence we have∣∣∣⟨ϕ(n+1)

m (w)f(w), g(w)
⟩∣∣∣ ≤ Km,n∥Am,n∥∥f(w)∥∥g(w)∥,

for some constant Km,n. Therefore, by Theorem 1 in [8], there exists a bounded
analytic function φ

(n+1)
m , we can substitute S

φ
(n+1)
m (w)

for S
ϕ

(n+1)
m (w)

.
If n = km − 1, then⟨

Am,nkλm+1(z)f(w), kλm+1(z)g(w)
⟩

=
∑′′′ ⟨

e
(j)
i (z)ϕ(j)

i (w)kλm+1(z)f(w), kλm+1(z)g(w)
⟩

=
∑′′′ ⟨

e
(j)
i (z)kλm+1(z), kλm+1(z)

⟩⟨
ϕ

(j)
i (w)f(w), g(w)

⟩
=

⟨
e
(0)
m+1(z)kλm+1(z), kλm+1(z)

⟩⟨
ϕ

(0)
m+1(w)f(w), g(w)

⟩
=

1
(1 − |λm+1|2)2

bk0
λ0

(λm+1) · · · bkm

λm−1
(λm+1)

⟨
ϕ

(0)
m+1(w)f(w), g(w)

⟩
,

where the sum
∑′′′

is taken over m + 1 ≤ i ≤ l and 0 ≤ j ≤ ki − 1. Hence we
have ∣∣∣⟨ϕ

(0)
m+1(w)f(w), g(w)

⟩∣∣∣ ≤ K ′
m,n∥Am,n∥∥f(w)∥∥g(w)∥,

for some constant K ′
m,n. Therefore, by Theorem 1 in [8], there exists a bounded

analytic function φ
(0)
m+1(w), we can substitute S

φ
(0)
m+1(w)

for S
ϕ

(0)
m+1(w)

. Therefore

φ(z, w) =
∑

i,j e
(j)
i (z)φ(j)

i (w) is a bounded analytic function and SΦ = Sφ.
Conversely, it is easy to check that if φ is in H∞ then Sφ commutes with Sz

and Sw.

Corollary 3.2. If Nz is of finite dimension, then A = A′ on N = Nz ⊗Nw.
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4. Norm estimates

In this section, we deal with norm estimates of Sφ. To begin with, we should
recall the one-variable case, in which the following norm equality was obtained by
Sarason in Proposition 2.1 in [8]:

∥Sφ(z)∥ = ∥φ(z) + q(z)H∞(z)∥∞ on Nz = H2(z) ⊖ q(z)H2(z),

where H∞(z) is the Banach algebra of all bounded analytic functions with the
variable z on D, φ(z) is in H∞(z) and q(z) is an inner function in H∞(z).

Let Hf denote the Hankel operator of a bounded function f , that is, Hf =
(IL2 − PH2)Mf |H2 , where Mf is the multiplication operator by f on L2.

The following lemma is known for the one-variable case.

Lemma 4.1. Suppose that N = H2 ⊖ qH2 for an inner function q. Then
MqHqφPN = SφPN for any φ in H∞ and ∥Hqφ∥ = ∥Sφ∥.

Proof . Since

MqHqφPN f = q(IL2 − PH2)qφPN f = (IL2 − qPH2q)φPN f

= (PH2 − qPH2q)φPN f

= PNφPN f

= SφPN f,

we have the first assertion. Next, we show the second one. It is easy to check that
qH2 ⊆ kerHqφ, we have ∥Sφ∥ = ∥SφPN ∥ = ∥MqHqφPN ∥ = ∥HqφPN ∥ = ∥Hqφ∥.

The next lemma is elementary.

Lemma 4.2. Let X be a w∗-closed subspace of L∞. Then, for any f in L∞, there
exists a function F in f + X such that ∥F∥∞ ≤ ∥f + X∥∞ = infg∈X ∥f + g∥∞.

Proof . We set α = ∥f +X∥∞. For any n in N, there exists a function fn in f +X
such that ∥fn∥∞ ≤ α + 1/n. Since ∥fn∥∞ ≤ α + 1, {fn}n∈N is w∗-compact in L∞.
Hence there exists a subsequence {fnk

}k such that fnk
converges to some function

F in the w∗-topology of L∞ as k tends to +∞. Then ∥F∥∞ ≤ lim infk∈N ∥fnk
∥∞ ≤

lim infk∈N(α + 1/nk) = α and F is in f + X.

Let H∞
z (resp. H∞

w ) denote the w∗-closed subalgebra of L∞ generated by z,
w and w (resp. z, z and w).

Theorem 4.1. Let q1(z) be an inner function depending only on the variable z and
let Z(f(z)) be the set of all zero points of a one-variable function f(z) in D, that
is, Z(f(z)) = {λ ∈ D : f(λ) = 0}. Suppose that φ is in H∞. Then the following
norm estimates hold:

(i) Suppose that N = H2 ⊖ q1(z)H2 and let I1 denote

max

{
sup
λ∈D

∥φ(z, λ) + q1(z)H∞(z)∥∞, sup
λ∈Z(q1)

∥φ(λ,w)∥∞

}
.
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Then
I1 ≤ ∥Sφ∥ = ∥φ + q1(z)H∞

z ∥∞.

(ii) Suppose that N =
(
H2(z) ⊖ q1(z)H2(z)

)
⊗

(
H2(w) ⊖ q2(w)H2(w)

)
for an

inner function q2(w) depending only on the variable w and let I2 denote

max

{
sup

λ∈Z(q1)

∥φ(λ,w) + q2(w)H∞(w)∥∞, sup
λ∈Z(q2)

∥φ(z, λ) + q1(z)H∞(z)∥∞

}
.

Then
I2 ≤ ∥Sφ∥ ≤ ∥φ + (q1(z)H2 + q2(w)H2) ∩ H∞∥∞.

Proof . We show the assertion of (i). By Lemma 4.1, ∥Sφ∥ = ∥Hq1φ∥. Since

∥Hq1φ∥ =
∥∥∥q1(z)φ + H∞

z

∥∥∥ by Corollary 1 in [6], we have ∥Sφ∥ =
∥∥∥q1(z)φ + H∞

z

∥∥∥.
Hence we have the equality in (i).

Next, for any λ in D, any f1 and g1 in H2(z) ⊖ q1(z)H2(z),∣∣∣∣∫ φ(z, λ)f1(z)g1(z) dσ1

∣∣∣∣ =
∣∣∣∣∫ (∫

φ(z, w)eλ(w)eλ(w) d|w|
)

f1(z)g1(z) dσ1

∣∣∣∣
=

∣∣∣∣∫∫
φ(z, w)f1(z)eλ(w)g1(z)eλ(w) dσ

∣∣∣∣
= |⟨Sφf1(z)eλ(w), g1(z)eλ(w)⟩|
≤ ∥Sφ∥∥f1∥∥g1∥,

where eλ(w) = (1 − |λ|2)1/2
(
1 − λw

)
. Hence

∥Sφ∥ ≥ ∥Sφ(·,λ)∥ = ∥φ(z, λ) + q1(z)H∞(z)∥, (4.1)

for any λ in D by Proposition 2.1 in [8].
Let λ be in Z(q1). Then eλ(z) is in H2(z)⊖ q1(z)H2(z). For any f2 and g2 in

H2(w), by the same calculation as the above,∣∣∣∣∫ φ(λ, w)f2(w)g2(w) d|w|
∣∣∣∣ ≤ ∥Sφ∥∥f2∥∥g2∥.

Hence
∥Sφ∥ ≥ ∥Tφ(λ,·)∥ = ∥φ(λ,w)∥. (4.2)

(4.1) and (4.2) conclude (i).
By calculations similar to those in the proof of (i), we have inequalities in

(ii).

5. (q1H
2 + q2H

2) ∩ H1 = q1H
1 + q2H

1 ?

In this section, we study the following problem (cf. [5]):

(q1(z)H2 + q2(w)H2) ∩ H∞ = q1(z)H∞ + q2(w)H∞ ? (5.1)

Theorem 5.1. If q1(z) is a finite Blaschke product, then the equality (5.1) holds.
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Proof . Let deg(q1(z)) = k < +∞. Since

q1(z)H2 + q2(w)H2 = q1(z)H2 ⊕ (H2(z) ⊖ q1(z)H2(z)) ⊗ q2(w)H2(w),

we have f = q1(z)g⊕ q2(w)
∑k

i=1 ⊕ei(z)hi(w) for any f in (q1(z)H2 + q2(w)H2)∩
H∞, where {ei}k

i=1 is an orthonormal basis of H2(z)⊖ q1(z)H2(z), g is in H2 and
every hi(w) is in H2(w). We note that every ei(z) is a bounded rational function.
Since∫

T
fei(z) dσ1 =

∫ q1(z)g ⊕ q2(w)
k∑

j=1

ej(z)hj(w)

 ei(z) dσ1

=
∫

q1(z)gei(z) dσ1 +
k∑

j=1

q2(w)hj(w)⟨ej(z), ei(z)⟩H2(z)

= q2(w)hi(w),

we have

|hi(w)| = |q2(w)hi(w)| =
∣∣∣∣∫ fei(z) dσ1

∣∣∣∣ ≤ ∥f∥∞∥ei(z)∥∞.

Therefore every hi(w) and g are bounded. Hence (q1(z)H2 + q2(w)H2) ∩ H∞ ⊆
q1(z)H∞+q2(w)H∞. Trivially, (q1(z)H2+q2(w)H2)∩H∞ ⊇ q1(z)H∞+q2(w)H∞.
Hence (5.1) holds.

Next we give another approach to this problem. Consider two bounded linear
maps δ1 and δ2 defined as follows:

δ1 : H2 → H2 ⊕ H2, δ1(f) = (−q2(w)f, q1(z)f)
δ2 : H2 ⊕ H2 → q1(z)H2 + q2(w)H2, δ2(f, g) = q1(z)f + q2(w)g.

Then the following sequence is exact:

0 −−−−→ H2 δ1−−−−→ H2 ⊕ H2 δ2−−−−→ q1(z)H2 + q2(w)H2 −−−−→ 0.

Indeed, it is easy to check that Im δ1 ⊆ ker δ2. We show that ker δ2 ⊆ Im δ1.
Let (f, g) be in ker δ2. Then

⟨(q1(z)f + q2(w)g) F,G⟩ = ⟨0, G⟩ = 0

for any F and G in H2. Set F = 1 and let G be an element in H2⊖q1(z)H2. Then

⟨(q1(z)f + q2(w)g)1, G⟩ = ⟨q2(w)g,G⟩ = 0.

Hence q2(w)g is in q1(z)H2, that is, q2(w)g = q1(z)g′ for some function g′ in
H2. Furthermore, g = T ∗

q2(w)q2(w)g = T ∗
q2(w)q1(z)g′ = q1(z)T ∗

q2(w)g
′. Setting h =

T ∗
q2(w)g

′, we have 0 = q1(z)f +q2(w)g = q1(z)f +q2(w) (q1(z)h) and f = −q2(w)h.
Thus (f, g) = (−q2(w)h, q1(z)h) = δ1(h).

Thus, φ = q1(z)f1 + q2(w)g1 = q1(z)f2 + q2(w)g2 if and only if there exists
a function h in H2 such that f1 − f2 = −q2(w)h and g1 − g2 = q1(z)h. By this
observation we have the following:
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Theorem 5.2. The equality (5.1) holds if and only if, for any function φ in H∞

having a form φ = q1(z)f + q2(w)g for some functions f and g in H2, there exists
a function h in H2 such that both f − q2(w)h and g + q1(z)h are bounded.

6. A Carathéodory type interpolation problem in two variables

In this section, we consider the following interpolation problem:
• Given n + 1 analytic functions u0(z), . . . , un(z) in H∞(z), can one find a

function φ in H∞ whose power series begins with u0(z) + · · · + uj(z)wj +
· · · + un(z)wn and ∥φ∥∞ ≤ 1 ?
We set N = H2/wn+1H2 = H2(z) ⊗ Nw. Then N can be identified with

H2(z) ⊕ · · · ⊕ H2(z) (the direct sum of n + 1 copies of H2(z)). Assume that an
operator T on N commutes with both Tz and Sw. Then

T

Tz 0
. . .

0 Tz

 =

Tz 0
. . .

0 Tz

T on H2(z) ⊕ · · · ⊕ H2(z).

Hence TijTz = TzTij for T = (Tij). Then, for every Tij , there exists a function
φij(z) in H∞(z) such that Tφij(z) = Tij . Since T commutes with Sw, that is, T
commutes with the truncated shift operator on Nw with respect to the orthonormal
basis {1, . . . , wn}, T has the following form on H2(z) ⊕ · · · ⊕ H2(z):

T = C(Tφ0(z), . . . , Tφn(z)) :=


Tφ0(z) 0 0 · · · 0
Tφ1(z) Tφ0(z) 0 · · · 0

· · · · · · ·
Tφn(z) Tφn−1(z) Tφn−2(z) · · · Tφ0(z)


,

where φj(z) denotes φj0(z), for short.

Theorem 6.1. Let u0(z), . . . , un(z) be given n + 1 analytic functions in H∞(z).
Then ∥C(Tu0(z), . . . , Tun(z))∥ ≤ 1 if and only if there exists a function ψ in H∞

w

whose power series begins with u0(z)+· · ·+uj(z)wj +· · ·+un(z)wn and ∥ψ∥∞ ≤ 1.

Proof . Suppose that u0(z), . . . , un(z) are n + 1 analytic functions in H∞(z).
We set N = H2/(wn+1H2) = H2(z) ⊗ (H2(w) ⊖ wn+1H2(w)). Then T =
C(Tu0(z), . . . , Tun(z)) is a bounded linear operator on H2(z) ⊕ · · · ⊕ H2(z) (the
direct sum of n copies of H2(z)). It is easy to check T commutes with Tz and Sw

Setting φ = T · 1, we have φ = u0(z) + · · · + un(z)wn and we showed T = Sφ in
the proof of Lemma 3.1.

If ∥T∥ ≤ 1 then ∥Sφ∥ ≤ 1. Since ∥Sφ∥ = ∥φ + wn+1H∞
w ∥ by (i) in Theorem

4.1, there exists a function in ψ in H∞
w such that ∥ψ∥∞ ≤ 1. Then the power series

of ψ begins with u0(z) + · · · + un(z)wn.
Conversely, if there exists a function ψ in H∞

w such that whose power series
begins with u0(z) + · · · + un(z)wn and ∥ψ∥∞ ≤ 1. Then ψ − φ is in wn+1H∞

w

where we set φ = u0(z) + · · · + un(z)wn, ∥Sφ∥ = ∥φ + wn+1H∞
w ∥∞ ≤ ∥ψ∥∞ ≤
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1 by (i) in Theorem 4.1 and Sφ can be identified with C(Tu0(z), . . . , Tun(z)) on
H2(z) ⊕ · · · ⊕ H2(z). This completes the proof.

7. A Nevanlinna-Pick type interpolation problem in two variables

In this section we study the following interpolation problem:

• Let λ1, . . . , λn be n distinct points in D and u1(w), . . . , un(w) be n ana-
lytic functions in H∞(w). Then, can one find a function φ in H∞ such that
∥φ∥∞ ≤ 1 and φ(λj , w) = uj(w) for j = 1, . . . , n ?

To begin with, we prove the following lemma:

Lemma 7.1. Let λ1, . . . , λn be n points in D and let φ be a function in H∞
z . If

φ(λj , w) = 0 w-a.e. for every λj then φ is a function in q(z)H∞
z , where q(z) =∏n

j=1 bλj (z).

Proof . For any integer l,

φl(z) :=
∫

T
φ(z, w)wl dσ2

can be extended analytically to D with respect to the variable z. Since φ(λj , w) = 0
w-a.e.,

φl(λj) =
∫

T
φl(z)kλj (z) dσ1 =

∫
T

∫
T

φ(z, w)kλj (z)wl dσ =
∫

T
φ(λj , w)wl dσ2 = 0.

Hence there exists a function ψ(z) in H2(z) such that φl(z) = q(z)ψl(z). Therefore

φ =
∑
l∈Z

φl(z)wl =
∑
l∈Z

q(z)ψl(z)wl = q(z)
∑
l∈Z

ψl(z)wl.

Therefore φ is in q(z)H2
z. Since φ/q(z) is a bounded function on T2, we have the

conclusion.

Theorem 7.1. Let λ1, . . . , λn be n distinct points in D and u1(w), . . . , un(w) be n
functions in H∞(w) such that ∥uj(w)∥∞ ≤ 1 for j = 1, . . . , n. Then the quadratic
form ∑

1≤i,j≤n

⟨(
1 − Tuj(w)T

∗
ui(w)

)
fi(w), fj(w)

⟩
1 − λiλj

is non-negative for any f1(w), . . . , fn(w) in H2(w) if and only if there exists a
function φ in H∞

z satisfying ∥φ∥∞ ≤ 1 and φ(λj , w) = uj(w) for j = 1, . . . , n.

Proof . We define an operator as follows:

A∗kλi(z)f(w) = kλi(z)T ∗
ui(w)f(w),
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for every 0 ≤ i ≤ n and f(w) in H2(w). Then A is a bounded linear operator
on (H2(z) ⊖ q(z)H2(z)) ⊗ H2(w), where q(z) =

∏n
i=1 bλi

(z). Since every T ∗
ui(w)

commutes with T ∗
w and

S∗
zA∗kλi(z)f(w) = S∗

zkλi(z)T ∗
ui(w)f(w)

= λikλi(z)T ∗
ui(w)f(w)

= A∗λikλi(z)f(w)
= A∗S∗

zkλi(z)f(w)

Hence A commutes with Sz and Tw. By Theorem 3.3, there exists ψ in H∞ such
that A = Sψ, and we have ψ(λi, w) = ui(w). Indeed,⟨

Sψkλi(z)f(w), kλj (z)g(w)
⟩

=
⟨
ψ(z, w)kλi(z)f(w), kλj (z)g(w)

⟩
= ⟨kλi(λj)ψ(λj , w)f(w), g(w)⟩

and ⟨
Sψkλi(z)f(w), kλj (z)g(w)

⟩
=

⟨
Akλi(z)f(w), kλj (z)g(w)

⟩
=

⟨
kλi(z)f(w), A∗kλj (z)g(w)

⟩
=

⟨
kλi(z)f(w), kλj (z)T ∗

uj(w)g(w)
⟩

=
⟨
kλi(z)Tuj(w)f(w), kλj (z)g(w)

⟩
= ⟨kλi(λj)uj(w)f(w), g(w)⟩ ,

for any f(w) and g(w) in H2(w). Hence ψ(λi, w) = ui(w). Moreover⟨
(I − AA∗)

∑
i

kλi(z)fi(w),
∑

j

kλj (z)fj(w)

⟩

=
∑
i,j

⟨fi(w), fj(w)⟩
1 − λiλj

−
∑
i,j

⟨
T ∗

ui(w)fi(w), T ∗
uj(w)fj(w)

⟩
1 − λiλj

=
∑
i,j

⟨(
1 − Tuj(w)T

∗
ui(w)

)
fi(w), fj(w)

⟩
1 − λiλj

Hence we have ∥A∥ ≤ 1 if and only if the quadratic form

∑
1≤i,j≤n

⟨(
1 − Tuj(w)T

∗
ui(w)

)
fi(w), fj(w)

⟩
1 − λiλj

is non-negative for any f1(w), . . . , fn(w) in H2(w).
We suppose that ∥A∥ ≤ 1. Since ∥A∥ = ∥Sψ∥ = ∥ψ + q(z)H∞

z ∥∞ by (i) in
Theorem 4.1, there exists a function φ in H∞

z such that ∥φ∥∞ ≤ 1 and φ is in
ψ + q(z)H∞

z . Then φ(λi, w) = ψ(λi, w) = uj(w) for 1 ≤ i ≤ n.
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Conversely, we suppose that there exists a function φ in H∞
z satisfying

∥φ∥∞ ≤ 1 and φ(λj , w) = uj(w) for 1 ≤ j ≤ n. Setting

ψ(z, w) =
n∑

l=1

ul(w)
∏
j ̸=l

(z − λj)
λl − λj

and q(z) =
n∏

i=1

bλi(z),

we have φ(z, w)−ψ(z, w) is an element of q(z)H∞
z by Lemma 7.1 and ψ is in H∞.

Let A be the operator Sψ acting on (H2(z) ⊖ q(z)H2(z)) ⊗ H2(w). Then, by (i)
in Theorem 4.1, we have

∥A∥ = ∥Sψ∥ = ∥ψ + q(z)H∞
z ∥∞ ≤ ∥φ∥∞ ≤ 1.

Further, it is easy to check that

A∗kλi(z)f(w) = kλi(z)T ∗
ui(w)f(w).

Hence the quadratic form

∑
1≤i,j≤n

⟨(
1 − Tuj(w)T

∗
ui(w)

)
fi(w), fj(w)

⟩
1 − λiλj

is non-negative for any f1(w), . . . , fn(w) in H2(w). This completes the proof.
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