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Abstract—In conventional least square (LS) regressions for nonlinear problems, it is not easy to obtain analytical derivatives with respect to target parameters that comprise a set of normal equations. Even if the derivatives can be obtained analytically or numerically, one must take care to choose the correct initial values for the iterative procedure of solving an equation, because some undesired, locally optimized solutions may also satisfy the normal equation.

In the application of genetic algorithms (GAs) for nonlinear LS, it is not necessary to use normal equations, and a GA is also capable of avoiding localized optima. However, convergence of population and reliability of solutions depends on the initial domain of parameters, similarly to the choice of initial values in the abovementioned method using the normal equation. To overcome this disadvantage of applying GAs for nonlinear LS, we propose to use an adaptive domain method (ADM) in which the parameter domain can change dynamically by using several real-coded GAs with short lifetimes.

Through an example problem, we demonstrate improvements in terms of both the convergence and the reliability by ADM. A further merit in the proposed method is that it does not require any specialized knowledge about GAs or their tuning. Therefore, the nonlinear LS by ADM with GAs is accessible to general scientists for various applications in many fields.

Index Terms—Adaptive domain, convergence, real-coded genetic algorithm (GA), multimodal problem, nonlinear least square (LS) regression, reliability.

I. INTRODUCTION

LEAST SQUARE (LS) REGRESSION techniques [1] are useful to determine best fit parameters for simulation models in many engineering and scientific fields. The simulation model is based on a function that includes some variable (tunable) parameters, which are determined by finding the minimal sums of squares of residuals between the function and experimental data. In conventional techniques, the parameters determined from LS residuals are derived from a set of equations called normal equations in which the derivative of the sum of squares’ residual with respect to each parameter equals zero. When the function to be estimated is nonlinear, there are two main disadvantages in this technique. First, it is not easy to obtain the derivatives analytically. Second, in addition to the correct LS solution, certain locally optimized solutions may also satisfy the normal equation; therefore, the choice of initial values in a parameter space greatly affects the reliability of the solution [1], [2].

A genetic algorithm (GA) is one of evolutionary computations that were first applied by Rechenberg [3] and Holland [4]. It imitates the process of biological evolution in nature, and it is classified as one type of random search techniques. Various candidate solutions are tracked during the search procedure in the system, and the population evolves until a candidate of solution fitter than a predefined criteria emerges. In most GAs [5], a candidate solution, called an individual, is represented by a binary string, i.e., a series of 0 or 1 elements. Each binary string is converted into a phenotype that expresses the nature of an individual, which corresponds to the parameters to be estimated in the LS problem. The GA evaluates the fitness of each phenotype with respect to cost functions such as the residual in an LS problem. A general GA involves two major genetic operators; a crossover operator to increase the quality of individuals for the next generation, and a mutation operator to maintain diversity in the population. During the operation of a GA, individual candidate solutions are tracked in the system as they evolve in parallel. Therefore, GA techniques provide a robust method to prevent against final results that include only locally optimized solutions.

The following are the main merits for applying a GA to an LS problem. It does not require any effort to calculate the derivatives. Furthermore, no special techniques are required to solve the nonlinear equation. Also, it is not required to make a selection of initial points in the space of parameters to be estimated. Only coding to represent the LS residuals is necessary.

On the other hand, there are some drawbacks concerning the use of GA for general applications. The first disadvantage is with respect to computational time. Since a GA is based on a random search technique, computational time required by a GA is higher than that of a conventional LS based on algebraic solver. Furthermore, it is known that GA methods are effective in generating convergence of the population in early generations but the search may slow down or stall in later generations. Applications of GAs sometimes result in premature convergence, in which a population concentrates around an undesired local optimum. In this situation, the population, after falling into the local optimum, becomes more and more similar with the increase of generations, and consequently, a global search to escape from local optimum does not work effectively [6]. To avoid this premature convergence some local tunings are applied, such as controlling the pressure of a selection, or the ratio between the number of individuals created by mutation strategy and that created by crossover strategy. Such tunings that depend on the
problem under consideration help to maintain the reliability of solutions; however, they also tend to induce delayed convergence due to the tradeoff relationship between reliability and computational performance [6], [7]. To solve this slowing down, there are some well-known techniques, which include switching to methods other than the GA in later generations [7]–[9] and restricting GA parameters such as a mutation amplitude in accordance with increase in generations [6]. However, since early switching intended to achieve fast convergence may again induce results that favor a localized optimum, the correct choice of the timing to switch between different methods is difficult for users who are not familiar with the GA. Furthermore, a GA may result in local optima if incorrect initial settings are provided, such as an excessively narrow definition of solution’s domain for the sake of faster convergence. This is similar to the problem of the initial point selection in conventional LS techniques. The second disadvantage is that the parameters to be determined in LS are real numbers and moreover their domains generally are not known. However, the binary coding normally used can represent only discrete numbers. To represent real number parameters efficiently, modified binary coding called Gray coding was applied in early studies [13], [14]. Even in the use of the Gray coding, since both the resolution of a gene and its length are limited, the range of the phenotype of gene is finite. Since both the resolution and the domains are fixed in the coding, less accurate solutions were obtained [6]. Moreover, in problems for which domains of parameters are not known, the binary coding and the Gray coding are not applicable. In many real-number-based techniques proposed during the past decade, it has been demonstrated that by representing physical quantities as genes, i.e., as components of an individual, it is possible to obtain faster convergence and better resolution than by use of binary or Gray coding. A program employing this kind of method is called an “Evolution Program” by Michalewicz [6] or a real-coded GA. In this study, we adopt the real-coded GA.

Additional disadvantages of GAs include the problem concerning domains of parameters to be estimated and the difficulties to control the domain without loss of convergence. In order to solve the former disadvantage, some ideas to change the domain dynamically during the process of a GA have been proposed [10], [11]. By such methods, the details of which are discussed in Section III, it is possible to achieve faster convergence and better accuracy, but these are not applicable when the global solution is not within the initial domain. To overcome this drawback, in this study, we propose a new adaptive domain method (ADM) using multiple independent GAs with short lifetimes. We show here a brief summary of ADM. The ADM invokes several GAs with the information about current ranges of domains of the initial population in each GA. Each GA returns the best individual and its associated cost function within several generations. The ADM decides the new domains by a statistical analysis of all of the results from GAs, and the resulting domain is used when ADM invokes next series of GAs. In the system, the domain of the solutions varies dynamically. The ADM is also advantageous in that there are no sensitive parameters required to control a GA in order to ensure convergence.

We enumerate the requirements to the nonlinear LS by GAs with ADM in order of importance: it should be able to find the global optimum even if the initially defined domain does not include the global optimum; it requires no selection of sensitive GA tuning parameters such as the timing to switch the algorithms or the mutation amplitude, which may be difficult for novice users of GA techniques; and its computational time should not be much higher than that of other methods using GAs. Some readers may wonder about a possible relation between abovementioned requirements and “No Free Lunch (NFL theorems) [12].” These theorems conclude that there is no single algorithm with the best performance for all optimization problems, where performance means the number of times of evaluation of search points. These theorems require the assumption that once a point is evaluated, it is not evaluated again. However, as most GAs, including the GA applied in this paper, do not record the history of searching, it is practically impossible to avoid the revisiting of points. Accordingly, the imperial performance is worse than the predicted ideal performance that is considered the same for any algorithm according to NFL theorems. The ADM changes the search domain according to the results from several GAs, sometimes broadening and other times narrowing it, or sometimes making only small adjustments. In the broadened case, the probability to revisit the same area is reduced. When the domain becomes narrower, the probability is increased but the computational cost to obtain the solution in the domain becomes smaller than the case of larger search space. And in the case where ADM suggests only a minor domain change, GA searches again to obtain more information about the reliability. Thus, the total number of instances of revisiting may be smaller than for general GA problems, although its performance may be worse then that of the ideal performance.

The outline of this paper is as follows. In Section II, the difficulties of using LS for nonlinear problems and the potential application of GAs to problems of regression are discussed. Next, application of ADM using multiple GAs is proposed in Section III, and subsequently, the real-coded GAs and their genetic strategies are discussed in Section IV. The applicability of ADM is demonstrated for simulation data and results are verified by actual experimental data in Section V, and finally, conclusions are drawn regarding ADM in Section VI.

II. NONLINEAR LS REGRESSION

In order to understand the nature of a system, it is generally important to represent the system as a model expressed by analytical functions. To determine the best modeling functions, it is common to employ statistical processing of experimental data by such methods as LS regression.

Consider a problem to fit observations \((x_i, y_i)\), where \(i \in \{1, \cdots, N\}\), into an estimating function that represents the model with several parameters \(a_m, m \in \{1, \cdots, M\}\)

\[
y(x) = y(x; a_1, \cdots, a_M)
\]  

(1)

where parameters \(a_m\) are not given and the form of the function \(y\) is given. The purpose of fitting is to find the parameters that comprise a maximum-likelihood function. Every observation \(y_i\) is not coincident with \(y(x_i)\) due to errors. When the distribution
of errors conforms to the normal distribution (Gaussian distribution), the maximum-likelihood estimator is called an LS solution. The LS solution satisfies the condition that a sum of the squares of residuals between the observations $y_i$, and the estimations $y(x; a_1, \ldots, a_M)$ is minimized [1]

$$
\text{minimize in space of } a : \\
\chi^2(a) = \sum_{i=1}^{N} \left( \frac{y_i - y(x; a)}{\sigma_i} \right)^2
$$

(2)

where $a$ shows an $M$-vector which consists of the parameters $a_m$, and $\sigma_i$ represents the standard deviation of the data $i$. At this minimum point, every partial derivative of the $\chi^2$ with respect to $a_m$ vanishes

$$
\frac{\partial \chi^2}{\partial a_m} = 0, 
$$

(3)

The set of these equations is called the normal equation.

If the estimated function is linear with respect to the parameters, such as $y(x; a) = \sum X_m(x) a_m$, then the derivatives can be easily derived by hand, and the solution can be obtained by solvers of simultaneous equations such as Gaussian elimination or LU decomposition techniques.

For nonlinear estimated functions, however, the derivatives cannot be calculated easily. Even if one can obtain the derivatives numerically, there is another problem that the normal equation shown in (3) may have several solutions. Of these solutions, the one that satisfies an LS condition is unique, and the others correspond to local minima or local maxima of the residual $\chi^2(a)$ in (2). If we could obtain all of the solutions, then we would be able to decide which one is the LS solution by the consideration of (2). However, most solvers that are based on iterative procedures return only one solution, which depends on the initial point in the iteration. To specify the correct initial point requires empirical insight.

In contrast, when applying a GA to an LS regression, there is no such need to specify the initial value of a parameter. The LS regressions by GAs search for the parameters using (2) directly, and (3) is not applied. Thus, it is not necessary to make any effort to compute the derivatives.

Furthermore, a GA has an advantage to extend from the LS method to the least median square method that can exclude some data points with huge measurement error, by only a small modification, namely, to replace the summation operator in (2) with the median operator [14], [15].

As described above, the application of GAs to LS regressions has some important merits. However, there remains another problem. In a similar way to the selection of initial point for iterations based on the normal equation, one must specify the domains of solutions in GA calculations, in order to ensure that estimated results are included. If the selected domain is too wide, the computations could be too costly or time-consuming. On the other hand, a choice of narrow domain is troublesome, since once one specifies an incorrect domain which does not contain an expected solution due to overly optimistic expectations of faster convergence, a global optimal solution may never be obtained. A methodology is proposed to overcome this disadvantage in the next section.

### III. Adaptive Domain Method (ADM)

Our aim is the development of a GA-based nonlinear LS regression method in which the following are required, enumerated in order of importance.

- **Reliability**: A global optimum solution can be obtained with any domain setting of the parameters to be estimated in LS.
- **Ease of operation**: The estimation system does not require any specialized knowledge about GA tuning, i.e., it is practical and applicable for users who are not familiar with GAs.
- **Small computational cost**: The system converges efficiently and the computational time is not much higher than that of other techniques using GAs.

Generally, a GA searches for the solution within a predefined space of parameters to be solved. As described in the end of the previous section, it is difficult to correctly define the domain to achieve both reliability and good convergence. In order to solve this problem, we propose a new approach, ADM, to change the domain of parameters dynamically during the estimation process.

The parameter space in binary coding is limited both by the resolution of a gene and by its length or domain, as described in the Section I. All of the candidate solutions are located at discrete points within the parameter domain. In contrast, for the real-coded GA applied in this study, the resolution of the phenotype is as small as the resolution of the computer, and thus it is considered as a continuous real number. Furthermore, some of the genetic operators we applied, the details of which are described in Section IV, such as the crossover by the extrapolation and the fluctuation can generate individuals located outside of the predefined domain. Therefore, even if the domain defined initially or redefined in an estimation process does not include the desired solution, the GA may successfully find the desired solution. However, the other operators such as the random mutation and the crossover by the interpolation are only available for searching within the domain, so the chance of correcting for solutions resulting from an inappropriate choice of domain will be small. Therefore, another mechanism to search for optimal solutions outside the domain is required.

Some novel ideas about adaptive domain or range have been proposed. Arakawa et al. [10] introduced an adaptive real range technique for binary coded GAs. The outline of their study is as follows. Genotypes at an evenly spaced interval in a finite range are mapped onto phenotypes that are spaced at an uneven interval, using a Gaussian function. For example, consider the integral of a Gaussian function $y(x)$, with an average $\mu$, and a standard deviation $\sigma$ as $y(x) = \int \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right) dx$, where $x$ is a real number that is a phenotype. (In the original paper, the mapping function is defined as a Gaussian function; however, to demonstrate easily, we choose its integral here.) The result $y(x)$ is considered as a genotype, and it is chosen as a binary coding with some scaling $y_i$, i.e., even interval. The phenotype corresponding to some genotype $y_i$, is obtained by
an inverse mapping \( x_i = y^{-1}(y_k) \). The intervals of \( x_i \) are uneven. In the neighborhood of middle range genotypes, the density of phenotypes becomes high, and conversely around both extremes the density becomes low. The average and the standard deviation are computed from the population of the preceding generation, which is generated by GA procedure where the cost function of individual \( y_k \) is evaluated via \( x_i \). If the population is concentrated around some point, the standard deviation becomes small, and the search range of phenotype is narrower in the next generation. The change of both the average and the standard deviation leads the mapping function \( y \) and the domain is changed. For the real-coded GA, Oyama et al. [11] adopted a similar approach. These techniques can dynamically change the parameter domain, and thus can overcome the disadvantage concerning resolution that is involved in binary coding. However, these improved methods have other disadvantages. In spite of the difference in phenotype mapping, \( x_i \), between generations, the genotype, \( y_k \), of the GA determines the population of the next generation. This means that the genotype for an individual is same but the phenotype of that is different between the successive generations; therefore, one cannot change the domain much drastically. Furthermore, once a population is concentrated in the neighborhood of a local optimum, it is difficult to escape from that area. Accordingly, in the abovementioned studies, limitations of the standard deviation of parameters are set initially. The correct setting of the parameters is difficult for users who do not have detailed knowledge about their adaptive range mechanism.

As simple techniques to overcome this handicap, other modifications of genetic operators have become available for effective searches. In general, the population converges rapidly into a narrow space in early generations; however, the convergence speed slows down in later generations. The nonuniform mutation [6] works effectively even in later generations. However, this also has the difficult requirement to set the value of a factor to control the mutational amplitude, as discussed in the Section IV. Yi et al. [16] proposed a mutation mechanism that applies a local search algorithm based on gradients of fitness. Since these modifications also have the drawback of local optimum, it is necessary to tune the factor to control the GA.

There are other ideas to take advantage of the natural tendency of GAs to converge in early generations. Baskar et al. [8] proposed a procedure composed of two phases. Specifically, its second phase is implemented by random searches in order to narrow the searching space after attaining a rough convergence of the population by a GA in the first phase. Kwon et al. [17] and Djurišić et al. [18] studied alternating repetitions of GAs with short lifetimes as a technique for domain narrowing. In Kwon’s method, the center of the new domain agrees with the parameter values of the best solution in the preceding short lifetime GA, and the domain width is redefined at a reduced size by multiplying a given factor less than unity. In Djurišić’s method, the bounds of the new domain are computed by a relaxation technique, in which the current bounds and an average of the final population in the short lifetime GA are considered. Here, the bounds of new domain are defined as an interpolation between the current bound and the average. Since these methods were developed only for the sake of narrowing the domain; for modeling based on such methods, there is still no easy way to avoid the possibility of local optimum solutions.

In this paper, we propose the application of multiple GAs to enable a change of domain in order to overcome these disadvantages, namely, the lack of an effective method to escape from local optimum solutions, a limitation of speed to change of domain, and required use of factors that may be unfamiliar for general users.

### A. Outline of ADM Using Multiple GAs With Short Lifetimes

Consider the case where several local optimum solutions are included in a search domain. When executing a GA for this problem, the GA will find a result as either a local optimum or a desired solution. The reliability, namely, the probability that the result is the desired solution, may be estimated by the fitness of the result. However, it is difficult to verify the confidence of such a result. We attempt to use another measure of the reliability. Trying additional runs with different random series, one can determine the reliability of these solutions. If the results agree, the probability that the results are the desired solution is greater. Otherwise, it is concluded that they include some local optima or they have not yet fully converged.

In real-coded GA, the phenotype of an individual consists of several components corresponding to the parameters to be estimated in the problem. In other words, the phenotype shows a point in the space defined by the axes of the parameters. First, we consider a parameter on one axis. Some GAs with different random series will return different solutions each of which has the largest fitness in the respective final population. If the surviving parameter values are concentrated, with respect to the axis of the solutions, in the neighborhood of a particular point on the axis, then these parameter values have greater reliability, i.e., the probability that the surviving parameter values are located around the desired solution’s parameter value is relatively high. In this case, it is possible to narrow the domain with respect to this parameter to accelerate the convergence. Otherwise, the domain cannot be reduced, and conversely, it may be advisable to expand the domain in the worst case. Considering this nature, we propose a new method to vary the domain of the parameters dynamically, by applying several GAs with short lifetimes as ADM.

The relation between ADM and multiple GAs is shown in Fig. 1. Each GA computes not only the best estimation but also its fitness. An estimation with larger fitness is interpreted to be more reliable, so the fitness can be used as a relative weighting of the estimation. All GAs run independently because of different random series, and each will return a different estimation; some will be around the desired solution and others will be around local optimum solutions. Since the weighting of the former is larger than the latter, a redefinition of the domain is expected to be biased to the side of the desired solution. After the average and the standard deviation are computed from the results of all GAs, the new domain is updated based upon the average and the standard deviation. These procedures are repeated until the fitness of the best individual satisfies all convergence conditions.

When a desired solution is not included in results, the distribution of surviving results will be expected not to concentrate
in one particular area. In this case, the ADM will not narrow the parameter domain, and it may conversely widen the domain. If the distribution is concentrated into an area around a particular local optimum, the ADM may not work properly. However, this is believed to be a rare case for the following reasons: all the GAs should not return similar solutions because of use of random seeds; the estimations should not fall into local optimum perfectly because of short lifetimes; each GA has some facilities that can search outside the domain, namely, crossover by extrapolation and fluctuation, which will be explained in detail in Section IV. When one chooses a sufficiently wide domain to contain some local optimum solutions, this case will be completely prevented. Of course it is best, however, to select the domain that is certain to include the desired solution. An example of this case is shown in the section concerning numerical tests (Section V).

We discussed the merits in the use of multiple GAs. However, the use of multiple GAs induces an increase of computational cost. Fortunately, GAs with ADM do not demand high computational performance to attain convergence, because the convergence of solutions is mainly achieved by ADM rather than by GAs. Therefore, we are not excessively concerned as to whether the result of a GA is the desired solution or not. The requirement imposed upon the GAs from the ADM is only the ability to find near-optimal individuals, i.e., the individuals in the vicinity of either a local optimum or a global optimum, which need not be limited to only global optimum solutions. Moreover, a GA generally exhibits rapid convergence of a population in early generations. This means that the small area around either the desired solution or the local minimum can be found in early generations. Thus, since each GA need not converge by itself, the lifetime of the GA (i.e., the total number of generations to compute) can be shorter. In contrast, if the total number of generations is large, the probability that the GA returns only a particular local optimum increases. In this case, the solutions from every GA may be concentrated around the local optimum, and finally, ADM may not work effectively. The lifetime of each GA is a predefined quantity which affects both the reliability of solutions and the computational cost, and its optimum tuning may depend on the nature of problems under consideration. However, we think the setting of this factor is not so difficult for unfamiliar users about GAs.

B. Implementation of ADM

The parameter domain redefinition algorithm proposed in this study is as follows. The best individual from the $q$th GA, $\hat{\theta}^q$, which consists of the parameters $\alpha_m^q, m \in \{1, \ldots, M\}$ has an evaluation value $E(\hat{\theta}^q)$ as an error defined as the square root of the least mean square of the residual as follows:

$$
E(\hat{\theta}^q) = \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \frac{y_i - y(x_i; \hat{\theta}^q)}{\sigma_i} \right)^2 \right]^{\frac{1}{2}}
$$

(4)

where $(x_i, y_i), i \in \{1, \ldots, N\}$ are the measurement data, $\sigma_i$ is the standard deviation of measurements, which are obtained by several repetitions of experiments or by a theoretical error distribution of the experimental setup, and $y(\cdot)$ represents the function to be fitted.

Suppose that an error with respect to $m$th parameter is proportional to the evaluation value $E(\hat{\theta}^q)$

$$
\Delta_m^q \propto E(\hat{\theta}^q).
$$

(5)

Also, assuming that the samples $\hat{\alpha}^q_m$ are distributed around the average of the parameter with normal distribution, one can write the likelihood function as follows:

$$
L(\alpha_m, \hat{\alpha}_m^q, \Delta_m^q) = \frac{1}{\sqrt{2\pi\Delta_m^q}} \exp \left( -\frac{(\alpha_m - \hat{\alpha}_m^q)^2}{2(D_m^q)^2} \right)
$$

(6)

where $\hat{\alpha}_m$ is the most likely solution. The overall likelihood function from all of the best results can be presented as a joint distribution that is given by the product of all likelihood functions

$$
I_m = \prod_{q=1}^{N_q} L(\alpha_m, \hat{\alpha}_m^q, \Delta_m^q) = \prod_{q=1}^{N_q} \left( \frac{1}{\sqrt{2\pi\Delta_m^q}} \right) \exp \left[ -\frac{1}{2} \sum_{q=1}^{N_q} \frac{\Delta_m^q}{(\Delta_m^q)^2} (\alpha_m - \hat{\alpha}_m^q)^2 \right]
$$

(7)

where $N_q$ is number of GAs. The solution that maximizes the likelihood function can be obtained analytically as a weighted average

$$
\hat{\alpha}_m = \frac{\sum_q \omega_q \hat{\alpha}_m^q}{\sum_q \omega_q}
$$

(8)
where \( w_q \) represents the weighting factor for averaging
\[
w_q = \frac{1/(\Delta q_m)^2}{\sum_q 1/(\Delta q_m)^2}.
\] (9)

Similarly, the variance with respect to the \( m \)th parameter \( \sigma_m \), can be obtained by the weighting factor
\[
(\sigma_m)^2 = \sum_q w_q (\Delta q_m - \bar{\Delta}q_m)^2.
\] (10)

The new domain is determined from the average and the variance
\[
(\sigma_m)^{max} = \bar{\Delta}q_m \pm \gamma_m \sigma_m
\] (11)

where \( \gamma_m \), a factor used to indicate the confidence interval of the parameter, is defined as the ratio between the width and the standard deviation. When the samples of each parameter obey a normal distribution, the probability that the value is contained in the domain is 0.95 in the case of \( \gamma_m \approx 1.96 \), and also it reaches 0.99 in the case of \( \gamma_m \approx 2.58 \). Subsequently, in this paper, we refer to this factor as the width factor. The aforementioned method to obtain the new domain from the results of several GAs is depicted in Fig. 2. If the results of the GAs are concentrated, the domain width \( \gamma_m \sigma_m \) becomes narrower due to the small variance \( \sigma_m \). Also, the center \( \bar{\Delta}q_m \) is varied.

This approach is dependent on the assumption that the error of a parameter is proportional to the evaluation value in (5), which may induce an error in terms of the computation of the new domain. To reduce this effect, we apply the relaxation method
\[
(\Delta q_m)^{max} = \beta_m (\Delta q_m)^{max} + (1 - \beta_m) (\Delta q_m)^{min}
\] (12)

where \( \beta_m \) is a relaxation factor, if \( \beta_m = 0 \), then relaxation is not in effect, also if \( \beta_m = 1 \) the domain is not updated.

In the last step of the ADM procedure, the new domain is restricted, if there are the limitations of range due to a physical quantity’s own limitations (e.g., the physical quantity must be positive). We refer to this type of limit as a “hard limit” in a later description.

In this section, we explained the details of implementing ADM for LS problems. However, by simply choosing (4) to satisfy (5), ADM may also be applied for other optimization problems, providing that the parameter to be optimized is a real number.

IV. GAS FOR REAL-VALUED VARIABLES

In this section, we will explain in some detail about the GA that is invoked by the ADM. The ADM gives several GAs an initial domain of parameters that are to be estimated. The GA output results include both the best individual in the final population and its fitness. The requirement for the GA with ADM is to obtain as quickly as possible the near-optimal individuals, i.e., the individuals in the neighbor of either a global optimum or local optima. Even if the solution is a local optimum, it should not create a problem because the GA’s robustness against local optima is kept in check by the ADM. In other words, since the ADM searches for the global optimum, the GA itself is not required to find the global optimum.

In contemporary research, beginning with early studies concerning GA, as summarized by Goldberg [5], the gene is typically coded as a binary string, and the individual is expressed as a long one-dimensional binary string by concatenation of all the strings corresponding to genes. However, in the cases where a property is in the form of a real number, the binary coding has disadvantages: it will be impossible to express exact solution because the binary code’s resolution is limited, as determined by the string length. In addition, in LS type problems, the coding requires conversion from binary strings (genotypes) to real numbers for representation of some parameters (phenotypes). In spite of these disadvantages, binary coding has been applied in a wide variety of applications and problems, due to the simple and useful genetic operators available for binary coding.

By using a set of genetic operators, it is possible to perform two different functions simultaneously. The first function is to accelerate the convergence toward a population that includes a large number of superior individuals. In some cases, the crossover operator, which exchanges substrings of the two parents with each other in the binary coding, is adopted for this purpose. As an example, we consider a problem of a two parameter space. When one of the parents in the crossover strategy has a superior gene with respect to one parameter and the other parent has a superior gene with respect to another parameter, the probability that the resulting child has two superior genes that are given by both the parents is increased. But this strategy introduces a certain probability for the solution to fall into local optima. The second function is to maintain the diversity of a population, which means that the operator has the ability to avoid the concentration of individuals into a narrow space around local optima. In some cases, the mutation operator plays
a role to provide a method of escaping from local optima. This operation is executed by simply inverting one or more digits in a binary string. Note that these strategies are switched in other cases, and they depend on the implementations of strategies and they also depend on problems under the consideration. If there is another known coding method that has both a tendency toward convergence and a tendency to support diversity of solutions, then such a method might be applied as an of the binary coding. Michalewicz [6] shows several floating-point implementations, which are called evolution programs. He showed that the use of real-coded genes in which genotypes are represented by continuous, real numbers, whose resolution is equal to that of the computer, instead of binary strings is more effective than the binary coding, in terms of both the resolution and computational cost. In recent literature, Herrera et al. provide a review with respect to the handling of real-coded parameters [19], and Blanco summarizes a brief list [20].

In the previous section, we provided details about the application of ADM using multiple GAs with short lifetimes. Since the GAs work with different random series and the total number of generations is small, the results from the GAs are generally different. This implies that the diversity of solutions is already considered in nature. On the other hand, the convergence of the population in a GA corresponds to the convergence of the domain in ADM. Therefore, the requirement for each GA in ADM is to obtain the near-optimal individuals as quickly as possible, as shown at the beginning of this section. It would be ideal to obtain the global optimum with fast convergence by means of a single GA, but this is difficult because the convergence depends on the problems under consideration, and several GA parameters may require tuning.

The following are genetic strategies we adopted for implementation with real-valued variables. To accelerate the ADM, some of the strategies (i.e., “crossover by extrapolation” and “fluctuation”) have the ability to search outside the initially defined domain, which is fixed for each GA when it is called from the ADM. Others are intended to find the near-optimal individuals effectively. Moreover, some parameters and strategies that can serve to control the GAs are discussed next. All of our detailed results are not shown here, but from our numerical experiments we found that the settings of parameters to control the GAs have only a small effect on computational cost and they do not affect to the reliability. This indicates that the convergence and reliability mainly depend on ADM, and one need not pay any attention to choosing the correct parameters to control a GA.

### A. Genetic Strategies for Real-Valued Variables

The coding we adopted is the real-coded gene model, in which a gene represents a phenotype parameter without any conversion. The individual is represented as a vector \( \mathbf{a} \), the elements of which are floating-type genes \( a_m, m \in \{1, \ldots, M\} \).

1) Crossover: The crossover operator adopted in this study is based on “arithmetic crossover” as introduced by Michalewicz [6]. When two parent individuals are denoted as \( \mathbf{a}^k = (a^k_1, \ldots, a^k_M), k \in \{1, 2\} \), two offspring \( \mathbf{a}^k_1 \) and \( \mathbf{a}^k_2 \) are reproduced as interpolations of both parents' genes.

\[
\begin{align*}
\mathbf{a}^k_1 &= \lambda \mathbf{a}^1_m + (1 - \lambda) \mathbf{a}^2_m \\
\mathbf{a}^k_2 &= (1 - \lambda) \mathbf{a}^1_m + \lambda \mathbf{a}^2_m
\end{align*}
\]

where \( \lambda \) is a constant in the system. At first glance, choosing \( \lambda = +0.5 \) may look like a good idea; however, the vectors of a pair of offspring are pointing to the same point in the parameter space. Wright [13] proposed an additional extrapolative reproduction, which is expressed by \( \lambda = -0.5 \). We adopt the Wright’s crossover with some modification

\[
\begin{align*}
\mathbf{a}^m_1 &= \frac{1}{2} \mathbf{a}^1_m + \frac{1}{2} \mathbf{a}^2_m, \\
\mathbf{a}^m_2 &= \frac{3}{2} \mathbf{a}^1_m - \frac{1}{2} \mathbf{a}^2_m
\end{align*}
\]

where the indexes of offspring \( n_1 \) and \( n_2 \) are chosen for each gene using a random number \( r \in [0, 1] \) and a given factor \( p_c \in [0, 1] \), as follows:

\[
(n_1, n_2) = \begin{cases} (1, 2), & r < p_c \\ (2, 1), & r \geq p_c \end{cases}
\]

In the case of \( p_c = 1 \), always \( n_1 = 1, n_2 = 2 \); therefore, every gene in the individual \( \mathbf{a}^1 \) is generated by interpolations and \( \mathbf{a}^2 \) is generated by extrapolations. The case of \( p_c = 0 \) is same as the case of \( p_c = 1 \) except that the parents are exchanged. In the case of \( p_c = 0.5 \), the probability of interpolation and that of extrapolation are same in each new individual. Once two parents are selected from the pool of parents, the crossover strategy is applied for every gene in each child, namely, \( m = 1, \ldots, M \). The random number for one locus of gene is different from another locus, so the reproduction method, of interpolation or extrapolation, is different between each gene in an offspring.

The crossover strategy by interpolation increases the likelihood of convergence; in contrast, that by extrapolation acts to maintain the diversity of a population. Note that the crossover by extrapolation has the ability to reproduce outside the domain in some cases. The GA does not prevent the individual from going outside of the domain.

2) Mutation and Fluctuation: We adopt two mutations. The first is a random mutation [6]. One of the genes in an individual is replaced by a random number within the parameter domain, \( [a^\min_m, a^\max_m] \). The gene to be mutated is selected at random, namely \( m \) is one of members in \( 1, \ldots, M \). This mutation operator acts to maintain the diversity.

The second is a simplified version of Mühlenbein’s mutation [21] to achieve a good convergence by neighborhood search. The gene of the offspring \( a'_m \) is computed according to

\[
a'_m = a_m + R \cdot (a^\max_m - a^\min_m) \cdot r
\]

where \( r \) is a uniform random number \( r \in [-0.5, 0.5] \), and \( R \) is the ratio of the mutational amplitude to the parameter domain, which is constant in the system as \( R \in [0, 1] \). In this paper, we denote this mutation as “fluctuation.” Note that the fluctuation
has the ability to enable reproduction of offspring outside the domain, as with the crossover by the extrapolation.

There is a better known mutation operator called the nonuniform mutation [6], but we do not adopt it. In this nonuniform operator, the strength of mutation becomes smaller with advancing of generations

\[
d_m^i = \begin{cases} 
a_m + \Delta(t, a_m^\text{max} - a_m) & \text{if } \tau = 0 \\
a_m + \Delta(t, a_m - a_m^\text{min}) & \text{if } \tau = 1
\end{cases}
\]

\[
\Delta(t, y) = y \left(1 - \left(\frac{E(a^\text{max}) - E(a^\text{min})}{E(a^\text{max}) - E(a^\text{min})}\right)^m\right)
\]

(17)

where \(\tau\) and \(\tau\) are random numbers, \(\tau \in [0, 1]\), \(\tau \in \{0, 1\}\), and also \(t, a_m^\text{max}, \text{ and } B\) denote the generation number, the maximum generation, and given index to control the mutational amplitude, respectively. Since \(B\) and \(a_m^\text{max}\) are constant, the mutational amplitude has been determined before a GA runs. Therefore, it is impossible to consider the convergence of a population dynamically. Even worse, predetermination of the constant \(B\) is difficult for users who do not know how to select GA parameters. Since this constant is sensitive and influences the stability of the estimation, once this constant is chosen incorrectly, the mutation will not work and the diversity of the population will be lost. The purpose of the nonuniform mutation operator is to narrow the parameter space of mutational amplitude in accordance with advancing generations. Since the ADM dynamically changes the domain size, \((a_m^\text{max} - a_m^\text{min})\), the fluctuation achieves this purpose without this difficult and sensitive parameter. Since the fluctuation needs as input only the range of mutation in terms of the ratio to the domain size, it is easier to define than that of the nonuniform operator and it is less sensitive to influence the stability of a search. Thus, in this study, we elected not to adopt the nonuniform mutation operator.

3) Selection: No special considerations for the real-coded GAs are necessary concerning implementation of the selection strategy; this case is similar to that of the selection for binary coding. We adopt a proportional selection [5] with a slight modification [22]. Consider the minimum search problem as an example. In this case, an individual with smaller evaluation function should have greater fitness and also larger probability to be a parent. The probabilities are calculated in each generation by using biased evaluation functions. First, all the individuals in the population of size \(K\) are sorted with respect to evaluation function \(E(a^k)\) in ascending order. Next, the discrimination level is determined as the evaluation function of the \((K_p + 1)\)th individual, where \(K_p\) is the pool size of parents to produce offspring. Finally, the probabilities are computed by the following relation:

\[
p_k = \begin{cases} 
\frac{E(a^{K_p + 1}) - E(a^k)}{\sum_{k=1}^{K_p} (E(a^{K_p + 1}) - E(a^k))} & (k \leq K_p) \\
0 & (k > K_p).
\end{cases}
\]

(18)

In this selection strategy, the bias \(E(a^{K_p + 1})\) can be calculated automatically from the distribution of the evaluation functions in each generation by simply specifying \(K_p\) as a fixed size.

This strategy accelerates the convergence of population, but might be a risk to induce premature convergence to local optima because its influence is more powerful when the fitness variance is large in early generations. However, this is not a problem because the purpose of the GA with ADM is only to search for the near-optimal individuals that include local optima.

4) Elitism: The elitism strategy proposed by De Jong [23] prevents loss of a superior individual in convergence processes. It can be simply implemented by allowing the individual with the best fitness in the last generation to survive into the new generation without any modifications. The purpose of this strategy is same to the purpose of the selection strategy.

5) Migration on Island Model: The migration on island model [24]–[26] is a different kind of strategy compared with the above operators, and this strategy is considered optional. The ADM uses multiple GAs. When multiple GAs are running in a system, it allows exchanges of the best individuals in among different GAs. In our implementation, the opportunity for such exchanges happens only once, when GAs are invoked from ADM. In other words, the best individual from other GAs is contained in the initial population. Since the best individual, once found, will not be lost as long as the elitism operator is also available, this strategy promotes convergence [25], [26]. However, it may also induce the population to fall into a local optimum. The relation between the system with ADM and the GAs is similar to the relation between a GA and the population. If one considers the ADM as a conventional GA and considers the GAs as conventional population, this migration strategy acts as an elitism operator for the ADM. Thus, it may obstruct the diversity that is one of the main purposes of using ADM. An example of this case will be shown in the Section V.

B. Procedure

The outline of the GA we adopted is shown in Fig. 3. The main purpose of this GA is to find a candidate solution with the smallest residuals in the particular parameter domain which is suggested by the ADM.
In the initialization, individuals are mapped at random into the parameter space. If the optional migration strategy is made available, one individual selected at random is replaced by the immigrant.

In the program loop with respect to each generation, there are four components: the evaluation of individuals, checking the convergence, the selection with associated calculation of the probability for reproduction, and the reproduction of the population for the next generation. This loop is repeated \( L_{\text{GA}} \) times that is predefined to control the GA. In the GA with ADM, this limit \( L_{\text{GA}} \) is set to a small number, i.e., generations are assigned a short lifetime.

The evaluation function for every individual is computed by (4) for the LS problem. Next, the condition to terminate is checked. If the evaluation function of the best individual in the population satisfies a predefined system criterion, then the GA returns the best individual as the final result, and the ADM also completes successfully. Otherwise, the GA goes to the next step to search better individuals. The probability to be selected for every individual \( p_k \), is computed by (18). Individuals with a positive probability are settled into a pool of parents. Finally, offspring are reproduced by genetic operators. The number of the offspring produced by each operator is predefined; \( K_c \) for elitism the number is always 1, but it is \( K_c \), \( K_m \) for crossover, \( K_m \) for random mutation, and \( K_f \) for fluctuation. The sum of the number of offspring is always equal to the population size of parents

\[
K_e + K_c + K_m + K_f = K. \tag{19}
\]

An offspring reproduced by the elitism operator is selected as the individual that has the highest probability among the pool of parents, and the offspring is settled to a pool of offspring. The parent is pushed back to the pool of parents. In both the mutation and the fluctuation, a parent is selected from among the pool of parents according to the probabilities, and the offspring is settled to the pool of offspring. In the crossover, two parents are selected, and two offspring are generated. In each operation after the parents are referenced to reproduce offspring they are returned to the pool of parents without any modifications. This means that particular parents with higher probabilities are selected multiple times to generate offspring. In a single generation, the operator to reproduce an offspring is applied only once; therefore, there are no offspring for which an operator is applied several times. In the last step of this program loop, the population for the next generation is updated by the pool of offspring.

\section{V. Numerical Test}

The purpose of this section is to demonstrate the effectiveness of the ADM. The effects in terms of specific parameters to control GAs will not be discussed here, and the systematic analysis of such effects is one topic for future investigation. However, we have obtained the following empirical knowledge from our other numerical experiments: the GA’s parameters affect the computational cost, but their influence on the reliability of an estimation is small.

\subsection{A. Input Data to the System of the LS Method}

We begin with a problem represented by a model of an optical interference pattern with spatial distribution of light intensity that results from two coherent Gaussian beams. In an optical interference experiment, first, a light wave, which is plane wave with Gaussian shape distribution in the transverse plane, is divided into two waves. Next, these waves are guided along separate paths, and finally, they are superimposed at a certain angle with respect to each other, onto a two-dimensional (2-D) screen. A sensor device such as a camera may be used to detect the intensity distribution, which represents the square of the amplitude of a superimposed wave, including some background light. The test function to be estimated is determined by the intensity distribution measured by the sensor, which can be expressed as follows in a one-dimensional (1-D) problem:

\[
y(x) = A_1(x)^2 + A_2(x)^2 + 2A_1(x)A_2(x)\cos(\Delta k x - \Delta \theta) + I_{\text{bg}}
\]

\[
A_1(x) = A_0 e^{-\frac{(x-u_0)^2}{2\sigma_0^2}}, \quad A_2(x) = \alpha A_1(x) \tag{20}
\]

where \( A_0 \) is the maximum intensity of one of beams, \( \alpha \) denotes the intensity ratio between the two beams, \( x_0 \) and \( u_0 \) denote the common center and the common width of Gaussian beams, respectively, \( \Delta k \) and \( \Delta \theta \) are, respectively, the differences of wave numbers along the \( x \) axis and of initial phase between two beams, and \( I_{\text{bg}} \) denotes the background intensity. The vector to be estimated is represented as a list of seven parameters (\( A_0, \Delta k, \Delta \theta, \alpha, u_0, x_0, I_{\text{bg}} \)). It is possible to obtain the derivatives of the test function with respect to the parameters that appeared in normal equation by the general LS method; however, it requires much effort.

To demonstrate the proposed method, we prepared two data sets of simulated measurements and one experimental data set as follows:

**Sim-NoError:**
- data without error from assumption of a true parameter vector,

**Sim-with-Error:**
- data with error with normal distribution to the data from the true vector,

**Exp:** real experimental data.

The input data of “Sim-NoError” and “Sim-with-Error” are shown in Fig. 4, which also shows estimated results. Since the least mean square of a residual is estimated by (4), our system requires an estimation of the standard deviation for every data point, which is based on the measurement model or on several experiments. In the first two data sets, the standard deviation is given as a value that is 1/2 of the square root of each measurement, and in the last one, it is estimated from several experiments. In the case without error (Sim-NoError), the ideal value of each residual shrinks to zero when the vector of the system solution agrees with the assumed vector. In the cases with error (Sim-with-Error, Exp), the ideal least mean squares, i.e., the
least square mean defined by (4) when every estimated parameter is equal to the assumed parameter, approaches to unity because the expected standard deviation between the estimated solution and measurement for each data point agrees with the standard deviation of the measurement error. Even if one were to use an ideal estimation system, it would still return a different estimation from the assumed parameters because the number of sample data points is finite. Therefore, the actual least mean square is not exactly one. In order to ensure that the actual least mean square agrees with one, the number of sample data should be sufficiently large compared with the number of parameters. The number of sample points of each input data is 180.

To demonstrate the applicability of the ADMs, we compute under different conditions, as shown in Table I. Each approach for the input, of which true parameters are known (Sim-No-Error or Sim-with-Error), is evaluated with two types of initial domain, as shown in Table II. In an “internal” one, the initial domain of parameters contains the true solution; but an “external” one does not include the true solution in its domain. The hard limits shown in the Table II are set in two cases. The hard limits show hard limits that act a role of limits during the ADM. Also, the marks ( and ) show the initial limits that is only available in the first loop of the ADM.

1) Result for the Input “Sim-NoError”: Regarding the first attempt, an example of the result for the case "Sim-NoError" by the simple real-coded GA is shown in the top of Fig. 4. It appears to be a good estimation; however, we cannot guarantee that other estimations with different random seeds will always return similar results.

To evaluate the reliability of the result, we ran the estimator 100 times with different random seeds. The frequency histogram of these trials by Single GA, and also the convergence profile of the least mean square are shown in Fig. 5. The convergence represents a saturation to almost 0.1 around 500th generation. Also, the frequency histogram shows most of the solutions are distributed around 0.1. However, in the case of nonerror model, the ideal LS should be equal to 0. There are two possible reasons for gap of these results; the populations are concentrated into a local optimum and the GA cannot escape from that area, or the GA is not working effectively because the parameter domains are too wide.

Next, we will show results from the ADM simulations. The number of generations in each GA with ADM, which has been shown in Table II, is determined in reference to the result of the unique representation of the test function by the parameters. The intensity $A_0$, and the intensity ratio $\alpha$, should be positive because the intensities, $A_1$, $A_2$, are positive. Moreover, $\alpha$ can be restricted to less than or equal to one because of unique representation. The initial phase $\Delta \theta$ can be also restricted between $-\pi$ and $+\pi$. Note that the “external” domain is narrower than the “internal” one, and the former is included within the latter.

In addition, the control parameters of the ADM, the width factor in (11) and the relaxation factor in (12) are the same for all results; $\gamma = 3.0$, $\beta = 0.5$. Also, the parameters to control the GA are as follows: the factor that chooses the crossover type $p_c$ in (15), is 0.8; the ratio of the fluctuation $R$ in (16) is 0.3; the numbers of offspring produced by each genetic strategy are the elitism $K_e = 1$, the crossover $K_f = 20$, the random mutation $K_m = 2$, and the fluctuation $K_f = 8$; the population size is equal to these sum $K = 31$, and the pool size of parents $K_p = 26$. The details will not be shown here, but we have found from other results that convergence is achieved more quickly in cases in which the ratio of the crossover and the fluctuation is higher.

B. Simulation in a Case For Which the Assumed Parameters Are Within the Predefined Domain (Internal Type)

### Table I

**Conditions of the ADMs**

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of GAs: $N_G$</th>
<th>Generations in each GA: $L_{GA}$</th>
<th>Times of ADM scheme</th>
<th>Migration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single GA</td>
<td>1</td>
<td>3000</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>ADM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 GAs</td>
<td>4</td>
<td>30</td>
<td>25</td>
<td>disable</td>
</tr>
<tr>
<td>4 GAs Mig.</td>
<td>4</td>
<td>30</td>
<td>25</td>
<td>enable</td>
</tr>
<tr>
<td>2 GAs Long</td>
<td>2</td>
<td>30</td>
<td>100</td>
<td>disable</td>
</tr>
<tr>
<td>4 GAs Long</td>
<td>4</td>
<td>30</td>
<td>50</td>
<td>disable</td>
</tr>
<tr>
<td>8 GAs Long</td>
<td>8</td>
<td>30</td>
<td>25</td>
<td>disable</td>
</tr>
</tbody>
</table>

### Table II

**Assumed True Parameters and Their Initial Domains**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Internal Domain</th>
<th>External Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td>10</td>
<td>[0.20, 0.5)</td>
<td>(0.25, 0.30)</td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>0.2</td>
<td>[0.10, 0.30]</td>
<td>(0.25, 0.30)</td>
</tr>
<tr>
<td>$\Delta \theta$</td>
<td>0.5</td>
<td>[-3.2, 3.2]</td>
<td>[-3.2, 3.2]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.5</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>$w_0$</td>
<td>200</td>
<td>[0, 400]</td>
<td>[0, 300]</td>
</tr>
<tr>
<td>$x_0$</td>
<td>65</td>
<td>[0, 600]</td>
<td>[300, 600]</td>
</tr>
<tr>
<td>$L_{GA}$</td>
<td>5</td>
<td>[0, 10]</td>
<td>[0, 3]</td>
</tr>
</tbody>
</table>

The marks [ and ] show hard limits that act a role of limits during the ADM. Also the marks ( and ) show the initial limits that is only available in the first loop of the ADM.

![Fig. 4. Input data and examples of estimated results. Each input data point is plotted with an error bar that shows the standard deviation of the data itself. These data are applied for input data for the estimation system. All the plots of each input data are depicted as a solid line. The estimations in this figure are computed by a Single GA.](image-url)
TOMIOKA et al.: NONLINEAR LEAST SQUARE REGRESSION BY ADM WITH MULTIPLE GAs

Fig. 5. Frequency histogram and typical convergence profile for “Sim-No-Error” by a “Single GA.” The frequency histogram shows the final least mean square for 100 trials. The frequency in longitudinal axis is shown with nonlinear scale. The convergence profile is the result of the estimation for which the rank of the final least mean square is 50th in 100 trials. The longitudinal in the convergence profile shows the least mean square, whose final result is corresponding to the quadrature axis of the frequency histogram.

Method: ADM 4 GAs (without migration)

Method: ADM 4 GAs Mig. (with migration)

Fig. 6. Difference between cases with and without the migration strategies. Frequency histograms of final least mean square for 100 trials in the left-hand side, and typical examples of convergence profile are shown in the right-hand side. These data are computed by the ADM under “internal type condition” for “Sim-No-Error.” Frequencies for which the final least mean square is smaller than the lowest level are counted into the lowest section. The rank of the convergence profiles with respect to the final least mean square is 50th in 100 trials. Each box shows the group of an adaptive range approach that contains four GAs. The label in the abscissa, i.e., “cumulative generation,” means that each generation of a single GA with short lifetime (Max. 30 generations) for the ADM is accumulated.

cumulative generations=480  cumulative generations=1440

Method: Single GA

Method: ADM 4 GAs

Method: ADM 4 GAs Mig.

Fig. 7. Frequency histograms for “Sim-with-Error” under “internal type condition,” when the cumulative generations are 480 and 1440.

convergence profile by “Single GA.” The role of the GA is to find the near-optimal individual; therefore, the number of generations is considered sufficient when the early convergence is almost complete. Fig. 6 shows a comparison of the effects of application of the migration strategy. In this figure, the comparison between “ADM 4 GAs” and “ADM 4 GAs Mig.” demonstrates that the migration strategy is effective only in early stage, and on the contrary it makes convergence worse at later stage. This result seems unexpected, since the migration strategy is generally considered effective to improve the convergence. The reason for this anomaly is determined to be premature convergence of the domain to a local optimum, which is due to the migration. The GAs that employ the migration strategy may estimate similar solutions because the best solution at the last calling of GAs is included in initial population. Accordingly, the dispersion of the results from GAs becomes small, and the ADM will lock onto a very narrow area. Once the parameter domain falls into a very narrow and incorrect domain that can include only one local optimum, the ADM does not work effectively, because a single GA has a low probability of escaping from this incorrect domain. Thus, the migration strategy reduces the robustness of the ADM.

2) Result for the Input “Sim-With-Error”: From the results of “Sim-No-Error” in Fig. 5, we can find that there are several local optima for which the amplitude of the evaluation function is less than 0.1. In contrast, the ideal least mean square of “Sim-with-Error” is almost one. When the evaluation function of “Sim-with-Error” is considered as sum of the evaluation function for “Sim-No-Error” and this ideal least mean square, then, in the case of “Sim-with-Error,” the evaluation function of local optima in the vicinity of the global optimum is distributed around 1 with variance 0.1. From the viewpoint of the selection pressure in (18), the diversity is not reduced in this case. Thus, we hypothesize that the problem of “Sim-with-Error” is easier than that of “Sim-No-Error.” Actually, no differences were found in the final results regarding the cases, regardless of whether the migration strategy is enabled or not. Accordingly, we show the results before convergence. The frequency histograms at the 480th and 1440th cumulative generations, instead of the final results, are shown in Fig. 7. At the 1440th generation all results, except the one by “Single GA,” converge around $E_{\text{min}} = 1$. At the 480th generation the performance by “ADM 4 GAs Mig.” is better than that by “ADM 4
GAs,” which is different from the case for “Sim-NoError” in Fig. 6. The reason is that the population converges to the global optimum during the early stages in which the migration is effective, because the case of “Sim-with-Error” is an easier problem than that of “Sim-NoError.” When the problems are easy cases where it is expected that the estimation will converge to the correct domain at an early stage, the migration is effective even for the smaller computational expense without lacking in reliability. Otherwise, the migration strategy should not be applied.

C. Simulation in a Case for Which the Assumed Parameters are Located Outside the Predefined Domain (External Type)

Next, we demonstrate the performance of an extrapolative search, in which some true values of the parameters to be estimated are not within the domain defined initially. Although we will not discuss the details in this paper because of lack of space, this situation is typically classified as a difficult estimation, and early convergence to the global optimum cannot be expected. Therefore, we may conclude it is not a good idea to apply the migration strategy, and we show only the results without the use of migration in this subsection.

The disadvantage of ADM appears in the case where only a local optimum is existing in the predefined or redefined domain. Even in this case, we can raise the reliability of solutions by increasing the number of GAs in ADM. However, this induces an increase of the computational expense. Next, we discuss the issue of deciding the number of GAs to execute in ADM.

Fig. 8 shows the frequency histograms in the cases where the number of GAs \(N_q\) is 2, 4, and 8. In every case, some trials can successfully find the global optimum, while other trials fail. In the case of \(N_q = 2\), the histograms for which cumulative generations are 1440, 3000, and 6000 are almost the same. Therefore, it is understood that they have already converged, and further convergence with increasing generations cannot be expected. Also, for \(N_q = 4\), the histograms converge when the cumulative generations reach 3000. For \(N_q = 8\), more delayed convergence can also be expected. Consequently, the convergence is achieved faster with a smaller number of GAs. If we assume that the acceptable solutions belong to the lowest concentrated section \(E_{min} \leq L(0.05)\), the probability to obtain acceptable solutions is shown in Table III. The maximum of cumulative generations \(G_{max}\) in this table means summation of number of generations in each GA; therefore, the computational cost is proportional to \(G_{max}/N_q\). The comparison among the converged cases (underlined cases) shows that the reliability increases with the number of GAs, \(N_q\). This is attributed to the
fact that a case of smaller \( N_q \) has a larger probability that the ADM falls into the incorrect domain. Tuning of factors to control the ADM (e.g., width factor \( \gamma_m \) or relaxation factor \( \beta_m \)) does afford better results without doubt, but this is not considered a practical solution for general users who may be unfamiliar with this method.

The above results indicate that it is necessary to increase \( N_q \) and also \( G_{\text{max}} \) in order to obtain a more reliable solution; however, it requires more computational time. The design of mechanism by which the ADM invokes several GAs is based on the idea that reliability of solutions may be improved by utilizing multiple computations with different seeds. Similarly, several trials of running the estimation system should contribute to improving the reliability of the solution. Furthermore, such a system design may also reduce the computational expense. When the probability to obtain an acceptable solution in a trial is denoted as \( p_t \), then the joint probability in \( n \) number of trials, \( p_n \), is given by the following relation:

\[
p_n = 1 - (1 - p_t)^n. \tag{21}
\]

To compare under the same computational cost requirements, we show the probabilities for \( n = 4, 2, \) and 1, where \( G_{\text{max}} = 6000 \) is corresponding to \( n = 1 \) in Table IV. All of the computational costs in Table IV are almost the same because the computational cost is proportional to the product of the cumulative generations \( G_{\text{max}} \) and the number of trials \( n \). Some results in the cases \( N_q = 4 \) or 2 demonstrate better reliability than that of \( N_q = 8 \). Thus, in order to raise total reliability with the same computational cost, it is better to attempt several trials without good convergence than to seek a good convergence with one trial.

In the above discussion, we considered cases where only one CPU is applied for the estimations; however, in parallel computing with several CPUs the circumstances are different. If the number of GAs equals to the number of CPUs, the computational time is proportional to \( G_{\text{max}}/N_q \) instead of \( G_{\text{max}} \). The values of \( G_{\text{max}}/N_q \) are also shown in Table III within the parenthesis. Comparing the probability in terms of the similar \( G_{\text{max}}/N_q \), we can predict that increasing the number of GAs, \( N_q \) will yield better performance.

Finally, typical convergence profiles of parameters are shown in Fig. 9. The domains of parameters are modified dynamically with advance of the cumulative generations. The results demonstrate that the ADM is effective, even if the true solutions are out of the initial ranges.

### Table IV

<table>
<thead>
<tr>
<th>Number of GAs</th>
<th>Max. cumulative generations : ( G_{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_q )</td>
<td>( G_{\text{max}}=1440 )</td>
</tr>
<tr>
<td>2</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>0.94</td>
</tr>
<tr>
<td>8</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The acceptable condition is \( E_{\text{min}} \leq 1.06 \). Input measurement data is “Sim-With-Error”, and migration strategy is disabled.

### D. Fitting of Real Experimental Data

In the last part of this section, we demonstrate an estimation for a set of real experimental data. Fig. 10 shows input data acquired by an experiment and its estimated result. The experimental data was obtained from a laser interferometer as a 2-D image. The experimental devices were adjusted so that the fringes in the image were parallel to the vertical axis. The 1-D input data for the estimator is taken from the bounded area depicted at the top-left of Fig. 10. Both the average value and the standard deviation along the vertical axis are computed with respect to every horizontal point.

Table V shows the initial domain for the estimation and its estimated result. This result demonstrates that the technique is successful, even for the case of external domain searching with respect to \( \Delta k \). The parameter \( I_{bg} \) has large variance. We hypothesize that this shows that the sensitivity of \( I_{bg} \) is small with respect to the LS (the evaluation function), i.e., \( I_{bg} \) is not important for LS estimation. The convergence profile in Fig. 9 supports our hypothesis; the convergence of \( I_{bg} \) is achieved after the other parameters converge. In other words, one can determine which parameters in an LS estimation are most sensitive to the least mean square by analyzing the convergence of parameters.

In Fig. 10, the frequency histogram shows that \( E_{\text{min}} \) is almost one. However, systematic errors are found within the middle of the figure. These are not due to any inconsistencies of the estimation method. As plausible explanations, the experimental
data may have had systematic errors (e.g., the image is slanted), and also there may be effects from some minor parameters that are not included in the estimation model in (20). To increase the accuracy of the model, we assume that the center and the width of the two beams’ envelopes are different. The modified model is as follows:

\[
y(x) = A_1(x)^2 + A_2(x)^2 \\
+ 2A_1(x)A_2(x) \cos(\Delta k x - \Delta \theta) + I_{bg}
\]

\[
A_1(x) = A_0 e^{-\frac{(x-x_0)^2}{\sigma_1^2}}, \quad A_2(x) = \alpha A_0 e^{-\frac{(x-x_0)^2}{\sigma_2^2}}.
\]

The result of this modification is also shown at the bottom of Fig. 10. Some of the systematic error is reduced. The improved model can be realized by only a few lines modification to the program source code.

Finally, we discuss the topic of optimizing computation time. In our numerical test for which the number of parameters to be estimated is seven, the computational time is almost 6 seconds for each estimation with \( G_{\text{max}} = 3000 \). using PC with an Intel Pentium-4 processor operating 2 GHz. Thus, even with retrying ten times with different random system to obtain a more reliable solution, one can obtain the solution in only 1 minute.

**VI. CONCLUSION**

In conventional LS regressions for nonlinear problems, it is difficult to obtain the normal equation analytically. As an alternative, a GA may be used as a search method to determine the optimum value in the parameter space. It is expected that by the application of this technique to problems of LS regression, we can find solutions without relying on the normal equation.

In a simple real-coded GA, the domain of parameters with respect to the phenotype of a gene is fixed in the system. If the parameter domain is too wide the estimation is not effective. Conversely, it is difficult to choose a narrower parameter domain that is certain to contain an acceptable solution.

In this paper, we proposed a new method, ADM, to change the domain dynamically using several GAs with short lifetimes. The merits of ADM include the following points: the estimation is almost always reliable, and the computational cost for estimations is relatively small. Although general GAs are typically difficult to manage from the aspects of reliability and computational cost, ADM requires no manual tuning or selection of parameters to optimize these aspects. Hence, ADM is especially useful for general researchers who may not have expert knowledge of GA simulation models.

We demonstrated a nonlinear LS fitting problem concerning the interference pattern from two light beams. In the simulation of this problem, an acceptable estimation was always obtained when the assumed solution was within the predefined domain. Furthermore, even if the predefined domain did not contain the assumed solution, the dynamic domain redefinition proved to work effectively as an extrapolation method. Only in the case where the predefined domain contains only a local optimum, did some of the estimations fail. However, such cases can be prevented by defining a wider initial domain. This may be accomplished without significantly sacrificing the convergence performance because the dynamic redefinition of ADM is effective. In the statistical fitting for a set of real experimental data, we can
obtain reasonable results without any tuning of the factors that are required to control GAs and ADM.

The computational cost of ADM will likely be more expensive than that of solving the normal equation. However, enhancements for more detailed models of the function to be estimated can be easily applied with only slight modifications to the source program.

Consequently, we conclude that the proposed ADM is effective and reliable for nonlinear LS regressions, and also advantageous since it is easy to use without any detailed knowledge of GAs or their tuning. Therefore, the ADM method may be useful for general scientists in many fields.

Moreover, in the development of the ADM, we impose no restriction on potential users except that the applied problem should be a minimization problem. Thus, the ADM is applicable not only to LS regressions but also to many other kinds of optimization problems in which the parameters to be optimized are real numbers.
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