Phase space geometry of dynamics passing through saddle coupled with spatial rotation
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Nonlinear reaction dynamics through a rank-one saddle is investigated for many-particle system with spatial rotation. Based on the recently developed theories of the phase space geometry in the saddle region, we present a theoretical framework to incorporate the spatial rotation which is dynamically coupled with the internal vibrational motions through centrifugal and Coriolis interactions. As an illustrative simple example, we apply it to isomerization reaction of HCN with some nonzero total angular momenta. It is found that no-return transition state (TS) and a set of impenetrable reaction boundaries to separate the “past” and “future” of trajectories can be identified analytically under rovibrational couplings. The three components of the angular momentum are found to have distinct effects on the migration of the “anchor” of the TS and the reaction boundaries through rovibrational couplings and anharmonicities in vibrational degrees of freedom. This method provides new insights in understanding the origin of a wide class of reactions with nonzero angular momentum.


I. INTRODUCTION

Chemical reaction is a rearrangement of particles (atoms) constituting the system (molecule) which involves transition from one state (reactant) to another (product). In many reactions, there exists a rank-one saddle point on a single effective potential energy surface (typically, in a space of \(3N-6\) dimension where \(N\) is the number of particles), nearby which the system passes from the reactant to the product. Recent theoretical developments on nonlinear dynamics through the saddle have revealed the robust existence of no-return transition state (TS) and the reaction pathway along which all reactive trajectories necessarily follow not in the configuration space but in the phase space. In addition to what chemists have long envisioned as TS\textsuperscript{1–6} it was revealed that there exist another important “building blocks” in the phase space for the understanding of the origin of the reactions: that is, normally hyperbolic invariant manifold (NHIM) and the stable/unstable invariant manifolds\textsuperscript{9–17} (and their remnants\textsuperscript{16,18–21}). An invariant manifold is a set of points in the phase space such that, once the system is in that manifold, the system will stay in it perpetually.

The most important invariant manifolds in reactions is those of codimension one, that is, the dimension of the manifold is one less than that of the phase space. Such a manifold can divide the space into two distinct regions [e.g., remember that a three-dimensional space can be divided by a two-dimensional space (e.g., sheet) but not by a one-dimensional space (line)]. Due to the invariance of the manifold, no trajectory can cross it from one side to the other in the phase space. The stable/unstable invariant manifolds emanating from the NHIM are of codimension one and separate the phase space into two distinct regions in which all the trajectories are led to either the state of the reactant or that of the product. Once we know which side of the manifold a given initial condition is, we can immediately know, without any trajectory calculations, whether the initial condition brings the system to the product or not. Note that the TS is also required to be of codimension one, otherwise one cannot identify “before” and “after” the reaction, corresponding to the states of reactant and products. The conventional TS defined by a constraint of \(q_1 = 0\) by a certain “reaction coordinate” \(q_1\) holds the correct dimensionality of the TS since the number of the constraint is just one (i.e., \(q_1 = 0\)), implying codimension one at constant energy, even if it may not resolve the nonrecrossing problem.

Thanks to normal form (NF) theories (a classical analog of quantum Van Vleck perturbation theory), it was revealed in classical Hamiltonian systems with many degrees of freedom\textsuperscript{9,10,17,19,22–38} that one can robustly extract the NHIM, no-return TS, and the stable/unstable invariant manifolds up to a moderately high energy regime above the saddle point energy, even under the existence of chaos arising from nonlinear couplings. The potential of the theories has been demonstrated not only in chemical reactions with\textsuperscript{17,22} and without\textsuperscript{23–27} time-dependent external field but also in ionization of a hydrogen atom in crossed electric and magnetic fields,\textsuperscript{28–30} isomerization of clusters,\textsuperscript{31–36} and the escape of asteroids from Mars\textsuperscript{37,38} [Just recently the theory was also generalized to quantum Hamiltonian systems\textsuperscript{39–41} and dissipative (generalized) Langevin systems\textsuperscript{42–51}]

The dimension of the phase space of an \(N\)-particle nonrigid system is \((6N - 10)\) in the upper limit.\textsuperscript{52} Nonrigid molecules at constant energy have ten constraints of the three coordinates of center of mass, the three conjugate momenta of center of the mass, the three angular momenta (defined in the space-fixed frame), and the total energy of the system. If
nontrivial constant(s) of motion exist(s), the dimension of the phase space further decreases by the number of the nontrivial constant(s) of motion. Beck et al.\textsuperscript{52} studied the change of dimensionality of the phase space in isomerization reaction of Ar\textsubscript{3} cluster as a function of the total energy of the system. It was found that the dimension of the phase space covers from three at very low energy regime where the systems are confined on high-dimensional torus to eight at very high energy of very nonrigid regime. They also found an intermediate energy regime of dimension five, where vibrational modes are coupled with each other but the system is regarded as still relatively rigid, so that the overall rotation in the space-fixed frame exhibits approximate three constants of the motion.

Although the dimension of the phase space of chemical reaction can be subject to not only vibrational degrees of freedom but also the overall rotation, most investigations of the phase space geometry of reaction dynamics have been focused on zero total angular momentum ($J = 0$) case, except for the works by Wiesenfeld et al.\textsuperscript{53,54} The difficulty comes from the fact that NF theory usually starts with harmonic approximation around a saddle point. The rotational motion is greatly different in its geometrical and algebraic structure from the harmonic vibration and the passage over the parabolic barrier on the potential. In reality many reactions can take place in a wide region of nonzero total angular momentum ($J \neq 0$) in the $J$-space due to thermal excitation of unimolecular systems or nonzero impact parameter of bimolecular collisions. Note that $J = 0$ is just a pinpoint in the $J$-space. In the studies of Wiesenfeld,\textsuperscript{53,54} the concept of relative equilibrium (RE) has been introduced, which replaces the role of the saddle point in the rotationless case. Change of the position and the linear stability of RE was systematically investigated as a function of $J$. It was shown that the height and the position of RE move with the change of $J$ resulting in a transition of reaction dynamics from chaos to regular in nature, and eventually to the cease of reaction. Time-reversal asymmetry of RE due to Coriolis interactions was also found. Unfortunately, their investigation was limited to planar systems. There we have only one component of the angular momentum $J$, which is a constant of motion. It can thus be treated like a constant parameter, leaving the system with the other degrees of freedom, which are vibrations and passage over an inverted parabola. In general, for spatial rotation, however, only the modulus $|J|$ is constant whereas each component ($J_a$, $J_b$, $J_c$) in the body-fixed frame changes with time for asymmetric top molecules.

Compared to the rotational effects in the saddle region, rovibrational coupling in the potential well region has a long history of study. Clodius and Shirts\textsuperscript{55} investigated the coupling between the two stretching modes of H\textsubscript{2}O and D\textsubscript{2}O rotating in a plane. Since there is only one component of angular momentum for planar rotation and it is conserved, the angular momentum acts as a constant parameter in the Hamiltonian. The coupling strength between the two stretching vibrations is thus changed with the change of the angular momentum. It was found that the increase of the angular momentum first decreases the chaotic behavior of the system for low $J$, and then increases the chaos for high $J$. This was successfully explained by the consideration of the sign of the coupling term and its dependence on $J$ through the centrifugal term. Similarly, the change of the strength of coupling with the change of the angular momentum was found in the study of energy flow between two vibrational modes under the effect of Coriolis force.\textsuperscript{56} There again the rotation was restricted to a plane and the angular momentum was a constant parameter to change the magnitude of vibrational coupling. In contrast to the planar rotation, inclusion of three-dimensional rotation can result in energy exchange between rotation and vibration.\textsuperscript{57} Trajectories of triatomic molecules OCS and SO\textsubscript{2} were studied through Fourier transforms and rates of trajectory divergence. In the major part of the OCS trajectories, regular-type energy flow was observed through a 2:1 resonance between two frequencies of the bending normal mode and the rotation. In SO\textsubscript{2}, the rovibrational coupling was more complex because all the vibrational modes are strongly coupled by anharmonicity and the trajectories showed chaotic behavior. In both cases, the energy exchange between rotation and vibration was dominated by the centrifugal term. The significance of 2:1 centrifugal resonance was later confirmed in the analyses with Poincaré surfaces of sections of a simplified model by Ezra,\textsuperscript{58} where other resonances (4:1 and two 3:1’s) were also found and closely analyzed. Another interesting phenomena found in these studies is the chaotic breakdown of the separatrix in the $J$-space and a transition over it. In the rigid rotor, there is a separatrix in the three-dimensional $J$-space (which will be explained in Sec. II B for the sake of completeness) that acts as an impenetrable separatrix to separate the rotational motion around the molecular $A$-axis and that around the $C$-axis. Under the existence of rovibrational resonance, the separatrix region becomes chaotic and some trajectories show transitions between A-type motion and C-type motion. The resonance structures and chaotic breakdown of separatrix were later analyzed by first-order classical perturbation theory.\textsuperscript{59} While the separatrix and the stability of planar rotation are broken through chaos, there were found to be stabilizing resonances that generate motions different from the rigid rotor but still regular. In summary, the rotational motion can actively couple to the internal motion of molecules and significantly change it. Although the above researches were performed for vibrational motions in potential wells, it is expected that the rotation can also change actively the reaction dynamics in the saddle region. As a starting point, we investigate in the present paper an energy regime where the rovibrational coupling invalidates the normal mode description but the dynamics is still regular. Investigation of the above mentioned resonance structure and chaotic breakdown with similar methods would also be a fascinating subject in the future.

In this paper, we present a new framework based on NF theory with spatial rotation, in which ($J_a$, $J_b$, $J_c$) are explicitly treated as dynamical variables (in Sec. II). This incorporates the effects of nonlinear rovibrational couplings and enables us to extract the phase space reaction coordinate separated from the other (vibrational and rotational) modes. As an illustrative example, we apply the theory to HCN molecule in Sec. III. It is found that the NHIM (and hence the position of the no-return TS and the stable/unstable invariant manifolds)
migrates with increasing $J$, to which the different components $(J_a, J_b, J_c)$ have different effects. Summary and outlook will be given in Sec. IV.

II. THEORY

A. Setting of the problem

The Hamiltonian for the rovibrational motion of a molecule is given by

$$H(J, q, p) = \frac{1}{2} \left( J - \sum_{k,k'} \zeta_{k,k'} q_k p_{k'} \right)^T \times \mathbf{M}(q) \left( J - \sum_{k,k'} \zeta_{k,k'} q_k p_{k'} \right) + \frac{1}{2} \sum_k p_k^2 + V(q),$$

where $J = (J_a, J_b, J_c)$ is the angular momentum projected onto the molecular axes $(a, b, c)$, the matrix $\mathbf{I}(q)$ is the moment of inertia that depends on the vibrational coordinate $q_k$, and $p_k$ is the conjugate momentum to $q_k$. The indices $k$ and $k'$ range over $k = 1, 2, \ldots, 3N - 6$, where $N$ is the number of atoms in the system. The coordinate $q_k$ is taken as the normal mode coordinate at the saddle point so that the potential energy $V(q)$ can be expanded as

$$V(q) = -\frac{\lambda^2}{2} q_1^2 + \sum_{k=2}^{f} \frac{\omega_k^2}{2} q_k^2 + \sum_{j=1}^{J} c_j q_1^{j-1} \cdots q_f^{j-1},$$

where $f \equiv 3N - 6$, the coefficients $\lambda^2$ and $\omega_k^2$ denote the curvature along the reactive normal mode coordinate $q_1$ and that along the nonreactive one $q_k$, respectively. The coefficients $c_j$ describe the strength of anharmonicity of $q_1^1 q_2^{2j} \cdots q_f^{j-1}$, where $|j| \equiv \sum_{k=1}^{f} j_k$ is $\geq 3$. The molecular axes are taken so that the matrix $\mathbf{M}(q)$ is diagonal at the equilibrium point $q = 0$:

$$\mathbf{M}|_{q=0} = \begin{pmatrix} A & 0 & 0 \\ 0 & B & 0 \\ 0 & 0 & C \end{pmatrix},$$

where $A$, $B$, and $C$ are called rotational constants. It is a convention in molecular spectroscopy to take the molecular axes so that the rotational constants are in the order $A \geq B \geq C$.

The vectors $\zeta_{k,k'}$ represent the Coriolis interaction.

The equation of motion can be derived from the Hamiltonian of Eq. (1) by

$$\frac{d}{dt} \phi = \{\phi, H\},$$

where $\phi$ may be any physical quantities such as $q_k, p_k$, or $J$. The Poisson bracket relations are given by

$$\{q_k, p_{km}\} = \delta_{km},$$

$$\{J_a, J_b\} = -J_c,$$

$$\{J_b, J_c\} = -J_a,$$

$$\{J_c, J_a\} = -J_b,$$

$$\{J_j, q_k\} = \{J_j, p_k\} = 0, \quad (j = a, b, c),$$

where $\delta$ denotes Kronecker’s delta.

B. Rigid rotor and harmonic approximation

Let us start the investigation of the dynamics by the rigid-rotor-harmonic-oscillator approximation, where we ignore the dependence of $\mathbf{M}$ on the vibrational coordinates $q_k$ and the anharmonicities in the potential $V(q)$:

$$H \approx A J_a^2 + B J_b^2 + C J_c^2 + \frac{1}{2} \left( p_1^2 - \lambda^2 q_1^2 \right) + \frac{1}{2} \sum_{k=2}^{f} \left( p_k^2 + \omega_k^2 q_k^2 \right).$$

Under this Hamiltonian, the vibrational action

$$I_k \equiv \frac{1}{2\omega_k} \left( p_k^2 + \omega_k^2 q_k^2 \right), \quad (k = 2, \ldots, f),$$

the reactive-mode action

$$I_1 \equiv \frac{1}{2\lambda} \left( p_1^2 - \lambda^2 q_1^2 \right),$$

the total angular momentum

$$|J|^2 = J_a^2 + J_b^2 + J_c^2,$$

and the rotational energy

$$E_{\text{rot}} \equiv A J_a^2 + B J_b^2 + C J_c^2,$$

are all constants of motion. The phase space structure is depicted in Fig. 1. The trajectories run along the contour curves of the constants of Eqs. (8)–(11), and all the modes are independent of each other, with the whole phase space given by the direct product of these 2D plots.

It is convenient in later calculations to introduce the following variables:

$$J_a = J_b \pm i J_c,$$

$$x_1 = \frac{p_1 + \lambda q_1}{\sqrt{2\lambda}}, \quad \xi_1 = \frac{p_1 - \lambda q_1}{\sqrt{2\lambda}},$$

$$x_k = \frac{\omega_k q_k - ip_k}{\sqrt{2\omega_k}}, \quad \xi_k = \frac{p_k - i\omega_k q_k}{\sqrt{2\omega_k}}, \quad (k = 2, \ldots, f),$$

in which the Poisson bracket relations are

$$\{J_a, J_b\} = \pm i J_1,$$

$$\{J_1, J_2\} = \pm 2i J_a,$$

$$\{x_k, \xi_m\} = \delta_{km}, \quad (k, m = 1, \ldots, f),$$
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and the action variables [Eqs. (8) and (9)] are
\begin{align}
I_1 &= x_1 \xi_1, \\
I_k &= i x_k \xi_k, \quad (k = 2, \ldots, f). 
\end{align}

The most important in the reaction theory is the reaction mode \((q_1, p_1)\). Suppose \(q_1 = -\infty\) corresponds to the “reactant” (i.e., before the reaction), and \(q_1 = +\infty\) to the “product” (after the reaction). The trajectories with \(x_1 > 0\) and \(\xi_1 > 0\) are “forward reactive” trajectories because they start in the reactant region, overcomes the barrier, and goes into the product region (in other words, “the reaction occurs”). On the other hand, the trajectories with \(x_1 < 0\) and \(\xi_1 > 0\) are “forward nonreactive” trajectories because they start in the reactant region, but are reflected by the barrier, and goes back into the reactant region. The trajectories with \(x_1 < 0\) and \(\xi_1 < 0\) are “backward reactive” trajectories, because they start in the product region and go into the reactant region (the backward reaction). Similarly, the trajectories with \(x_1 > 0\) and \(\xi_1 < 0\) are “backward nonreactive” trajectories. Note that the sign of \(I_1 = x_1 \xi_1\) determines the reactivity of the trajectory. If \(I_1 > 0\), it is reactive (forward or backward). If \(I_1 < 0\), it is nonreactive.

The set of all the points with \(x_1 = 0\), \(|J| = J\), and \(H = E\)
\[\mathcal{W}^s = \{(J, x, \xi) | x_1 = 0, |J| = J, H = E \} \]  
(15)
is called stable invariant manifold. All points on \(\mathcal{W}^s\) remain on \(\mathcal{W}^s\) without going either to the reactant or the product regions. All points with \(x_1 > 0\) \((x_1 < 0)\) go into the product (reactant) region as \(t \to +\infty\). Therefore, the manifold \(\mathcal{W}^s\) serves as an impenetrable barrier to separate the reactive and the nonreactive trajectories. In other words, it divides the future of the trajectory. Likewise, the set
\[\mathcal{W}^u = \{(J, x, \xi) | \xi_1 = 0, |J| = J, H = E \} \]  
(16)
is called unstable invariant manifold. All points on \(\mathcal{W}^u\) remain on \(\mathcal{W}^u\). All points with \(\xi_1 > 0\) \((\xi_1 < 0)\) came from the reactant (product) region in \(t \to -\infty\). Thus the manifold \(\mathcal{W}^u\) serves as an impenetrable barrier which divides the past of the trajectory. The surface given by
\[\mathcal{T} = \{(J, x, \xi) | q_1 = 0, |J| = J, H = E \} \]  
(17)
is called TS. Once a forward-going trajectory crosses the TS, it must go straightforward into the product region, without ever returning into the reactant region before being captured in the product. Thus the TS can be regarded as no-return dividing surface between the reactant and the product regions. Note that the definition of no-return dividing surface is not unique, that is, not restricted to that given by Eq. (17). For instance, the no-return property holds in the definition of the TS in Eq. (17) even if the line \(q_1 = 0\) is rotated around the origin in the space of \((q_1, p_1)\) until it hits either of the lines \(x_1 = 0\) and \(\xi_1 = 0\). On the other hand, the stable manifold \(\mathcal{W}^s\) and the unstable manifold \(\mathcal{W}^u\) are uniquely determined.

Note that the TS and the stable and the unstable manifolds have the common “anchor” (or boundary). It is given by
\[\mathcal{M}^{\text{def}} = \{(J, x, \xi) | x_1 = \xi_1 = 0, |J| = J, H = E \}, \]  
(18)
and is called NHIM. All points on \(\mathcal{M}\) remain on \(\mathcal{M}\) for all time. The manifold \(\mathcal{M}\) consists of points that remain over the top of the barrier without going either to the reactant or the product region. Note that all points in the stable (unstable) invariant manifold \(\mathcal{W}^s (\mathcal{W}^u)\) asymptotically approach \(\mathcal{M}\) in \(t \to \infty (t \to -\infty)\). While the definition of TS is not unique, the anchor of the TS must be the NHIM in order to satisfy the nonrecrossing property.

The phase space structure of the rotational mode (left part of Fig. 1)\(^{63,64}\) is obtained from the conservation of the total angular momentum \((|J| = \text{const.}, \text{a sphere in the } J\text{-space})\), and the conservation of the rotational energy \(E_{\text{rot}} = A J^2 + B J_0^2 + C J^2\) for the asymmetric top \(A \geq B \geq C\). In the figure, the contours of \(E_{\text{rot}}\) are depicted on the sphere of constant \(|J|\). We have four stable fixed points: \(J_a = \pm J, J_b = J = 0\) where \(E_{\text{rot}}\) is maximum, and \(J_a = J_b = 0, J_c = \pm J\) where \(E_{\text{rot}}\) is minimum. The points \(J_c = J = 0, J_b = \pm J\) are also fixed points but they are unstable.

For the case of symmetric top the phase space structure becomes simpler. For the prolate symmetric top, where \(A > B = C\), we have \(E_{\text{rot}} = B |J|^2 + (A - B) J_0^2\) and the trajectories run along the contour curves of \(J_0\) as in Fig. 2(a). For the oblate symmetric top, where \(A = B > C\), we have \(E_{\text{rot}} = B |J|^2 - (B - C) J_0^2\) and the trajectories run along the contour curves of \(J_0\) as in Fig. 2(b). For both prolate and oblate symmetric top cases, there exist two stable fixed points. For the spherical symmetric top case \(A = B = C\), all the points in the \(J\)-space are fixed points, and all the points on the constant-\(|J|\) sphere have the same energy.
C. Normal form theory with spatial rotation

Next we consider the general case [Eq. (1)] with rovibrational couplings and anharmonicity. The idea is similar to the previous studies for the rotationless case.\(^9,10,17,19,22–39,41,47–51\) We introduce a special coordinate transformation \((\mathbf{J}, \mathbf{x}, \mathbf{ξ}) \mapsto (\tilde{\mathbf{J}}, \tilde{\mathbf{x}}, \tilde{\mathbf{ξ}})\) with which the Hamiltonian is reduced to

\[
H = \tilde{H}(\tilde{\mathbf{J}}, \tilde{\mathbf{I}}, \tilde{\mathbf{I}}_2, \ldots),
\]

that is, the Hamiltonian depends on \((\tilde{x}_k, \tilde{\xi}_k)\) only through the action variables \(\tilde{I}_k\) defined by

\[
\tilde{I}_k^{\text{def}} = x_k \xi_k, \quad \tilde{I}_k^{\text{def}} = \xi_k \xi_k, \quad (k = 2, \ldots, f),
\]

while we allow any functional form with respect to \(\tilde{\mathbf{J}}\). With this form of the Hamiltonian, it can be shown that the action variables \(\tilde{I}_k\) are constants of motion. We can therefore draw the same picture as Fig. 1 with the names of the axes replaced by the new variables. The fate of the reaction can be determined solely by the sign of \(\tilde{x}_1\) at any instant.

We divide the Hamiltonian as

\[
H = H_0 + H_1 + H_2 + \ldots,
\]

as

\[
H_0 = \frac{B + C}{2} |\mathbf{J}|^2 + \left( A - \frac{B + C}{2} \right) J_a^2 + \frac{1}{2} \left( p_1^2 - \lambda^2 q_1^2 \right)
+ \frac{1}{2} \sum_{k=2}^f \left( p_k^2 + \omega_k^2 q_k^2 \right),
\]

\[
H_1 = \frac{B - C}{2} \left( J_b^2 - J_c^2 \right) + \frac{1}{2} \sum_{k,k',k''} \mathbf{J}^T \mathbf{M}_k^{(1)} \mathbf{J}_{k'}
- \sum_{k,k',k''} \mathbf{J}^T \mathbf{M}_k^{(1)} \mathbf{J}_{k'} \mathbf{J}_{k'} \mathbf{M}_k^{(1)} \mathbf{J}_{k''}
\]

\[
H_2 = \frac{1}{2} \sum_{k,k',k''} \mathbf{J}^T \mathbf{M}_k^{(2)} \mathbf{J}_{k} \mathbf{J}_{k'} - \sum_{k,k',k''} \mathbf{J}^T \mathbf{M}_k^{(1)} \mathbf{J}_{k} \mathbf{p}_k \mathbf{q}_k \mathbf{q}_k
\]

\[
\frac{1}{2} \sum_{k,k',k''} \mathbf{J}^T \mathbf{M}_k^{(2)} \mathbf{J}_{k} \mathbf{J}_{k'} \mathbf{J}_{k''} \mathbf{M}_k^{(1)} \mathbf{J}_{k''}
+ \sum_{k,k',k''} \mathbf{M}_k^{(0)} \mathbf{J}_{k} \mathbf{p}_k \mathbf{q}_k \mathbf{q}_k \mathbf{p}_k \mathbf{q}_k
+ \mathbf{M}_k^{(0)} \mathbf{J}_{k} \mathbf{p}_k \mathbf{q}_k \mathbf{q}_k \mathbf{p}_k \mathbf{q}_k
+ \sum_{k,k',k''} \mathbf{M}_k^{(0)} \mathbf{J}_{k} \mathbf{p}_k \mathbf{q}_k \mathbf{q}_k \mathbf{p}_k \mathbf{q}_k \mathbf{p}_k \mathbf{q}_k,
\]

where we have used the Taylor expansions of the matrix \(\mathbf{M}\) and the potential \(V\):

\[
\mathbf{M}(\mathbf{q}) = \mathbf{M}^{(0)} + \sum_k \mathbf{M}_k^{(1)} q_k + \sum_{k,k'} \mathbf{M}_k^{(2)} q_k q_{k'} + \ldots,
\]

\[
\mathbf{M}^{(0)} = \frac{B + C}{2} \begin{pmatrix} A & 0 & 0 \\ 0 & B & 0 \\ 0 & 0 & C \end{pmatrix},
\]

\[
V(\mathbf{q}) = \frac{\lambda^2}{2} q_1^2 + \sum_{k=2}^f \frac{\omega_k^2}{2} q_k^2 + \sum_{k,k',k''} \alpha_{k,k',k'} q_k q_{k'} q_{k''} + \ldots.
\]

Thus the zeroth order Hamiltonian \(H_0\) consists of the prolate symmetric top and the harmonic approximation. The first-order \(H_1\) contains the deviation from the symmetric top, the rovibrational coupling cubic in \(\mathbf{J}\) and \(\mathbf{q}\), and the anharmonicity cubic in \(\mathbf{q}\). The second order \(H_2\) contains the terms that are quartic in \(\mathbf{J}\) and \(\mathbf{q}\). Similarly, the higher order parts \(H_v\) are polynomials of degree \(v + 2\) in \(\mathbf{J}\) and \(\mathbf{q}\).

We introduce a formal parameter \(\varepsilon\) of perturbation, which we set \(\varepsilon = 1\) after all the following calculation is done. The Hamiltonian is written as

\[
H = H^{(0)} + \sum_{v=0}^\infty \varepsilon^v H_v^{(0)},
\]

with \(H^{(0)} = H_0\) defined in Eq. (22).

We construct the NF transformation from \((\mathbf{J}, \mathbf{x}, \mathbf{ξ})\) to \((\tilde{\mathbf{J}}, \tilde{\mathbf{x}}, \tilde{\mathbf{ξ}})\) by Lie canonical perturbation theory.\(^65\) Following the formulation by Dragt and Finn,\(^66\) we perform successive operations of Lie transformations:

\[
\tilde{J}_i = \exp(-\varepsilon \text{ad}_{F_i}) \exp(-\varepsilon^2 \text{ad}_{F_i}) \ldots \exp(-\varepsilon^m \text{ad}_{F_i}) J_i,
\]

\[
\tilde{x}_k = \exp(-\varepsilon \text{ad}_{F_i}) \exp(-\varepsilon^2 \text{ad}_{F_i}) \ldots \exp(-\varepsilon^m \text{ad}_{F_i}) x_k,
\]

\[
\tilde{\xi}_k = \exp(-\varepsilon \text{ad}_{F_i}) \exp(-\varepsilon^2 \text{ad}_{F_i}) \ldots \exp(-\varepsilon^m \text{ad}_{F_i}) \xi_k,
\]

where \(m\) is the order of perturbation and \(\text{ad}_{F_i} (v = 1, \ldots, m)\) is an operation of Poisson bracket with a function \(F_v\):

\[
\text{ad}_{F_i} = \{ \cdot, F_i \}.
\]

The transformation of the Hamiltonian \(H(\mathbf{J}, \mathbf{x}, \mathbf{ξ}) \mapsto \tilde{H}(\tilde{\mathbf{J}}, \tilde{\mathbf{x}}, \tilde{\mathbf{ξ}})\) is then given by

\[
\tilde{H} = \exp(\varepsilon \text{ad}_{F_1}) \ldots \exp(\varepsilon^m \text{ad}_{F_1}) H F_v.
\]

If we define \(\tilde{H}^\mu\) and \(\tilde{H}^\nu\) by

\[
\tilde{H}^\mu = \exp(\varepsilon \text{ad}_{F_1}) \tilde{H}^\nu - 1,
\]

\[
\tilde{H}^\nu = \exp(\varepsilon \text{ad}_{F_1}) \ldots \exp(\varepsilon \text{ad}_{F_1}) H,
\]

we obtain the following recursion formulas for \(\tilde{H}^\nu\):

\[
v < \mu : \tilde{H}^{\nu} = \tilde{H}^{\nu-1},
\]

\[
v = \mu : \tilde{H}^{\nu} = \tilde{H}^{\nu-1} + \{ H_0, F_1 \},
\]

\[
v > \mu : \tilde{H}^{\nu} = \tilde{H}^{\nu-1} + \sum_{s=1}^\infty \left( \frac{\text{ad}_{F_1}}{s!} \right)^s \tilde{H}^{\nu-sj}.\]

In the new Hamiltonian \(\tilde{H} = \tilde{H}^{(m)} = \sum_{v=0}^\infty \varepsilon^v \tilde{H}^{(m)}\), the terms of order \(v\) are

\[
\tilde{H}^{(m)} = \tilde{H}^{(m-1)} = \ldots = \tilde{H}^{(v)} = \tilde{H}^{(v+1)} + \{ H_0, F_v \},
\]

because of Eqs. (30) and (31). In the above equation, \(\tilde{H}^{\nu-1}\) is given from the calculations in lower orders. The term \(\tilde{H}^{(m)}\) in the new Hamiltonian can be made into a “desirable” form, more precisely the form of Eq. (19), by setting \(F_v\) appropriately.
We can express $\tilde{H}^{(\mu-1)}_\mu$ and the generating function $F_{\mu}$ as polynomials of $J_\mu$, $x$, $\xi$ defined in Eq. (12):

$$\tilde{H}^{(\mu-1)}_\mu(J, x, \xi) = \sum_{j,k} h^{(\mu-1)}_{jk}(J_\mu) J_\mu^j x_\mu^k \xi_\mu^j \xi_\mu^k,$$

$$F_{\mu}(J, x, \xi) = \sum_{j,k} f^{(\mu-1)}_{jk}(J_\mu) J_\mu^j x_\mu^k \xi_\mu^j \xi_\mu^k.$$  

(34)

with the coefficients $h^{(\mu-1)}_{jk}(J_\mu)$ and $f^{(\mu-1)}_{jk}(J_\mu)$ being functions of $J_\mu$. Here we must allow a general functional form with respect to $J_\mu$, $h^{(\mu-1)}_{jk}(J_\mu)$, and $f^{(\mu-1)}_{jk}(J_\mu)$, rather than polynomials because we will encounter a division by a polynomial of $J_\mu$ in the generating function [Eq. (37)], which then goes into the Hamiltonian in the next iteration step. Since we have

$$H_0 = \frac{B + C}{2} |J|^2 + DJ_\mu^2 + \lambda x_1 \xi_1 + \sum_k i\omega_k x_k \xi_k,$$  

(35)

with $H_0 \equiv A - (B + C)/2$, the Poisson bracket of $H_0$ and $F_{\mu}$ can be calculated by using Eq. (13):

$$\{H_0, F_{\mu}\} = \sum_{j,k} f^{(\mu-1)}_{jk}(J_\mu) \gamma_{jk} J_\mu^j x_\mu^k \xi_\mu^j \xi_\mu^k,$$

$$\gamma_{jk} \equiv -2iD(k_0 - j_0)J_\mu + \lambda(k_1 - j_1) + \sum_{\ell=2}^{f} \omega_{\ell}(k_\ell - j_\ell).$$

(36)

Thus by setting

$$f^{(\mu-1)}_{jk}(J_\mu) = -\frac{h^{(\mu-1)}_{jk}(J_\mu)}{\gamma_{jk}}$$

$$= \frac{-h^{(\mu-1)}_{jk}(J_\mu)}{-2iD(k_0 - j_0)J_\mu + \lambda(k_1 - j_1) + i \sum_{\ell=2}^{f} \omega_{\ell}(k_\ell - j_\ell)},$$

(37)

we can cancel out the terms with the powers $j$, $k$ from the new Hamiltonian.

Canceling the terms with different powers of $x_\ell$ and $\xi_\ell$ and leaving those with $j_\ell = k_\ell$ ($\ell = 1, 2, \ldots, f$), we obtain the desired result of Eq. (19). (This procedure has been sometimes referred to as normalization.) Note that, because we allow any powers of $(j_0, k_0)$ in $\tilde{H}$, the variable $J_\mu$ is not a constant of motion, in contrast to the symmetric top case (because $\{J_\mu, J_\mu^j J_\mu^k\} \neq 0$ for $j \neq k$).

It was found in the previous papers that the cancellation of the terms with $j_\ell \neq k_\ell$ is possible for any value of $x_\ell$ and $\omega_\ell$, because the real part of the denominator $\gamma_{jk}$ consists of only $\lambda(k_1 - j_1)$, and $\gamma_{jk}$ is therefore always nonzero for $j_\ell \neq k_\ell$. Here we find that this is also the case even with the existence of the rotation, because the term $-2iD(k_0 - j_0)J_\mu$ in Eq. (37) is purely imaginary. On the other hand, the nonreactive modes and the rotational modes may suffer from the problem of small denominator when $\omega_{\ell}$'s and $2DJ_\mu$ are in resonance. Note that the resonance condition now depends on the dynamical variable $J_\mu$. Whereas $H_0$ is taken as a symmetric top, the variable $J_\mu$ is no longer a constant of motion when $H_1, H_2, \ldots$ exist. In general, the form $\{\tilde{H}(J, J_1, \ldots)\}$ of the new Hamiltonian can cause divergence when nonlinear resonance is met along the time propagation of the dynamics obeying the original Hamiltonian $H$. The problem of resonance can be avoided by adopting the form $\{\tilde{H}(\tilde{J}, \tilde{J}_1, \tilde{J}_2, \ldots)\}$, that is, we eliminate only the terms with $j_1 \neq k_1$ by Eq. (37) and leave the other terms (which may experience nonlinear resonance) unnormalized. This is called partial normal form and has better convergence property of $\tilde{H}$. Further relaxation of the normalization is also possible, by which we can still extract the stable/unstable invariant manifolds ($W^s/W^u$) with yet better convergence even when no-return TS ($T$) may not exist.

Note also that the generating function, and therefore also the new Hamiltonian, are rational functions, rather than polynomials, of the dynamical variable $J_\mu$ as in Eq. (37). We therefore need manipulations of rational functions in the NF calculations to include the effects of spatial rotation. In the technical aspect, this is the largest difference from the previous papers of NF.

After constructing the transformation $(J_\mu, J_1, J_2, x, \xi) \rightarrow (\tilde{J}_\mu, \tilde{J}_1, \tilde{J}_2, \tilde{x}, \tilde{\xi})$ in the above procedure, we can introduce real-valued normal form coordinates by

$$\tilde{J}_\mu = (\tilde{J}_+ + \tilde{J}_-)/2, \quad \tilde{J}_\ell = (\tilde{J}_+ - \tilde{J}_-)/(2i),$$

$$\tilde{x}_\ell = \frac{1}{\sqrt{2\lambda}}(\tilde{x}_\ell - i\tilde{\xi}_\ell), \quad \tilde{p}_\ell = \frac{\sqrt{\lambda}}{2}(\tilde{x}_\ell + i\tilde{\xi}_\ell),$$

(38)

similarly to Eq. (12). There is a symmetry property satisfied by the variables, which can be useful for the check of the calculation results. Since there is no external field, the system has a time-reversal symmetry. Thus the Hamiltonian $\tilde{H}$ does not change under the transformation $(J, q, p) \rightarrow (-J, q, -p)$. The same property must hold after the transformation: $\tilde{H}$ does not change under $(\tilde{J}, \tilde{q}, \tilde{p}) \rightarrow (-\tilde{J}, \tilde{q}, -\tilde{p})$. Thus in the polynomial expression of $\tilde{H}$, the coefficients of even (odd) total power of $\tilde{J}_\mu$, $\tilde{J}_\ell$, and $\tilde{p}_\ell$ must be an even (odd) function of $\tilde{J}_\mu$, respectively. Likewise, in the expression of $\tilde{q}$ in terms of the original variables, the coefficients of even (odd) total power of $J_\mu$, $J_\ell$, and $p_\ell$ must be an even (odd) function of $J_\mu$, respectively. In contrast, in the expression of $\tilde{J}$ and $\tilde{p}$ in terms of the original variables, the coefficients of even (odd) total power of $J_\mu$, $J_\ell$, and $p_\ell$ must be an odd (even) function of $J_\mu$, respectively. (See also the electronic database of the transformed Hamiltonian $\tilde{H}$ and transformed physical quantities $\tilde{q}$, $\tilde{J}$, and $\tilde{p}$ represented in terms of the original variables.)

In the present paper we chose the prolate symmetric top and the harmonic approximation of vibrational degrees of freedom as the zeroth order Hamiltonian. One may replace the prolate symmetric top by the oblate symmetric top as the zeroth order. Then the calculations above can proceed similarly with appropriate change of indices. However, choosing the asymmetric top and the harmonic approximation as the zeroth order would require more complicated calculations.

This is because we will encounter Eq. (33), where the
Poisson bracket of $H_0$ with the generating function of the transformation is required to cancel with higher order parts of the Hamiltonian. Solving this equation for the generating function needs an analytical solution for the time evolution obeying $H_0$. While the analytical solution for the protlate and oblate symmetric tops is given by simple trigonometric functions, that of the asymmetric top involves elliptic functions, which would make the calculation more complicated. The resonance condition would also be complicated because the angular frequency of the zeroth order periodic motion in the J-space, given by $2DJ_{\alpha}$ in the prolate case [see Eqs. (35) and (36)], is given for the asymmetric top case by an elliptic function with the rotational energy, which in turn is a function of the three components of $J$. In the future, it would be interesting to also develop a normal form theory with the zeroth order being the asymmetric top based on the action-angle expression derived in the Appendix of Ref. 59. At end, the validity of the choice of the zeroth part and the order assignments in the NF calculation should be checked numerically by, for example, comparing the value of the original Hamiltonian and that of the transformed Hamiltonian $\tilde{H}$.

III. NUMERICAL EXAMPLE

In this section we demonstrate the calculations by the theory presented in Sec. II with a numerical example of HCN molecule. The molecule undergoes an isomerization between HCN and HNC linear structure:

$$\text{HCN} \rightleftharpoons \text{HNC}. \quad (39)$$

We use the potential surface of Ref. 73. Figure 3 shows the structure, principal axes, and the normal mode vibrations at the saddle point. The mode $q_1$ is the unstable mode corresponding to HCN $\rightleftharpoons$ HNC isomerization, $q_2$ is the vibration of the H atom going to and from the CN axis, and $q_3$ is the stretching vibration of the CN bond. The rotation constants and the normal mode frequencies are

$$A = 14.48 \text{cm}^{-1}, \quad B = 1.951 \text{cm}^{-1}, \quad C = 1.719 \text{cm}^{-1},$$

$$\lambda = 1131 \text{cm}^{-1}, \quad \omega_2 = 3129 \text{cm}^{-1}, \quad \omega_3 = 2224 \text{cm}^{-1}. \quad (40)$$

Since $A > B \approx C$ we take the prolate symmetric top as the zeroth order as in Eq. (22). The calculation is performed up to the second order of perturbation. The original Hamiltonian, the generating functions, the transformed physical quantities $\bar{q}, \bar{J},$ and $\bar{p}$, and the transformed Hamiltonian obtained by the NF calculation are given in electronic database.  

To grasp the NHIM ($\bar{q}_1 = \bar{\xi}_1 = 0$) obtained by the rotational NF theory, we plot several periodic orbits (POs) within the NHIM. Three POs are chosen where the vibrational mode 2 is excited with $I_2 = (3\hbar)/2$, and the mode 3 is kept at the origin $\bar{p}_3 = 0$. The $\bar{J}$ is kept at the fixed points in the J-space. These points are obtained by solving $\bar{H}(\bar{J}, \bar{I})/\partial \bar{J} = 0$ with the given $\bar{I}$ and $|\bar{J}|$. Table I shows the values of $\bar{J}$ and the energy ($\tilde{H}$) for the chosen POs. The values of $|\bar{J}|$ are chosen so that the three POs fall into approximately a similar energy range of $\approx 1.0$ eV. Note that the fixed points in the J-space were at $(J_a, J_b, J_c) = (J, 0, 0)$, $(0, J, 0)$, and $(0, 0, J)$ in the rigid rotor approximation (Sec. II B). The locations of the fixed points in the J-space deviate from these due to the rovibrational couplings. In this particular example, however, the deviation is small.

The accuracy of the normal form calculation can be assessed by the energy error. We compare the value of $\tilde{H}$ truncated at $\mu$th order perturbation with true Hamiltonian $\tilde{H}$. The difference is denoted by $\Delta\tilde{H}^{(\mu)}$. The smaller this value is, the better description the normal form Hamiltonian $\tilde{H}$ is. Table I shows the mean square of $\Delta\tilde{H}^{(\mu)}$ along each PO for zeroth, first, and second order perturbations. The improvement is appreciable and gets better as the order increases, implying the validity of our rotational NF calculation.

Figure 4(a) shows a periodic orbit in the NF coordinates. In this PO, we excite the vibrational mode 2 with $I_2 = (3\hbar)/2$, while keeping the mode 3 at the origin $\bar{p}_3 = 0$. The rotational mode is kept at the fixed point $\bar{J_a} \approx J, \bar{J_b} \approx J_c \approx 0$. To capture the relation between the transformed coordinates and more intuitive, naïve coordinates, we next project the periodic orbit onto the $(a_H, b_H)$, the

```
FIG. 3. Structure, principal axes, and normal mode vibrations of HCN molecule at the saddle point.
```

```
FIG. 4. A periodic orbit in the NHIM ($\bar{q}_1 = \bar{\xi}_1 = 0$). The vibrational mode 2 is excited with $I_2 = (3\hbar)/2$, while the mode 3 is kept at the origin $\bar{p}_3 = 0$. The rotational mode is kept at a fixed point $\bar{J}_a, \bar{J}_b, \bar{J}_c \approx 0$. (a) The phase space diagram in the normal form coordinates. The energy contours in the J-space are drawn for $|\bar{J}| = 20\hbar$ with spacing of 0.02 eV. Big spots in the plots of $\bar{J}, \bar{q}_1, \bar{q}_2, \bar{q}_3$, and $\bar{p}_1$ and the bold circle in $\bar{q}_2$ and $\bar{p}_2$ indicate the position of the chosen periodic orbit. (b) Projection of the periodic orbit onto $(a_H, b_H)$, the position of the H atom in the rotating molecular frame. Contours of the potential energy spaced by 0.02 eV are drawn with the CN distance fixed at the equilibrium. The cross symbol shows the location of the saddle point $(a_H, b_H) = (-0.528\Å, 1.037\Å)$. (c) A schematic diagram to explain the migration of NHIM with increasing angular momentum $|\bar{J}|$. The horizontal axis corresponds approximately to the direction of $b_H$.
```
position of the H atom projected onto the molecular inertial axes $a$ and $b$. In Fig. 4(b), the periodic orbit is superposed on the contour plot of the potential energy surface as functions of $(a_H, b_H)$. The potential contours are drawn with CN fixed at the equilibrium distance. The position of the saddle point is shown by the cross symbol. The left side corresponds to the projection of the periodic orbit onto the $(a_H, b_H)$-space, and the right side corresponds to the HCN structure, and the right to the HNC structure. The periodic orbit is drawn for three different values of $|J|$: 0, 10, and 20 $\hbar$. Due to the anharmonicity, the position of the periodic orbit slightly deviates from the saddle point already for $J = 0$. As $J_a \approx J$ increases, the orbit migrates toward the upper direction. The qualitative explanation of this upward migration of the PO is given in panel (c). Since we have $J_a \approx J$ and $J_b \approx \bar{J}_b \approx 0$, the molecule is rotating mostly around the $a$-axis. Thus the centrifugal force operates in the direction departing from the $a$-axis, that is, the upward direction along $b_H$. The direction of the centrifugal force is indicated in panel (b) by the arrow. The potential has a minimum along the $b_H$-direction, as seen from the contour plot [Fig. 4(b)] and also from the fact that the $b_H$-direction has the largest projection onto the vibrational normal mode 2 at the saddle point (Fig. 3). When the rotational motion exists, the system feels a centrifugal potential which goes downward in increasing $b_H$. The resulting effective potential is given by the sum of the original potential and the centrifugal one. As illustrated in panel (c), the position of the minimum of the effective potential is found in the direction of lower centrifugal potential. Thus the migration of PO in the same direction as the centrifugal force is qualitatively understood. The PO also migrates in the $a_{H1}$ direction. Since there is no centrifugal force in this direction, this must be due to the anharmonicity of the potential energy surface. The migration of the PO in the $b_H$-direction gives rise to the centrifugal force also affects its location along $a_{H1}$-direction through the nonlinear coupling between $a_{H1}$ and $b_H$.

In the above explanation, we interpreted $J_a \approx J$, $\bar{J}_b \approx \bar{J}_a \approx 0$ as rotation around the $a$-axis. This is only qualitatively true, because $J_a$ is a nonlinear function of $(\bar{J}, \bar{q}, \bar{p})$ through the NF transformation constructed in Sec. II. The motion in $\bar{J}$ has components in the original $J$ as well as the internal coordinates $(\bar{q}, \bar{p})$. In other words, it is not a pure rotation. $J_a$ is the “main part” (zeroth order approximation) of $\bar{J}_a$. The above interpretation is therefore qualitatively correct.

Figure 5 shows another periodic orbit in the NHIM. In this case, we have rotational motion around the $b$-axis $(\bar{J}_b \approx J, \bar{J}_a \approx \bar{J}_a \approx 0)$, while the vibrational motion is the same as before. This periodic orbit is unstable in the $\bar{J}$-space as well as in the $(\bar{q}_1, \bar{p}_1)$-space. Panel (b) shows the projection of the periodic orbit onto the $(a_{H1}, b_H)$-space. It is found that the orbit migrates toward the positive direction along the $a_{H1}$-axis as $\bar{J}_b \approx J$ increases. In this case the molecule rotates around the $b$-axis, generating the centrifugal force making the hydrogen atom leave from the origin in the $a_{H1}$-direction. When the hydrogen atom is located in a region of negative value of $a_{H1}$, the centrifugal force acts in the negative $a_{H1}$ direction [indicated by the arrow in panel (b)]. The migration of the PO with increasing $J$ is in the opposite direction to the centrifugal force, in contrast to the previous case. The $a_{H1}$-direction has the largest projection onto the reaction mode $\bar{q}_1$ as seen in Fig. 3. The potential shows a maximum along this direction. As shown schematically in panel (c), the sum of the potential having a maximum and the centrifugal potential exhibits a maximum that is shifted in the direction of increasing centrifugal potential.

Figure 6 shows another periodic orbit in the NHIM, with $\bar{J}_c \approx J$, $\bar{J}_a \approx \bar{J}_b \approx 0$, while the vibrational motion is the same as before. This periodic orbit is stable in the $\bar{J}$-space, and unstable only in the $(\bar{q}_1, \bar{q}_2)$-space. In this case, the molecule is rotating in the molecular plane (the $ab$-plane). A marked difference from the previous two cases is that the orbits show circular shapes when projected onto the $a_{H1}b_H$-plane as in panel (b). This is the effect of Coriolis force because the rotation around the $c$-axis arises the Coriolis force in the $ab$-plane. The radius of this circular shape of the PO gets larger as $|J|$ increases, showing the increased effect of the Coriolis force. The location of the PO also changes slightly toward the upper-right as $|J|$ increases. This can be explained in the same way with the preceding two cases. The centrifugal force generated by the rotation around the $c$-axis pushes the system from the
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**FIG. 5.** Same as Fig. 4 except that $\bar{J}_b \approx J$, $\bar{J}_a \approx \bar{J}_a \approx 0$, and the energy contours in the $J$-space are drawn for $|J| = 50 \hbar$ with spacing of 0.1 eV. The horizontal axis in (c) corresponds approximately to the direction of $a_{H1}$.
origin both in a- and b-directions. The migration of the PO is in the same direction with the centrifugal force along the bH-direction and in the opposite direction along the aH-direction, as explained in the preceding paragraphs.

In summary, the three components (J_a, J_b, J_c) of J exhibit different effects on the NHIM. The figures were shown only for the POs in the NHIM by exciting one vibrational mode. When the other mode (q_3) is also excited, we have found that the projection onto the aHbH-space exhibits Lissajous-type figures winding around the POs shown above (data not shown). The qualitative trend of the migration is the same with the POs: J_a shifts the NHIM in the direction of the centrifugal force. J_b shifts the NHIM in the direction opposite to the centrifugal force. J_c changes the shape of the projection of NHIM on the position space into circular orbits.

Finally, we plot another periodic orbit to show the difference between the transformed angular momentum \( \mathbf{J} \) and the original one \( \mathbf{J}' \). In Fig. 7, both the vibrational modes are kept at the origin \( q_2 = 0 \), \( p_2 = 0 \), \( q_3 = 0 \), \( p_3 = 0 \) (see also No. 4 in Table 1). An energy contour curve in the \( \mathbf{J}' \)-space is taken to give a periodic orbit. In the projection onto the \( (a_{1H}, b_{1H}) \), which is internal coordinates, we see a line segment rather than a point. This means that the periodic motion purely in the \( \mathbf{J} \) have nonzero projection onto the internal motion of the molecule. Due to the rovibrational coupling, the rotational motion (J) is not independent of the internal (reaction and vibration) motions. In contrast, the normal form coordinate \( \mathbf{J} \) is independent of \( (q_1, \hat{p}_1, q_2, \hat{p}_2, q_3, \hat{p}_3) \), since the NF transformation cancels out the couplings. The independent mode \( \mathbf{J} \) thus constructed is not a pure rotation in the sense of the original coordinate \( (J, q, p) \) but contains some components in the internal motion. The NF method presented in this study extracts truly separable coordinates in systems under rovibrational couplings. Projecting the NHIM obtained by thus constructed coordinates onto the original coordinate reveals the effects of rovibrational motions on the reaction.

IV. SUMMARY AND OUTLOOK

Recently developed nonlinear dynamical theories of saddle crossings were extended to systems with nonzero spatial rotation. Three components (projection onto the molecular axes) of the angular momentum are not constants of motion (while they are mutually related with each other through the constancy of the modulus of the angular momentum), and were therefore treated as dynamical variables. The rotation is dynamically coupled to the internal motion of the molecule through centrifugal and Coriolis interactions, affecting therefore the reaction process. Under the rovibrational couplings, the method shown in the present paper extracts a new set of coordinates, with which the reaction mode is decoupled from the others. We can thus identify a no-return TS to separate the reactant and the product regions [Eq. (17)], and the stable/unstable invariant manifolds acting as the boundary of reactive and nonreactive trajectories [Eqs. (15) and (16)].

The nonlinear coordinate transformation with spatial rotation requires manipulation of rational functions, in contrast to that without spatial rotation in which only the manipulation of polynomials, easier in the implementation, was needed. The positions of NHIM, which is regarded as an “anchor” of TS, and the stable/unstable invariant manifolds were investigated by projecting several representative periodic orbits in the NHIM back to the original coordinates. It was found that the position of NHIM migrates as the rotation is excited. The three components of the angular momentum were shown to have different effects on the position of NHIM. When the centrifugal force is along the reaction mode, the NHIM migrates in the direction opposite to the centrifugal force. When the centrifugal force is along the vibrational mode, the NHIM migrates in the same direction as the centrifugal force. When the rotation is perpendicular to the internal motion, the Coriolis interaction plays a significant role to make the shape of NHIM circular when projected onto the configuration space.

With the method presented in this paper, the reaction dynamics theory in the nonlinear regime is now made applicable to a much wider class of realistic systems, such as the bimolecular collision with nonzero impact parameters and the unimolecular reaction with thermally excited rotation. The extraction of the boundary of reaction (that is,
stable/unstable invariant manifolds) will progress our insights into what determines the outcome of reactions. An obvious next step is systematic studies of reaction dynamics on precise potential surfaces by highly accurate \textit{ab initio} calculations for the reactions occurring in atmospheric or interstellar regions using the method developed here. It is also interesting that the dynamical structure changes at higher energies,\(^\text{16,19,30}\) In contrast to the present treatment, where all the vibrational actions perform as constants of motion by the NF transformation, there should exist a range of energy in which only the action along the reactive coordinate does so while most of all vibrational modes exhibit chaotic motions, or in which even the reactive-mode action is broken but we can still find the reactivity boundary (stable/unstable invariant manifolds).\(^\text{30,49}\) The breakdown of the constancy of actions primarily occurs through resonance, that is, a small denominator arises depending on the value of angular momentum [Eq. (37)]. A new type of resonance, therefore a new way of breakdown of dynamical structure, may arise depending on the value of angular momentum. An example of resonance between the rotational and the vibrational motions is the Coriolis resonance.\(^\text{62,74,75}\) which corresponds to the case of \(j_0 - k_0 = 0, \pm 1, j_r - k_r = 1\) and \(j_r - k_r = -1, r, s \geq 2, r \neq s\) in Eq. (37), arising from the terms \(\mathbf{J}^T \mathbf{M}(0) S_{rs} q_r p_r\) in Eq. (1). The effect of rovibrational resonance is to generate island chain structures in the J-space\(^\text{58}\) in place of the simple rigid rotor structure in Sec. II B, or chaotic breakdown of the separatix and transfer between A-type and C-type rotations.\(^\text{57,58}\) It can also change the coupling of vibrational modes\(^\text{35,56}\) and exchange energy.\(^\text{57,58}\) How the rovibrational resonance affects the reactive mode (which is not a vibration) is still to be investigated. Such resonance may mix the rotation and the vibration and increase the phase space dimensionality from \(6N - 13\) (pure vibrational) to \(6N - 10\) (maximum) as energy increases.\(^\text{52}\) These are some of the forthcoming subjects still to be addressed.
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