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We performed molecular dynamics (MD) simulations of nucleation from vapor at temperatures below the triple point for systems consisting of 10^9-10^12 Lennard-Jones (L-J) type molecules in order to test nucleation theories at relatively low temperatures. Simulations are performed for a wide range of initial supersaturation ratio (S_0 ≃ 10^-10^-8) and temperature (kT = 0.2-0.6e), where ε and k are the depth of the L-J potential and the Boltzmann constant, respectively. Clusters are nucleated as supercooled liquid droplets because of their small size. Crystallization of the supercooled liquid nuclei is observed after their growth slows. The classical nucleation theory (CNT) significantly underestimates the nucleation rates (or the number density of critical clusters) in the low-T region. The semi-phenomenological (SP) model, which corrects the CNT prediction of the formation energy of clusters using the second virial coefficient of a vapor, reproduces the nucleation rate and the cluster size distributions with good accuracy in the low-T region, as well as in the higher-T cases considered in our previous study. The sticking probability of vapor molecules onto the clusters is also obtained in the present MD simulations. Using the obtained values of sticking probability in the SP model, we can further refine the accuracy of the SP model. © 2011 American Institute of Physics.

[doi:10.1063/1.3593459]

I. INTRODUCTION

Nucleation from the vapor phase plays a very important role in many areas of science and technology. The classical nucleation theory (CNT) is a model most widely used for describing homogeneous nucleation and provides the nucleation rate as a function of ambient vapor properties. However, several studies have reported that the CNT fails to explain results obtained in laboratory experiments. In addition to laboratory experiments, numerical approaches such as molecular dynamics (MD) or Monte Carlo (MC) simulations are powerful methods by which to investigate a homogeneous nucleation process. The MD and MC simulations also showed that the nucleation rates obtained by MD and MC simulations are significantly different from predictions by the CNT. The nucleation rate is determined by the number density (or the work of formation) of the critical clusters, which are thermodynamically the largest unstable clusters. Although the critical clusters are nano-sized in the parameter range of nucleation experiments, the CNT estimates the work of formation of such small critical clusters, by simply using the surface tension of bulk material. This oversimplification in the CNT causes its inaccuracy.

During the last two decades, there have been significant advances in theoretical models of homogeneous nucleation. One of the most successful and useful models is the semi-phenomenological (SP) model proposed by Dillmann and Meier. The SP model corrects the evaluation of the formation energy of clusters in the CNT by using the second virial coefficient of a vapor. The predictions of the SP model agree surprisingly well with the experimental data for water, nonane, and n-alcohols. Although an inconsistency in Dillmann and Meier’s original model was pointed out by Delale and Meier and by Laaksonen et al., this inconsistency has been overcome by them without spoiling the agreement with the experimental results. By performing MD simulations of nucleation for Lennard-Jones (L-J) type molecules at temperatures higher than or nearly equal to the triple point, Tanaka et al. tested the SP model and found that the semi-phenomenological model also provides excellent agreement with their MD simulations. Because of its phenomenological property, however, the parameter range and types of material for which the SP model is applicable has not yet been clarified. As such, further tests on the SP model are necessary. Nucleation theories involving a concept of non-sharp boundary between clusters and vapor have been also developed. These include the density functional theory (DFT) (Refs. and ) and the extended modified liquid drop model-dynamical nucleation theory. Kalikmanov et al. and Napari et al. showed that these theories perform better than the classical nucleation theory by the comparison to the MD simulation data.

The scaling law proposed by McGraw and Laaksonen provided a different correction to the CNT. In their scaling law, the corrected formation energies for each cluster are given by a simple offset from the CNT prediction. The offset is a function of temperature only and is independent of the cluster size, whereas the energy correction in the SP model is dependent on the size. Their scaling law was supported by the DFT (Refs. and ) and was confirmed by MC simulations for clusters larger than...
a certain threshold size. These results suggest that the SP model is inapplicable, at least, when the critical cluster is larger than the threshold size.

In the present paper, we performed a large number of MD simulations of homogeneous nucleation for Lennard-Jones type molecules at temperatures below the triple point, where the vapor finally condenses to a solid phase. The vapor number density (or the supersaturation ratio) is another parameter. For various number densities, MD simulations are carried out at each temperature. Through comparison with the nucleation rates and the cluster size distributions obtained from our MD simulations, we investigate the validity of the SP model in such a low-temperature region. Our MD simulations are also able to clarify when clusters are crystallized during their growth.

Furthermore, the sticking probability $\alpha$ of vapor molecules onto clusters can be examined in MD simulations, by observing the growth rate of stable clusters larger than the critical size. Although the nucleation rate is proportional to $\alpha$ in the nucleation theory, the sticking probability is usually assumed to be unity. This would cause another type of error in the nucleation theory. Some authors have examined the sticking probability onto the planar liquid surface, which may have a different value for small clusters. In Sec. II, we briefly describe the CNT and the SP model. We will also describe the relation between the nucleation theory and the cluster expansion theory. In Sec. III, the numerical procedure of our MD simulation is described, and in Sec. IV, we present our numerical results. Finally, in Sec. V, we summarize the results of the present study.

II. NUCLEATION THEORY

A. Nucleation rate and size distribution of clusters

In the homogeneous nucleation theory, the nucleation rate $J$ (i.e., the net number of nucleated grains per unit volume and time) is expressed as

$$J = \left\{ \sum_{i=1}^{\infty} \frac{1}{R^+(i)n_v(i)} \right\}^{-1},$$

where $R^+(i)$ is the transition rate of an $i$-mer (which is a cluster containing $i$ molecules) to an $(i+1)$-mer, and $n_v(i)$ is the equilibrium number density of $i$-mers. For monomers (i.e., vapor molecules), we set $n_v(1) = n(1)$. The transition rate $R^+(i)$ is given by

$$R^+(i) = a n(1)v_0(4\pi r_0^2i^{1/3}),$$

where $v_0$ is the thermal velocity given by $\sqrt{kT/2\pi m}$, and $a$ is the sticking probability. Usually, $a$ is simply assumed to be unity. Furthermore, the radius of a monomer $r_0$ is defined by $(3m/4\pi \rho_m)^{1/3}$ with the mass of a molecule $m$ and the bulk density $\rho_m$. Thus, $4\pi r_0^2 i^{1/3}$ in Eq. (2) represents the surface area of the $i$-mer.

In order to calculate the nucleation rate from Eq. (1), we need an expression of the equilibrium number density of $i$-mers, which is obtained from the equilibrium condition

$$\mu_i = i \mu_1,$$

where $\mu_i$ and $\mu_1$ are the chemical potentials of $i$-mers and vapor, respectively. These chemical potentials can be expressed as

$$\mu_i(T, P_i) = kT \ln \left( \frac{P_i}{P_0} \right) + \mu_i^0(T) \quad (i \geq 1),$$

where $\mu_i^0(T)$ and $\mu_1^0(T)$ are the chemical potentials of $i$-mers and vapor at the standard pressure $P_0$, and $P_i$ is the partial pressure of $i$-mers (or vapor for $i = 1$). Substituting Eq. (4) into Eq. (3), for $n_v(i)$, we have

$$n_v(i) = \frac{P_0}{kT} \exp \left\{ i \ln \left( \frac{P_i}{P_0} \right) - \frac{\mu_i^0 - i \mu_1^0}{kT} \right\},$$

where we used $P_i = n_v(i)kT$. The saturated vapor pressure $P_{sat}(T)$ is given by

$$P_{sat} = \frac{P_0}{\exp \left( \frac{\mu_{sat} - \mu_1^0}{kT} \right)},$$

where $\mu_{sat}(T)$ is the chemical potential of a saturated vapor. Using this equation, we can rewrite Eq. (5) as follows:

$$n_v(i) = \frac{P_0}{kT} \exp \left( i \ln S - \frac{\mu_i^0 - i \mu_{sat}}{kT} \right),$$

where $S$ is the supersaturation ratio defined by

$$S = \frac{P_i}{P_{sat}}.$$

Note that the supersaturation ratio is defined with the partial pressure of monomers instead of the total pressure.

The free energy (or the work), $\Delta G_i$, associated with forming an $i$-mer cluster from $i$ individual molecules is defined by

$$\Delta G_i \equiv \mu_i(T, P_i = P_1) - i \mu_1(T, P_1).$$

Using Eqs. (4) and (6), the free energy is rewritten as

$$\Delta G_i = kT \ln \left( \frac{P_{sat}}{P_0} \right) - (i - 1)kT \ln S + \mu_i^0 - i \mu_{sat}$$

and we obtain the following well-known expression for the equilibrium number density:

$$n_v(i) = \frac{P_i}{kT} \exp \left\{ -\frac{\Delta G_i}{kT} \right\}.$$

The free energy $\Delta G_i$ attains a maximum value for clusters of a certain size $i^*$. Such clusters are referred to as critical clusters. Clusters larger than $i^*$ are stable and continue to grow whereas those smaller than $i^*$ are unstable.

Since the number density of critical clusters is usually extremely low due to their large $\Delta G_i$, it regulates the nucleation rate given by Eq. (1). If a peak of $\Delta G_i$ is sharp enough and the size $i^*$ is sufficiently large, the summation in Eq. (1) can be replaced with an integration and we have

$$J = R^+(i^*)n_v(i^*)Z,$$

where the Zeldovich factor $Z$ is given by

$$Z = \sqrt{\frac{1}{2\pi kT} \left[ -\frac{d^2 \Delta G_i}{dt^2} \right]_{t=i^*}}.$$
In the quasi-steady state of nucleation, the number densities of various \( i \)-mer clusters deviate from the equilibrium values \( n_c(i) \). Actual number densities \( n(i) \) are expressed in terms of \( n_c(i) \) as follows:

\[
n(i) = J n_c(i) \sum_{j = 1}^{\infty} \frac{1}{R^j(j)n_c(j)}.
\]

(14)

Deviation of the number density in supersaturation from that in equilibrium is significant for stable clusters larger than the critical size \( i^* \). This expression for the cluster size distribution will be used for the comparison between the MD simulations and the theoretical models.

As shown above, the nucleation rate and the cluster size distribution are determined by the chemical potentials of clusters. On the other hand, the thermodynamics of \( i \)-mer clusters in an imperfect gas is described by cluster integrals in the cluster expansion theory.\(^\text{(30)}\) According to the cluster expansion theory, we obtain the following relation between the chemical potential \( \mu_i^0(T) \) and the cluster integral \( b_i(T) \) (see Appendix A):

\[
\mu_i^0 - i \mu_{\text{sat}} = -kT \ln \left\{ b_i \left( \frac{P_{\text{sat}}}{kT} \right)^{i-1} \frac{P_{\text{sat}}}{P_0} \right\}.
\]

(15)

Substituting Eq. (15) into Eq. (10) gives the following relation between \( \Delta G_i \) and \( b_i \):

\[
\Delta G_i/kT = -(i-1) \ln S - \ln \left\{ b_i \left( \frac{P_{\text{sat}}}{kT} \right)^{i-1} \right\}.
\]

(16)

This expression for \( \Delta G_i \) is identical to that derived by Merikanto et al.\(^\text{(44)}\)

B. Theoretical models for \( \mu_i^0 \) and \( \Delta G_i \)

In the classical nucleation theory, the free energy of formation \( \Delta G_{i,\text{CNT}} \) is given by

\[
\Delta G_{i,\text{CNT}}/kT = -i \ln S + \eta_i^{2/3},
\]

(17)

where

\[
\eta = 4\pi r_0^2 \gamma/kT,
\]

(18)

and \( \gamma \) is the surface tension of the condensed phase. Then, the chemical potential of an \( i \)-mer at a standard pressure \( \mu_{i,\text{CNT}}^0 \) is given by

\[
\mu_{i,\text{CNT}}^0 = i \mu_{\text{sat}} + kT \left\{ -\ln \left( \frac{P_{\text{sat}}}{P_0} \right) + \eta_i^{2/3} \right\}.
\]

(19)

Using these expressions, the equilibrium number density \( n_c(i) \) and the nucleation rate \( J \) can be obtained.

In the classical theory, the above expressions contain two theoretical inconsistencies. The first is the \( S \)-dependence of \( \Delta G_i \) and \( \mu_i^0 \). Based on the definition, the chemical potential at the standard pressure \( \mu_i^0 \) should be independent of \( S \) (or \( P_1 \)). However, this is not the case for Eq. (19). This is because the \( S \)-dependence of \( \Delta G_{i,\text{CNT}} \) does not agree with Eq. (10). The second inconsistency is related to the values of \( \Delta G_i \) and \( \mu_i^0 \) at \( i = 1 \). In the above expressions, for \( i = 1 \), \( \Delta G_{1,\text{CNT}} \) does not vanish and \( \mu_1^0,\text{CNT} \) is not equal to \( \mu_1^0 \). In order to resolve these problems, a simple modification of the classical theory has been proposed in a number of studies.\(^\text{(9,17)}\) In the modified CNT (MCNT), \( \Delta G_{i,\text{MCNT}} \) and \( \mu_{i,\text{MCNT}}^0 \) are given by

\[
\Delta G_{i,\text{MCNT}}/kT = -(i-1) \ln S + \eta_i^{2/3} - 1
\]

(20)

and

\[
\mu_{i,\text{MCNT}}^0 = i \mu_{\text{sat}} + kT \left\{ -\ln \left( \frac{P_{\text{sat}}}{P_0} \right) + \eta_i^{2/3} - 1 \right\},
\]

(21)

respectively. Although these modifications resolve the theoretical inconsistencies, the modified-CNT does not succeed in explaining the experimental data (or the numerical data) of the nucleation rate.\(^\text{(17,36)}\)

In the semi-phenomenological model, another term is added to \( \mu_{i,\text{MCNT}}^0 \) (or \( \Delta G_{i,\text{MCNT}} \)). The free energy of formation \( \Delta G_{i,\text{SP}} \) and the chemical potential of an \( i \)-mer at the standard pressure \( \mu_{i,\text{SP}}^0 \) in the SP model are given by

\[
\Delta G_{i,\text{SP}}/kT = -(i-1) \ln S + \eta_i^{2/3} - 1 + \xi (i^{1/3} - 1)
\]

(22)

and

\[
\mu_{i,\text{SP}}^0 = i \mu_{\text{sat}} + kT \times \left\{ -\ln \left( \frac{P_{\text{sat}}}{P_0} \right) + \eta_i^{2/3} - 1 + \xi (i^{1/3} - 1) \right\},
\]

where \( \xi(T) \) is a non-dimensional parameter depending on \( T \), which is fixed by the use of the second virial coefficient. Using the second virial coefficient \( B_2(\approx -b_2) \), the formation energy of a dimer \( \Delta G_2 \) is given by \( -kT \ln(-B_2 P_1/kT) \) (see Eq. (16)). Assuming that this is satisfied in Eq. (22) for \( i = 2 \), we can fix the parameter \( \xi \) as

\[
\xi = -\frac{1}{2^{1/3} - 1} \left[ \ln \left( \frac{B_2 P_{\text{sat}}}{kT} \right) + (2^{2/3} - 1) \eta \right].
\]

(23)

Then, the equilibrium number density \( n_c(i) \) and the cluster integral \( b_i \) are given in the SP model by

\[
n_c(i) = \frac{P_1}{kT} S^{-1} \exp \left\{ -\eta_i^{2/3} - 1 - \xi (i^{1/3} - 1) \right\}
\]

(24)

and

\[
b_i = \exp \left\{ -(i-1) \ln \left( \frac{P_{\text{sat}}}{kT} \right) - \eta_i^{2/3} - 1 - \xi (i^{1/3} - 1) \right\}.
\]

(25)

By setting \( \xi = 0 \), we also obtain expressions of \( n_c(i) \) and \( b_i \) in the modified-CNT.

III. NUMERICAL PROCEDURE

With MD simulations, we directly observe the nucleation process in systems of \( 10^4 \) to \( 2 \times 10^5 \) Lennard-Jones type molecules. The interaction potential between two Lennard-Jones type molecules, \( u_{ij}(r) \), is given by

\[
u_{ij}(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right],
\]

(26)
Simulations were performed for various temperatures, i.e.,
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TABLE I. Parameters in the MD simulations. 

<table>
<thead>
<tr>
<th>Run#</th>
<th>$T[e/\hbar]$</th>
<th>$N$</th>
<th>$L[\sigma]$</th>
<th>$n(1)_{\text{act}}[\sigma^{-3}]$</th>
<th>$t_{\text{end}}[\tau]$</th>
<th>$S_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1</td>
<td>0.6</td>
<td>100000</td>
<td>221</td>
<td>$9.25 \times 10^{-3}$</td>
<td>$4.5 \times 10^4$</td>
<td>21.9</td>
</tr>
<tr>
<td>r2</td>
<td>0.6</td>
<td>100000</td>
<td>210</td>
<td>$1.08 \times 10^{-2}$</td>
<td>$2.4 \times 10^4$</td>
<td>25.5</td>
</tr>
<tr>
<td>r3</td>
<td>0.6</td>
<td>100000</td>
<td>200</td>
<td>$1.25 \times 10^{-2}$</td>
<td>$1.4 \times 10^4$</td>
<td>29.5</td>
</tr>
<tr>
<td>r4</td>
<td>0.6</td>
<td>100000</td>
<td>192</td>
<td>$1.41 \times 10^{-2}$</td>
<td>$7.5 \times 10^3$</td>
<td>33.3</td>
</tr>
<tr>
<td>r5</td>
<td>0.6</td>
<td>100000</td>
<td>180</td>
<td>$1.71 \times 10^{-2}$</td>
<td>$4.5 \times 10^3$</td>
<td>40.5</td>
</tr>
<tr>
<td>r6</td>
<td>0.5</td>
<td>100000</td>
<td>272</td>
<td>$5.00 \times 10^{-3}$</td>
<td>$4.0 \times 10^4$</td>
<td>97.8</td>
</tr>
<tr>
<td>r7</td>
<td>0.5</td>
<td>100000</td>
<td>126</td>
<td>$5.00 \times 10^{-3}$</td>
<td>$5.1 \times 10^4$</td>
<td>98.4</td>
</tr>
<tr>
<td>r8</td>
<td>0.5</td>
<td>100000</td>
<td>250</td>
<td>$6.40 \times 10^{-3}$</td>
<td>$1.8 \times 10^4$</td>
<td>126</td>
</tr>
<tr>
<td>r9</td>
<td>0.5</td>
<td>100000</td>
<td>240</td>
<td>$7.23 \times 10^{-3}$</td>
<td>$1.08 \times 10^4$</td>
<td>142</td>
</tr>
<tr>
<td>r10</td>
<td>0.4</td>
<td>100000</td>
<td>420</td>
<td>$1.35 \times 10^{-3}$</td>
<td>$2.0 \times 10^5$</td>
<td>673</td>
</tr>
<tr>
<td>r11</td>
<td>0.4</td>
<td>100000</td>
<td>195</td>
<td>$1.35 \times 10^{-3}$</td>
<td>$3.3 \times 10^5$</td>
<td>673</td>
</tr>
<tr>
<td>r12</td>
<td>0.4</td>
<td>100000</td>
<td>388</td>
<td>$1.71 \times 10^{-3}$</td>
<td>$1.0 \times 10^5$</td>
<td>854</td>
</tr>
<tr>
<td>r13</td>
<td>0.4</td>
<td>100000</td>
<td>330</td>
<td>$2.78 \times 10^{-3}$</td>
<td>$2.4 \times 10^4$</td>
<td>1.39 $\times 10^5$</td>
</tr>
<tr>
<td>r14</td>
<td>0.4</td>
<td>100000</td>
<td>300</td>
<td>$3.00 \times 97$</td>
<td>$9.9 \times 10^3$</td>
<td>1.85 $\times 10^5$</td>
</tr>
<tr>
<td>r15</td>
<td>0.3</td>
<td>200000</td>
<td>957</td>
<td>$2.28 \times 10^{-4}$</td>
<td>$9.0 \times 10^3$</td>
<td>2.70 $\times 10^4$</td>
</tr>
<tr>
<td>r16</td>
<td>0.3</td>
<td>500000</td>
<td>513</td>
<td>$3.70 \times 10^{-4}$</td>
<td>$3.5 \times 10^4$</td>
<td>4.39 $\times 10^4$</td>
</tr>
<tr>
<td>r17</td>
<td>0.3</td>
<td>100000</td>
<td>250</td>
<td>$6.40 \times 10^{-4}$</td>
<td>$1.05 \times 10^4$</td>
<td>7.50 $\times 10^4$</td>
</tr>
<tr>
<td>r18</td>
<td>0.3</td>
<td>100000</td>
<td>210</td>
<td>$1.08 \times 10^{-3}$</td>
<td>$3.0 \times 10^4$</td>
<td>1.28 $\times 10^5$</td>
</tr>
<tr>
<td>r19</td>
<td>0.2</td>
<td>100000</td>
<td>700</td>
<td>$2.92 \times 10^{-5}$</td>
<td>$2.4 \times 10^6$</td>
<td>2.32 $\times 10^4$</td>
</tr>
<tr>
<td>r20</td>
<td>0.2</td>
<td>100000</td>
<td>600</td>
<td>$4.63 \times 10^{-5}$</td>
<td>$1.5 \times 10^6$</td>
<td>3.68 $\times 10^9$</td>
</tr>
</tbody>
</table>

where $\sigma$ and $\varepsilon$ are the parameters of length and energy of the potential, which are set to be the unit length and energy, respectively, in the MD simulation of the present study. The mass unit is monomers mass. For argon, the units are given by $\varepsilon/k = 119.8$ K, $\sigma = 3.405\AA$, and $m = 6.634 \times 10^{-23}$ g.

We started the simulation under the initial condition that monomers are located randomly. The computational region is a cube with a side $L$ of $(100-1000)\sigma$ having periodic boundaries. Varying the box size $L$, we set the initial number density of molecules (or the initial supersaturation ratio). In order to evaluate the nucleation rates accurately, many nuclei (at least ten or more) should be formed in the calculation time. We chose a particle number $N$ (and $L$) based on this criterion. To see the dependence on the box size, we included two cases in which the supersaturation ratio is almost the same but $N$ and $L$ are different ($r6$ and $r7$ at $kT = 0.5\varepsilon$ and $r10$ and $r11$ at $kT = 0.4\varepsilon$).

The motions of each molecule were integrated using the leap-frog scheme. The time step was set to be 0.01$\tau$, where the time unit $\tau (= \sqrt{m\sigma^2/\varepsilon})$ is 2.16 ps in the argon system. We took NVT (constant volume and temperature) ensembles. Simulations were performed for various temperatures, i.e., $T = (0.2-0.6)\varepsilon/k$. In order to keep the temperature constant, we used a simple velocity scaling method, as described in our previous study. The calculation of the interaction between molecules is truncated at $5\sigma$. This truncation length would be large enough to reproduce the vapor properties. We used the cell index method to search for interacting neighbors within the cutoff distance. This reduces the computation time significantly and enables the motion of molecules to be calculated for a long period of time. The values of the parameter set for each run are shown in Table I.

In order to define clusters in the numerical data, we adopt the following condition for the bounding of two monomers: 

\[ \frac{m}{4}v^2 + u_{ij}(r) \leq 0, \]  

where $v$ is the relative velocity between two molecules. The square of the velocity $v^2$ is set to be $3kT/m$ as the thermodynamic average. This condition can be expressed in the form $r < r_c$, where the values of the bonding distance $r_c$ are $(1.4 - 1.7)\sigma$ for $T = (0.2 - 0.6)\varepsilon/k$. In the analysis of the numerical data of the MD simulations, a number of thermodynamic quantities in the Lennard-Jones systems, such as saturated vapor pressure, surface tension, and bulk density of the condensed phase, are needed. We assume that the clusters are first nucleated as supercooled liquid droplets. This assumption is supported by the numerical results. The empirical formulae of these thermodynamic quantities and related references are described in Appendix B. The second virial constant is also necessary in the SP model. In order to obtain the second virial constant, we numerically integrate Eq. (B3). The non-dimensional parameters $\eta$ and $\xi$ are calculated from these quantities. The values of these thermodynamic quantities and the bonding distance $r_c$ for each temperature are shown in Table II.

IV. RESULTS

A. A typical case

We first show the results for a typical case of MD simulations in which $T = 0.3\varepsilon/k$ and the initial supersaturation

\[ \frac{m}{4}v^2 + u_{ij}(r) \leq 0, \]  

\[ \tau = 0.3 \varepsilon/k \]  

\[ N = 5 \times 10^4 \]  

\[ L = 513 \sigma \]  

\[ \begin{array}{|c|c|c|c|c|c|}
\hline
kT/\varepsilon & P_m[\varepsilon/\sigma^2] & \sigma_0[\varepsilon/\sigma^2] & \sigma_0[\varepsilon/\sigma^2] & B_2/\varepsilon^3 & \eta & \xi & r_c[\sigma] \\
\hline
0.6 & 2.54 \times 10^{-4} & 1.32 & 0.882 & -13.0 & 11.6 & -6.22 & 1.41 \\
0.5 & 2.54 \times 10^{-5} & 1.57 & 0.921 & -18.3 & 16.1 & -9.45 & 1.46 \\
0.4 & 8.02 \times 10^{-7} & 1.83 & 0.958 & -28.9 & 22.8 & -13.9 & 1.52 \\
0.3 & 2.53 \times 10^{-9} & 2.10 & 0.993 & -58.4 & 33.9 & -20.8 & 1.60 \\
0.2 & 2.51 \times 10^{-14} & 2.37 & 1.03 & -232 & 56.3 & -33.9 & 1.72 \\
\hline
\end{array} \]  

\[ \text{Reference 54.} \]  

\[ \text{Reference 37.} \]  

\[ \text{Reference 47.} \]
ratio is $S_0 = 4.39 \times 10^4$ (r16 in Table I). Figure 1 shows the time evolution of the supersaturation ratio $S(= P_i / P_{sat})$, and Fig. 2 shows snapshots of the run at $t = 1.5 \times 10^5 \tau$ and $3.5 \times 10^5 \tau$. In the early stage ($t < 1.5 \times 10^5 \tau$), the supersaturation ratio remains approximately constant ($S \simeq 41700$). At this stage, there exist a large number of unstable clusters, and stable clusters ($i > i^\ast$) are gradually nucleated. At the end of this nucleation stage, the nuclei are still small, as shown in Fig. 2(a). In the latter stage ($t > 1.5 \times 10^5 \tau$), stable nuclei grow significantly, and $S$ decreases rapidly. In Fig. 2(b), the largest cluster contains 2073 molecules. We refer to this latter stage as a growth stage.

By counting the number of stable clusters in MD simulations, we can obtain the nucleation rate. Let $N(> i_{th})$ denote the number of clusters larger than a threshold size $i_{th}$. Figure 3 shows the time evolution of $N(> i_{th})$ for $i_{th} = 10$ and 20. The threshold $i_{th}$ should be larger than the critical size $i^\ast$. In this case, the critical size $i^\ast$ is estimated to be 5 in the SP model. In this figure, the number of stable nuclei $N(> i_{th})$ increases almost linearly in the period of $t = (0.7 - 1.4) \times 10^5 \tau$. Based on the slope, the nucleation rate $J = N(> i_{th})/L^3$ is evaluated to be $1.3 \times 10^{-12} \sigma^{-3} \tau^{-1}$ (or $J = 1.6 \times 10^{22}$ cm$^{-3}$ s$^{-1}$ for argon).

After the nucleation stage, $N(> i_{th})$ is approximately constant for a time, but then increases again at $t > 2.5 \times 10^5 \tau$. This second nucleation in the growth stage is explained as follows. During the growth stage, the growing nuclei are heated by latent heat deposition, which makes them hotter than the vapor (or unstable small clusters). On the other hand, the entire system is cooled by a thermostat in the simulation so that the average temperature is maintained constant. This artificial decreasing of the temperature of the vapor efficiently increases the supersaturation ratio, which causes the second nucleation. Hence, we do not focus on the artificial second nucleation.

During the period of $t = (0.7 - 1.4) \times 10^5 \tau$, in which the nucleation proceeds, the averaged value of $S$ is 4.17 $\times 10^4$. Using this value, we can calculate $J$-values based on the modified-CNT or the SP model assuming $\alpha = 1$. In the modified-CNT, the nucleation rate is evaluated to be $1.0 \times 10^{-19} \sigma^{-3} \tau^{-1}$, whereas $J = 3.8 \times 10^{-11} \sigma^{-3} \tau^{-1}$ in the SP model. The modified-CNT underestimates the nucleation rate obtained by the MD simulation by a factor of $10^{-7}$, while the SP model overestimates it by a factor of 10. The SP model enables much more accurate prediction than the modified-CNT. The validity of the assumption that $\alpha = 1$ will be discussed later.

Figure 4 shows size distributions of the clusters for the typical case. The size distribution is averaged over the time period from $0.7 \times 10^5 \tau$ to $1.4 \times 10^5 \tau$ in the nucleation stage. We also plotted the size distributions calculated using the SP model and the modified-CNT, respectively. As shown in Fig. 4, the sizes of the critical cluster in the SP model and the modified-CNT are estimated to be 5 and 10, respectively. The SP model reproduces well with the size distribution of the MD simulations within a factor of 10, whereas the prediction by the modified-CNT is much smaller than that by the MD simulation by a factor of $10^6$ around the critical clusters. These deviations in the size distributions are almost equivalent to the deviations in the nucleation rates.

### B. Nucleation rate

Including the above typical case, we performed 20 runs of MD simulation for various values of temperature and...
initial supersaturation ratio, as listed in Table I. Here, we show the overall results for the nucleation rate and compare these results with the theoretical models.

As in the typical case, the nucleation rate is evaluated in each run by counting the number of nuclei \( N(\geq i_0) \). Figure 5 shows the time evolution of \( N(\geq i_0) \) for three other cases. Since a large number of nuclei are formed, the nucleation rates are evaluated at higher accuracy in these cases. In the latter two cases, the nucleation rate is enhanced in the growth stage, which corresponds to the second nucleation mentioned in Subsection IV A.

In Fig. 6, the nucleation rates obtained from all of the MD simulations are plotted by open circles. (The values of the obtained nucleation rates are also listed in Table III.) Wedekind et al.\(^{43}\) performed similar MD simulations in a low-temperature region for a system consisting of 343 molecules. We also plotted their results at \( T = 0.5\varepsilon/k \) by filled triangles. Their results agree well with the results of the present study.

The numerical results are compared with the theoretical estimations in Fig. 6. The theoretical values are also listed in Table III. Note that the nucleation rate predicted by the SP model agrees well with the MD simulations, whereas the estimations using the modified-CNT are by many orders of magnitudes smaller than those of the MD simulations. We also confirmed that the original classical theory yields smaller estimations than the modified-CNT. It should be noted that there are some uncertainties in the saturation vapor pressure and the surface tension, in particular, at the low temperature (see also Appendix B). The uncertainty of a factor of 2 in the vapor pressure (or 10% in the surface tension) causes the uncertainty in the nucleation rate about a factor of 2 for \( T = 0.2\varepsilon/k \). Table III lists also the sizes of the critical cluster obtained by the SP model \( i_{0\text{SP}} \). For all cases, the sizes of the critical clusters are smaller than 20. The size of the critical cluster can be obtained from the slope of the nucleation rates of MD simulations in Fig. 6, since \( i^* \) is approximately given by \( \partial \ln J/\partial \ln S \).\(^{37,43}\)

As shown in Fig. 6, the slopes of MD simulations are in agreement with those of the SP model. This agreement suggests that the size of the critical cluster in the MD simulations is consistent with the SP model.

In order to clarify the deviations from the numerical results, the ratios of nucleation rates obtained by the SP model \( J_{\text{SP}} \) (or modified-CNT \( J_{\text{MCNT}} \)) to those obtained by MD simulations \( J_{\text{MD}} \) are plotted in Fig. 7. The overestimations of \( J \) of the SP model from the numerical results are around a factor of 10 in all cases. A possible reason of the deviation of the SP model will be discussed later herein. The modified-CNT underestimates the nucleation rate by a factor of \( 10^{-3} (10^{-10}) \) at \( T = 0.6\varepsilon/k \) (0.2\( \varepsilon/k \)). At the lower temperature, the error of the modified-CNT is significant. This figure clearly shows that the correction in the SP model works very well in the entire range of temperature considered herein.

C. Cluster size distributions

In a typical case (i.e., in Fig. 4), the size distribution of clusters in the MD simulation is found to be well reproduced by the SP model, whereas the modified-CNT significantly underestimates the number of clusters. Figure 8 shows the size distributions \( n(i) \) obtained in 10 more MD simulation runs
much smaller than the results obtained by the MD simulations.

The nucleation rate predicted by the SP model agrees well with the results obtained by Wedekind et al. (also see Ref. 43) for various temperatures and initial supersaturation ratios. The left-hand column shows high-$S$ cases, and the right-hand column corresponds to low-$S$ cases for the same temperatures. The overall tendency is similar to the typical case. In all cases, the SP model predicts the size distributions very well, although overestimates by a factor of 10 occur at $T = 0.4$ and $0.5\varepsilon/k$. The prediction by the modified-CNT yields significant underestimates (by factors of $10^{-11} - 10^{-3}$). These results of the size distributions are consistent with the nucleation rate.

**D. Cluster integrals and the formation free energy**

As described in Sec. II, the equilibrium size distribution $n_S(i)$ is determined by the cluster integrals $b_i$ given by Eq. (A3), and $n_S(i)$ agrees well with the distributions $n(i)$ obtained by the MD simulations for $i \leq i^*$ (see Fig. 4). Thus, using the cluster size distributions obtained by the MD simulations, we can estimate the values of the cluster integrals for each cluster size and each temperature. Figure 9(a) shows

![Figure 6](image-url)  
**FIG. 6.** Nucleation rates obtained from the present MD simulations plotted by open circles. The results obtained by Wedekind et al. (also see Ref. 43) for $T = 0.5\varepsilon/k$ are plotted by filled triangles. The curves indicate the nucleation rates calculated by the SP model (solid lines) and the modified-CNT (dashed lines). The nucleation rate predicted by the SP model agrees well with the MD simulations, whereas the estimations obtained by the modified-CNT are much smaller than the results obtained by the MD simulations.

![Figure 7](image-url)  
**FIG. 7.** Ratios of nucleation rates as a function of temperature. The ratio $J_{SP}/J_{MD} (J_{MCNT}/J_{MD})$ is plotted by solid circles (open triangles).
FIG. 8. As in Fig. 4 but for 10 more MD simulation runs for temperatures of $T = (0.2 - 0.6)\varepsilon/k$ and initial supersaturation ratios of $S_0 \simeq 10^{-10}$. 

the cluster integrals $b_i$ obtained in this manner from all MD simulation runs. Only small clusters with $i \lesssim i^*_{SP}$ are plotted, where $i^*_{SP}$ is the critical cluster size evaluated by the SP model. Predictions by theoretical models are plotted by solid lines (SP model) and dashed lines (modified-CNT). Again, the SP model exhibits much better agreement with the numerical results than the modified-CNT. Note that at each temperature, the cluster integrals, $b_{i,MD}$, obtained from the MD simulations are approximately independent of the supersaturation ratio. This is consistent with the fact that each integral $b_i$ depends only on temperature. In Fig. 9(b), we plot the ratios of $b_i$ to the prediction obtained by the modified-CNT, $b_{i,MCNT}$. From Eq. (16), the relation between $b_i$ and $\Delta G_i$ is given by

$$\frac{\Delta G_i - \Delta G_{i,MCNT}}{kT} = -\ln(b_i/b_{i,MCNT}).$$

Hence, Fig. 9(b) also shows the deviation of the formation free energy $\Delta G_i$ from the prediction by the modified-CNT. In the SP model, the energy difference is given by $\Delta G_{i,SP} - \Delta G_{i,MCNT} = \xi (i^{1/3} - 1)$. Figure 9(b) indicates that this correction by the SP model works well, at least for clusters with masses $i \lesssim 10$. On the other hand, according to the scaling law proposed by McGraw and Laaksonen, the deviation of the formation energy from the CNT prediction (or from the modified-CNT prediction) is given by a temperature-dependent constant and is independent of the cluster size $i$. 

At relatively large clusters (with $i \gtrsim 30$ for L-J molecules), the scaling law has been confirmed by several authors by means of Monte-Carlo and MD simulations. For example, the deviation from the modified-CNT prediction $\Delta G_i - \Delta G_{i,MCNT}$ is estimated to be $-13.6\ kT$ by Merikanto et al. and $-11.2\ kT$ by Chen et al., for large clusters. These values are plotted in Fig. 9(b). The results of the present study suggest that the formation energy of clusters smaller than $\sim 15$ is well described by the SP model, in contrast to the scaling law proposed by McGraw and Laaksonen.

**E. Cluster growth and sticking probability**

As shown in Sec. II, the nucleation rate is obtained from the equilibrium number density $n_e(i)$ and the accretion rate $R^+(i)$. Although the accretion rate is proportional to the sticking probability $\alpha$, the sticking probability was assumed to be unity in most theoretical models of nucleation. Using the growth rate of stable clusters obtained in the present MD simulation, we can evaluate the sticking probability in the following manner.
In a supersaturated state, evaporation is negligible for stable clusters larger than the critical size $i^*$, and the growth rate of stable clusters, $di/dt$, is given as

$$
\frac{di}{dt} = R^+(i) = \alpha n(1) v_{th} \left(4\pi r_0^2 i^{2/3}\right),
$$

where we used Eq. (2). Solving this equation for $\alpha$, we obtain

$$
\alpha = \frac{3}{4\pi r_0^2 v_{th} n(1)} \frac{di^{1/3}}{dt}.
$$

The time derivative of $i^{1/3}$ is evaluated from the MD simulations. For example, Fig. 10(a) shows the growth of the largest cluster for the case of r11, where $T = 0.4e/k$ and $S_0 = 673$. Based on the slope, $di^{1/3}/dt$ is estimated to be $1.1 \times 10^{-3}/\tau$ and the sticking probability is obtained as 0.21. In this estimation, the value of $n(1)$ is calculated using the average supersaturation ratio $S$. The linearity of $i^{1/3}$ in Fig. 10(a) indicates that the sticking probability is independent of the cluster size.

Using this method, we obtained the sticking probability from all runs of the MD simulations. The results are shown in Fig. 10(b) as a function of the averaged supersaturation ratio $S$. The values of $\alpha$ are also listed in Table III. The sticking probability increases with the supersaturation ratio $S$ for each of temperatures. The clusters growing in supersaturated vapor are warmer than their surroundings. The warming effect is more significant in the high-$S$ cases. If this effect reduces their growth rate (and $\alpha$), $\alpha$ decreases with increasing $S$. However, the $S$-dependence of $\alpha$ is opposite. With increasing $S$, the cluster surface becomes rougher because of the rapid deposition of molecules. This roughness of the surface may explain the $S$-dependence of $\alpha$. At the highest-$S$ run for each temperature, the sticking probability is larger than 0.6. The $S$-dependence is stronger at higher temperatures. Although in all runs in the present study, $\alpha > 0.1$, the sticking probability is expected to be much smaller than 0.1 in cases of supersaturation ratios lower than in the present cases. In such low-$S$ cases, the assumption of $\alpha = 1$ would be invalid for evaluating the nucleation rate. We refine the SP model by taking the values of $\alpha$ obtained in the MD simulations into account.

The ratios of the nucleation rates between the SP model and the MD simulations are plotted in Fig. 11, in which we consider two cases: one is the case in which $\alpha = 1$ and the other is the case in which $\alpha$ is set to a value obtained through the MD simulations. By taking into account the realistic values of the sticking probability, we found that all of the deviations from the MD simulation decrease. With this refinement, the overestimations in the SP model are within a factor of 20 for all cases.

F. Crystallization of clusters

In all of the MD simulation runs, we found that the clusters first nucleated as liquid droplets. This is because of the small size of the nuclei, which is also supported by recently reported results of MC simulations. Furthermore, during the rapid growth of the nuclei the latent heat deposition increases...
the temperature of the nuclei, which also prevents their crystallization. For cases in which \( T \leq 0.4\varepsilon/k \), we observed crystallization events of supercooled liquid nuclei within the computation time. Figure 12 shows snapshots of the largest cluster at \( t = 3.069 \times 10^5\tau \) and \( 3.080 \times 10^5\tau \) for \( T = 0.4\varepsilon/k \) and \( S_0 = 673 \) (r11). The internal structure of the cluster changes drastically within this short term of \( \sim 10^5\tau \). Although the molecular arrangement in the cluster is random in snapshot (a), a clear lattice pattern is observed in snapshot (b). In this run, the cluster is nucleated at \( t \approx 2 \times 10^5\tau \), which is long before crystallization occurs. Crystallization occurs when the growth of the clusters slows due to the decrease in the number of vapor molecules. Crystallization is also confirmed by calculating the pair correlation function of the molecular positions in the cluster. The pair correlation function \( g_2(r) \) of an \( i \)-mer is defined by

\[
g_2(r) = \frac{\langle N_i(r) \rangle}{4\pi r^2 n_c dr},
\]

where \( \langle N_i(r) \rangle \) is the mean number of molecules that are placed at a distance between \( r \) and \( r + dr \) from a reference molecule, and \( n_c = \rho_c/m \) is the mean molecular number den-

In Fig. 13, we plot the pair correlation functions \( g_2(r) \) of the largest cluster at \( t = 3.069 \times 10^5\tau \) and \( 3.080 \times 10^5\tau \). At \( t = 3.069 \times 10^5\tau \), \( g_2(r) \) does not have peaks that are characteristic of the crystal, whereas such peaks appear at \( t = 3.080 \times 10^5\tau \). In Fig. 14, we show the time evolution of the mean density \( \rho_c \) of the cluster. A jump in the density from 0.93 to 0.97 appears in the L-J unit at \( t = 3.08 \times 10^5\tau \). This jump is due to the crystallization of the cluster. Similar crystallizations of the clusters are observed in all cases of \( T \leq 0.4\varepsilon/k \). In the higher-temperature cases, on the other hand, no crystallization is observed within the computation time of the simulations.

V. SUMMARY AND FUTURE RESEARCH

We performed MD simulations of nucleation from a vapor to a solid phase of L-J type molecules for a wide range of temperatures and initial supersaturation ratios. In the present study, we focused on the temperature range below the triple point, whereas higher-temperature cases of \( T \geq 0.7\varepsilon/k \) were examined in our previous study.\(^36\) The results of the present study are summarized as follows.

\[ r_g^2 = \frac{1}{i} \sum_{j=1}^{i} (\mathbf{r}_j - \mathbf{r}_G)^2, \]
2. The sticking probability of vapor molecules onto clusters in the MD simulations of the present study. The sticking probability $\alpha$ decreases with the supersaturation ratio for a given temperature (Fig. 10(b)). Using the values of $\alpha$ obtained by the MD simulations, we can further increase the accuracy of the SP model (Fig. 11). The lowest $\alpha$ is $\sim 0.1$ for the ranges of the parameters adopted in the MD simulations, the sticking probability would be much smaller than 0.1 for the lower supersaturation ratios. For such low-$S$ cases, we must estimate $\alpha$ precisely for the evaluation of $J$. The sticking probability of low-$S$ should be examined in the future.

3. In all of the MD simulation runs, the clusters are first nucleated as supercooled liquid droplets, although the temperature is lower than the triple point. This would be because of the small sizes of the nuclei and heating by latent heat deposition. For the low-temperature cases of $T \leq 0.4k/k$, crystallization of supercooled liquid nuclei is observed after the slowing of their growth. The details of the crystallization process of clusters should be investigated further in the future.
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**APPENDIX A: THE RELATION BETWEEN THE CHEMICAL POTENTIAL AND THE CLUSTER INTEGRAL**

The partition function $Z_{\text{N}}(T, V, N)$ of a system composed of $N$ identical molecules of mass $m$ is given by

$$Z_{\text{N}}(T, V, N) = \left( \frac{2\pi mkT}{\hbar^2} \right)^{3N/2} j(T)^N Q_N, \quad (A1)$$

where $T$ and $V$ are the temperature and volume of the system, respectively, $j(T)$ is the partition function of a single molecule with respect to its internal degrees of freedom, and $Q_N$ is a configuration integral given by

$$Q_N = \frac{1}{N!} \int \cdots \int e^{-U/kT} d\mathbf{r}_1 \cdots d\mathbf{r}_1. \quad (A2)$$

In the above equation, $U$ is the total potential energy of the system, that is, a sum of the interaction potentials $u_{ij}$ ($j > l$) for all pairs of molecules in the system. Here, it is assumed that the potential is independent of the internal motions of the molecules, and that the force acting between molecules is the central force, such as L-J force.

The cluster integral $b_i$ for $i$-mers is defined as

$$b_i = \frac{1}{i!V} \int \cdots \int \sum_{i \geq j \geq l \geq 1} \prod (e^{-u_{ij}/kT} - 1) d\mathbf{r}_1 \cdots d\mathbf{r}_l, \quad (A3)$$

where $V$ is the volume of the system and $u_{ij}$ is the interaction potential between monomers labeled $j$ and $l$ composing an $i$-mer. Here, the product is taken for a pair of monomers bonded with each other in a cluster of a given structure, and the sum is taken over all possible structures of clusters of $i$ ($i$-mers). For example, $b_1 = 1$, and $-b_2$ is equal to the second virial coefficient $B_2$ (see Eq. (B3) in Appendix B). Note that each cluster integral is a function of temperature.

Using the cluster integrals defined by Eq. (A3), the configuration integral $Q_N$ is expanded as

$$Q_N = \sum_{\sum m_i = N} \prod_{i=1}^{N} \frac{(Vb_i)^{m_i}}{m_i!}, \quad (A4)$$

where the sum is taken all over the ways of assigning $N$ molecules to a set of cluster sizes $\{m_i\}$ under the condition of $\sum i m_i = N$. On the other hand, the grand partition...
function $\Xi$ for a given chemical potential $\mu$ is given by

$$\Xi(T, \mu, V) = \sum_{N=0}^{\infty} e^{N\mu/kT} Z_N \tag{A5}$$

$$= \exp \left[ V \sum_{i=1}^{\infty} b_i e^{i\mu/kT} \left( \frac{2\pi mkT}{h^2} \right)^{3/2} j(T)^i \right]. \tag{A6}$$

From the relation $PV = kT \ln \Xi$, the total pressure $P$ and the density $\rho$ of the imperfect gas are expanded with the use of the cluster integrals $b_i$ as

$$P = kT \sum_{i=1}^{\infty} b_i \left( \frac{P_1}{kT} \right)^i \tag{A7}$$

and

$$\rho = m \sum_{i=1}^{\infty} i b_i \left( \frac{P_1}{kT} \right)^i \tag{A8}$$

respectively, where we use the following expression of the chemical potential:

$$\frac{\mu}{kT} = \ln \left[ \frac{P_1}{kT} \left( \frac{h^2}{2\pi mkT} \right)^{3/2} j^{-1} \right]. \tag{A9}$$

We can obtain another expression for the equation of state by considering an imperfect gas to be an ideal gas mixture of monomers and $i$-mer clusters. Using the equilibrium number densities of clusters and monomers, $n_e(i)$, the total pressure and the density are expressed as

$$P = kT \sum_{i=0}^{\infty} n_e(i). \tag{A10}$$

and

$$\rho = \sum_{i=0}^{\infty} i mn_e(i). \tag{A11}$$

The two kinds of expressions of Eqs. (A7) and (A10) for $P$ and Eqs. (A8) and (A11) for $\rho$ should be equivalent to each other. Actually, since $n_e(i) \propto P_1^{i+1}$ (see Eq. (5)), $P$ and $\rho$ are expressed in the terms of a power series of $P_1$ in both the latter and former approaches. Comparing the terms that are proportional to $P_1^i$ in both approaches, we obtain

$$n_e(i) = b_i \left( \frac{P_1}{kT} \right)^i. \tag{A12}$$

Note that $n_e(i)$ should be positive in the latter approach. On the other hand, the second cluster integral $b_2$ (the second virial coefficient) is negative (positive) at temperatures above the critical point. This indicates that the assumption of an ideal gas mixture in the latter approach is valid only below the critical point.

Finally, substituting Eq. (7) into Eq. (A12), we obtain the following relation between the chemical potential $\mu_i^0(T)$ and the cluster integral $b_i(T)$:

$$\mu_i^0 - i\mu_{sat} = -kT \ln \left\{ b_i \left( \frac{P_{sat}}{kT} \right)^{i-1} \frac{P_{sat}}{P_0} \right\}. \tag{A13}$$

### APPENDIX B: THE EMPIRICAL FORMULAE OF THE THERMODYNAMIC QUANTITIES

For surface tension of the super-cooled L-J liquid, we use the formula given by

$$\sigma_s = 2.942 \times \left( \frac{T}{T_c} \right)^{1.303}, \tag{B1}$$

where the critical temperature $T_c$ is 1.312 $\epsilon/k$. The saturated vapor pressure $P_{sat}$ for the super-cooled L-J liquid is given by

$$P_{sat} = \frac{\epsilon}{\sigma^3} \exp \left\{ A - \frac{C \epsilon}{kT} \right\}, \tag{B2}$$

where the coefficients are $A = 3.24157$ and $C = 6.91117$. Although this parameterization is obtained based on the MD simulations in the limited range of temperatures $0.7 \leq kT/\epsilon \leq 1.127$, it agrees well with the numerical results of MD simulations for $0.5 \leq kT/\epsilon \leq 1.2$ and those of MC simulations for $0.25 \leq kT/\epsilon \leq 0.875$. It should be noted that there are some uncertainties in the values of vapor pressure (of about a factor 2) and in surface tension (of about 10%) at the low temperature of $kT \sim 0.2\epsilon$.

The second virial coefficient $B_2$ is given by

$$B_2 = 2\pi \int_0^{\infty} (1 - e^{-r/\sigma})r^2 dr, \tag{B3}$$

where $r$ is the distance between two molecules. In the MD simulations, the potential in the simulations is truncated at $5\sigma$. The resulting virial coefficients are about 1% lower, but this difference is negligible for the prediction of the nucleation rate in the SP model.

According to Kalikmanov et al.,

$$\rho_m = 39.948 \times 10^{-3} (13.29 + 24.49248 f^{0.35} + 8.155083 f) \text{ m}^{-3} \text{ g cm}^{-3} \tag{B4}$$

with

$$f = 1 - \frac{T}{150.633 [\text{K}]} \tag{B5}$$

We used these formulæ with changing the L-J units $\sigma$ and $\epsilon$.  


