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A trial realization of human-centered navigation for video retrieval is presented in this paper. This system consists of the following functions: (i) multi-modal analysis for collaborative use of multimedia data, (ii) preference extraction for the system to adapt to users’ individual demands, and (iii) adaptive visualization for users to be guided to their desired contents. By using these functions, users can find their desired video contents more quickly and accurately than with the conventional retrieval schemes since our system can provide new pathways to the desired contents. Experimental results verify the effectiveness of the proposed system.

INTRODUCTION

In IDC white papers published in March 2008 (Gantz et al., 2008) and May 2010 (Gantz & Reinsel, 2010), it was reported that the digital universe in 2007 was 281 exabytes and that it will be 44-times larger in 2020 than that in 2009. Also, most of the data contained in the digital universe are unstructured data such as images, music and videos, i.e., multimedia data. Nowadays, users always access the data to find useful information, generally based on the query-response model, in which users input a query into the retrieval interface and then get the desired information.

The query-response model can narrow huge information down to a suitable size for users to check according to the query. Actually, metadata are attached to multimedia contents to be retrieved in advance; retrieval engines present
multimedia content, the metadata of which are matched to the queries, to users; after users input queries once or more than once, retrieval engines effectively guide users to the useful information. Traditionally, metadata of the contents were generated from information such as dates, times, and places, which were obtained in their acquisition; and manually annotated keywords were also utilized as metadata. Recently, image analysis and video analysis have been improved, and technologies for automatically extracting metadata have therefore been proposed (Lowe, Object recognition from local scale invariant features, 1999), (Mikolajczyk & Schmid, 2005), (Bay, Ess, Tuytelaars, & Gool, 2008), (Csurka, Dance, Fan, & Bray, 2004), (TRECVID, -). Machine learning has contributed tremendously to the development of these technologies, especially for deriving semantic level indices, and it is accelerating the progress in content-based image and video retrieval research (Smeulders, Worring, Santini, Gupta, & Jain, 2000), (Flickner et al., 1995), (Greetha & Narayanan, 2008). However, performance has not been satisfactory, and it is still difficult to perfectly solve the problem of “Semantic Gap” [Picard, 2003]. Specifically, machine learning-based video retrieval approaches enable extraction of semantic level indices, i.e., annotation. Then, by using keywords that represent contents desired by users, semantic retrieval becomes feasible. However, in order to realize accurate estimation of semantic level indices, a sufficient amount of training data must be provided, and it becomes difficult to perform accurate estimation when a large amount of training data cannot be prepared. Generally, it is difficult to prepare enough training contents for each semantic level index, and the estimation of semantic level indices therefore has some errors. In such cases, since the semantic features obtained from the estimated semantic level indices also have errors, the distances between two video scenes based on those features cannot be accurately calculated. The retrieval results may therefore not be the same as the ones desired by users.

Smeulders et al. reported that the pivotal point in content-based retrieval is that the user seeks semantic similarity, but the database cannot provide similarity by data processing, and this is the so-called semantic gap (Smeulders, Worring, Santini, Gupta, & Jain, 2000). Furthermore, we have to solve the following new problems as well as the above problems. When users cannot provide specific queries representing their desired contents, it becomes difficult to discover those contents by retrieval based on the query response model (Campbell, 1996). This was also pointed out in IDC report 2010 (Gantz & Reinsel, 2010). It was stated in that report that we will have to consider how we find the information we need when we need it, and thus new search and discovery tools must be developed.
In this paper, we present a human-centered navigation system for video retrieval as a solution to improving the conventional retrieval systems. Lew et al. reported that human-centered computing is one of the research topics that have potential for improving multimedia retrieval by bridging the semantic gap (Lew, Sebe, Djeraba, & Jain, 2006). In human-centered computing, the main idea is also to satisfy the users and allow users to make queries in their own terminology; user studies give us direct insights into interactions between humans and computers. Therefore, human-centered computing is effective for not only bridging the semantic gap but also solving the problem of users not being able to provide specific queries. The proposed human-centered navigation system is equipped with the following three functions.

(i) **Collaborative use of multimedia data**
Sometimes, users cannot represent their desired contents in words. Collaborative use of multimedia data such as visual data, audio data, text data, link relationship, and sensor data plays a significant role. This is known as a multi-modal approach (Babaguchi, Ishida, & Morisawa, 2004), (Calic, Campbell, Dasiopoulou, & Kompatsiaris, 2005), (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh, Basavaraja, Sridhar, 2008) and is necessary for overcoming the limitation when we use only one type of content. This means in order to improve the performance of video retrieval, collaborative use of multimedia data is essential. Note that the basic idea of this approach is based on previous works, and its novelty in our system is less than that of the following two functions.

(ii) **User’s preference extraction**
No technology can completely satisfy users’ demands since their preferences are continuously changing according to their situations. Thus, some schemes for estimating users' preferences are necessary in order to realize the above human-centered computing. Then the system can extract useful information from users, and thus, users can become the terminologies for providing queries.

(iii) **Adaptive visualization**
Retrieval results have to be exhibited for users to be aware of their desired contents. Furthermore, in order to realize (ii) user’s preference extraction, the interface must connect the users and our system. Therefore, adaptive visualization to their interest (Chorianopoulos, 2008) is highly effective for leading them to the desired contents.
The above functions are necessary in order to provide a solution and also overcome the limitations of the traditional query-response model. Thus, we have developed a system that is equipped with these functions; it is called the human-centered navigation system hereafter and is shown in the following section.

This paper is organized as follows. First, the basic concepts of human-centered systems and key functions for realizing human-centered systems in the proposed method are explained in the second section. In the third section, we present a new human-centered video navigation system that is equipped with the key functions shown in the second section. In order to verify the effectiveness of the proposed system, results of some experiments are shown in the fourth section. Finally, conclusions are given in the fifth section.

**HUMAN-CENTERED SYSTEMS AND THEIR KEY FUNCTIONS**

This section presents the basic concepts of human-centered systems and key functions for their realization in the proposed method. As pointed out by Lew et al. (Lew, Sebe, Djeraba, & Jain, 2006), current systems have significant limitations, such as inability to understand a wide user vocabulary and the user’s satisfaction level in searching for a particular media item. Current research topics that have potential for improving multimedia retrieval by bridging the semantic gap are as follows: human-centered computing, new features, new media, browsing and summarization, and evaluation/benchmarking. In human-centered computing, the main idea is to satisfy users and allow users to make queries in their own terminology. User studies provide direct insights into interactions between humans and computers. By human-centered, we mean systems that consider the behavior and needs of the human user. As noted earlier, the foundational areas of multimedia information retrieval were often in computing-centric fields. However, since the primary goal is to provide effective browsing and search tools for the user, it is clear that the design of the systems should be human-centric. There have been several major recent initiatives in this direction such as user understanding, experiential computing, and affective computing [Bertino, Hadid, Toumani, 2005], [Jaimesa Sebe, 2007], [Jain, 2008], [Koope MacIntyre, 2003], [Shneiderman, 1990].

From the above discussion, we present three key concepts for our human-centered video navigation system. Recent systems are mostly rank list-based browsing interfaces showing retrieval results that are best matched to queries provided by users in turn. In these systems, users should provide specific queries that correctly represent
what they want in order to quickly find desired contents. This means that for showing these desired contents in higher ranks, users should provide specific queries. Otherwise, their desired contents cannot be shown in high ranks, and the users must search lower ranks. Furthermore, we have to note another point – semantic gap. Generally, recent retrieval systems automatically perform indexing or annotation for contents in their databases. However, it is well known that their performance is not perfect, and they cannot correctly grasp semantic concepts. Therefore, even if users can provide specific queries, the best-matched contents provided by the systems may not correspond to their truly desired contents. In such a case, users must also search lower ranks. In order to tackle this problem, (i) collaborative use of multimedia data such as visual data, audio data, text data, link relationship, and sensor data plays a significant role. Different kinds of data should mutually complement their limitations. Furthermore, users’ preferences are continuously changing according to their situations, i.e., their specific queries are not always the same even if they watch the same contents. Thus, some schemes for knowing their situations to find their changeable preferences are necessary for solving the above problem, and this is called (ii) user’s preference extraction. Finally, even if the above two key functions are realized, it is difficult to perform perfect retrieval of desired video contents, and thus users must “search for” their truly desired contents through browsing interfaces. Therefore, since the interfaces should enable users to reach such desired video contents, (iii) adaptive visualization to their interest is highly effective for leading them to the desired contents.

**HUMAN-CENTERED VIDEO NAVIGATION SYSTEM**

This section presents a new system that is a feasible solution to realize human-centered navigation for video retrieval. This system has been developed for navigating users to desired video contents on the Web or broadcasted on TV or in camcorders. First, we show the algorithms in our navigation system. Specifically, it consists of the following five parts.

**Part 1: Preparation: Scene Segmentation of Video Sequences**

Before processing video contents in a target database, we have to divide them into some basic units. Therefore, in the first part, scene segmentation is performed for each video content. The definition of scenes is given later. In this part,
attrition probabilities of audio classes are estimated for audio signals based on principal component analysis (PCA), Mahalanobis’s generalized distance (MGD), and a fuzzy algorithm, and scene cuts are detected for target video contents.

**Part 2: Distance calculation based on audio-visual features**

In the second part, distances based on audio-visual features between two scenes are calculated. Our algorithm extracts audio-visual features for these two scenes and calculates the two kinds of distances respectively concerning their audio and visual sequences by using dynamic time warping (DTW).

**Part 3: Distance calculation based on music features**

In the third part, distances based on music features between two scenes are calculated. Our algorithm extracts music features based on bass and non-bass, which represent melodies of music, for music pieces in these two scenes and calculates their distances based on DTW.

**Part 4: Distance calculation based on text features**

In the fourth part, distances based on text features between two scenes are calculated. First, text features based on terms are extracted by using “Julius” – text extraction and morphological analysis of audio features. Then their distances based on the tf-idf method are calculated.

**Part 5: Visualization of retrieval results**

The final part is visualization of retrieval results. From the distances obtained by Parts 2-4, weighted distances between two scenes are calculated. The weights can be obtained from a “Preference board” through the interface from users, and its details are shown below. Then our system visualizes retrieval results in the visualization space.

The proposed method utilizes the multiple distances obtained in Parts 2-4 to realize “collaborative use of multimedia data”, and this multi-modal approach enables users to find desired contents through several aspects, i.e., several kinds of features. It should be noted that the final distances between video contents are determined by the function of “user’s preference extraction” equipped in the interface of “adaptive visualization”. Therefore, the three functions are all necessary in the proposed navigation system for video retrieval. The rest of this section presents the details of Parts 1-5.
A. Scene Segmentation of Video Sequences (Part 1)

This section presents scene segmentation of video sequences, which is the preprocessing of the proposed system. Generally, shots and scenes are regarded as basic units for audio-visual segmentation and classification. In this paper, a shot denotes a set of image frames in a video sequence obtained by one camera without interruption (Huang, Liu, & Wang, 2002), and a scene consists of one or more shots that are semantically correlated. The boundaries between two adjacent shots and scenes are called shot-cuts and scene-cuts, respectively.

First, the proposed system divides each video sequence into several shots, i.e., shot-cut detection is performed by the method described in (Patel & Sethi, 1996). This method utilizes the chi-square test for shot-cut detection. The shot-cut detection method that utilizes the chi-square test is a well-known method, and it can detect shot-cuts accurately. However, the level of accuracy of the shot-cut detection results becomes lower when several effects, such as fade and dissolve, are added to the shot-cuts. Therefore, we utilize not only the method proposed in (Patel & Sethi, 1996) but also the fade and dissolve detection method proposed in (Truong, Darai, & Venkatesh, 1996) for shot-cut detection.

From the obtained shot-cut detection results, we perform shot classification for realizing scene segmentation. The proposed system adopts our previously reported classification method using PCA, MGD and a fuzzy algorithm (Nitanda & Haseyama, 2007). This method consists of two parts, an audio analysis part and a shot classification part. In the audio analysis part, both PCA and MGD are utilized, and the effective features for the analysis can be automatically obtained. In the shot classification part, the method in (Nitanda & Haseyama, 2007) utilizes a fuzzy algorithm and enables calculation of the attribution probabilities of each shot belonging to shot classes Si, Sp, Mu, No, SpMu, and SpNo, these six classes representing silence, speech, music, noise, speech with music background, and speech with noise background, respectively. The proposed system regards the six attribution probabilities as features of each shot, and a six-dimensional feature vector can be obtained for each shot. Then the distance of feature vectors between two neighboring shots in the target video sequence can be calculated, and scene-cuts for which distances are larger than a predefined threshold value can be detected.
B. Distance Calculation Based on Audio-Visual Features (Part 2)

This subsection presents distance calculation based on audio-visual features in the proposed system. The proposed system calculates the following features for each clip, which is a short term in each video scene:

- **Visual features (48 dimensions)**
  
The color histogram of the first frame in each clip is calculated with HSV color space being utilized, and the numbers of the bins are 12, 2, and 2 for Hue, Saturation, and Value, respectively. Some high-order visual features such as SIFT (Lowe, Distinctive image features from scale-invariant keypoints, 2004), HOG (Dalal & Triggs, 2005), and Bag of keypoints (Csurka, Dance, Fan, & Bray, 2004) can also be utilized for the visual features in our system. In this paper, we utilize only the color features for simplicity.

- **Audio features (22 dimensions)**
  
The averages and standard deviations of the following eleven features are computed: volume, zero-crossing rate, pitch, frequency centroid, frequency bandwidth, sub-band energy ratio (0-630 Hz) (630-1720Hz) (1720-4400 Hz) (4400-11025 Hz), non-silence ratio and zero-ratio.
  
  These features are also utilized in several conventional methods (Nitanda & Haseyama, 2007), (Zhang & Kudo, 2001), (Liu, Wang, & Chen, 1998).

  Next, the proposed system calculates two kinds of distances for the above audio and visual features between two scenes by using DTW (Pikrakis & Kamarotos, 2003). DTW aligns two time series and computes the distance between them. Since DTW takes into account the expansion and contraction of the series, it can appropriately represent the distance between two series even if the series include these effects. Therefore, the proposed method regards video sequences as time series of audio or visual features and calculates the distance between two scenes for which lengths are different. Then two kinds of distances are obtained for audio and visual features.


**C. Distance Calculation Based on Music Features (Part 3)**

In this subsection, distance calculation based on music features between two scenes is explained. In the study field of music, it is well known that three elements, melody, rhythm and code, are the most important for analyzing music pieces. The proposed system focuses on melodies and derives distance calculation based on their features. It should be noted that we cannot calculate music features for scenes not including any music. In the proposed system, we estimate the attribution probabilities utilized for the scene segmentation and calculate the music features from audio signals whose attribution probabilities of the music class are higher than those of the other classes. If any parts of the target audio signals do not have the highest attribution probabilities of the music class, we cannot compare the music features and do not perform the distance calculation for a target scene. Details of the distance calculation based on music features are shown in the rest of this subsection.

The proposed system adopts our previously reported method for music analysis (Kobayashi & Haseyama, 2007). Specifically, we divide music into two parts, a bass track and a non-bass track, for the calculation of distances based on melody lines. First, the time series of the fundamental frequency of the bass sound is calculated as melody lines of the bass track. The fundamental frequency of the bass track can be accurately estimated because of the following two characteristics: (i) the energy of a bass sound is concentrated in a lower frequency band than those for other sounds, and this band is generally limited to 40 to 250 [Hz] because there are only a few harmonic sound components, and (ii) the duration of a bass sound is longer than the durations of other sounds. Therefore, in order to estimate the fundamental frequency of the bass track, we calculate time series of the weighted power spectrum for each scene. Then the time series of the fundamental frequency of the bass track can be obtained as those of the maximum point of the weighted spectrum.

Furthermore, the time series of energy corresponding to the pitch notation is calculated as melody lines of the non-bass track. Generally, the sound of non-bass instruments contains harmonic sound components. In addition, some instruments compose the sound in the same frequency bands. Thus, the melody lines of each instrument cannot be easily obtained. Therefore, our system utilizes energy of the frequency that corresponds to the pitch notation as melody lines of the non-bass track.

In this way, we can obtain two kinds of features based on the bass track and the non-bass track for each scene, where the obtained features are the time series concerning melody lines. The proposed system computes the distance
of the bass tracks and the non-bass tracks between two scenes by utilizing DTW since the lengths of the two scenes, i.e., two music components, are generally different. Then, by multiplying two distances obtained for the bass track and non-bass track by DTW, the distance based on the melody lines can be calculated between two scenes. Details of the feature extraction and the distance calculation are shown in (Kobayashi & Haseyama, 2007).

D. Distance Calculation Based on Text Features (Part 4)

In this subsection, the distance of topics by utilizing text features based on speech recognition results is defined. First, the proposed system extracts audio signals including speech whose attribution probabilities of Sp, SpMu, and SpNo used in the scene segmentation are higher than the other attribution probabilities for each scene. Then speech recognition is performed for the speech sequences, and terms are extracted from the speech recognition results. Specifically, Julius(http://julius.sourceforge.jp/), a large vocabulary continuous speech recognition system, is utilized for speech recognition in the proposed system. The language model, acoustic model and dictionary adopted in the proposed method are those of the Julius dictation kit. Furthermore, the extracted terms are weighted by the tf-idf function (Sebastiani, 2002), which is widely used in information retrieval. Note that scenes are regarded as documents to apply the tf-idf function to video contents. Then, for each scene, a vector whose elements are the weights of the terms is obtained. The proposed system defines the distance of text features between two scenes by calculating the distance of their feature vectors. It should be noted that distances cannot be calculated between two scenes that do not contain speech signals. In such cases, we utilize other distances described in the previous subsections.

The speech recognition system used in the proposed system has limitations in recognition accuracy in order not to lose the advantage of a large amount of training data not being needed. Therefore, we define the features based on the speech recognition results as not being sensitive to recognition errors. Since the distance of topics is computed by statistical weights, it tends not to be sensitive to speech recognition errors.
E. Visualization of Retrieval Results (Part 5)

This subsection presents the visualization of retrieval results. From the previous subsections, we can calculate the distances of audio-visual features, music features, and text features. By combining these distances through the visualization interface in the proposed system, the collaborative use of multimedia data, i.e., multi-modal video retrieval, is realized. Furthermore, in this scheme, users’ preferences should be extracted through the adaptive visualization interface. Therefore, the proposed system must be equipped with the above three key functions for visualization of retrieval results. Details of this interface are given in the rest of this subsection.

Before explaining the specific procedures, we present the interface of the proposed system. The details of the adaptive visualization interface are shown in Fig. 1. The library contains video contents, and a new query content can be initially selected. From the query content, we retrieve four similar video contents, where the upper-left two contents tend to be retrieved from their visual features and the lower-right two contents tend to be retrieved from their audio features, the details of which are shown later. Furthermore, the analysis board shows how similar the query content and the retrieved content are; that is, it shows several calculated distances. Finally, the preference board determines weights of visual, audio-music, and text distances from users’ operations for retrieving similar video contents (Takahashi & Haseyama, 2007). Then, through this interface, new video contents are associatively retrieved, and the proposed system leads users to the desired contents.

Figure 2 shows the procedures for visualization of retrieval results. First, the proposed system obtains four distances of visual features, audio features, music features, and text features. The proposed system merges the two distances of audio and music features. Specifically, if the sum of the attribution probabilities of music in two target scenes are higher than those of the other audio classes, we utilize only the distance of music features. Otherwise, the distance of audio features is only utilized.

From the obtained three distances (visual, audio-music, text), the proposed system calculates the final distance. Specifically, the proposed system computes the weighted sum of the three distances, the weights being determined from the preference board. The weight of each element (visual, audio-music, text) is the inverse number of the distance from the point provided by users through the preference board, and it is normalized by using all of the weights. From the obtained final distances, we select four video contents similar to the query content and show them
as presented in Fig. 2. The positions of the retrieval results shown in the interface are also determined as shown in this figure.

F. Implementation of the proposed system

By performing the above procedures, we implement the human-centered multimedia navigation system for video retrieval. In this system, if video contents are added to the target database, scene segmentation of these contents is performed (Part 1). Furthermore, the calculation of distances between scenes obtained by the scene segmentation and those in the database is performed (Parts 2-4). It should be noted that the procedures in Parts 1-4 are performed in an off-line environment, and the visualization (Part 5) shown in the previous subsection is performed after those procedures. Naturally, the visualization of retrieval results is performed in an on-line environment.

As described above, the implemented system in our approach is equipped with three functions, collaborative use of multimedia data, user's preference extraction, and adaptive visualization. Video contents simultaneously contain multiple data such as visual data, audio data, music data, and text data, and they should be collaboratively used. Therefore, the collaborative use of multimedia data is necessary for satisfying user's demands, and this is closely related to recent multimodal approaches. Furthermore, when the above approach is implemented into the proposed system, the system should not determine which elements are important or not for retrieving video contents. This is because the important elements are different for each user. Thus, implementation of user's preference extraction is desirable for improving the performance of video retrieval by our system. In the proposed system, users determine weights of visual data, audio data, music data, and text data as their preferences, but their direct determination is not usually easy. Therefore, we implement the visualization interface equipped with the preference board and enable users to intuitively change these weights. Since the retrieval results adaptively change on the basis of weights extracted from the preference board, users can intuitively understand their own preferences. In this way, the proposed system effectively uses the three functions and realizes a human-centered multimedia navigation system with high flexibility.
G. Contributions of the proposed system

As shown in the above explanations, the procedures from "Scene Segmentation of Video Sequences" (Part 1) to "Distance calculation based on text features" (Part 4) are mostly based on our previous works. The main contributions, i.e., the most important parts in the proposed system, particularly those in Part 5, are based on the following points.

(i) Collaborative use of multimedia data

As shown in Parts 1-4, the proposed system can perform distance calculation of visual, audio, music, and text features, respectively. Since scenes within video contents simultaneously have such multiple data, i.e., multiple features, the final similarities or dissimilarities should be obtained on the basis of this characteristic. Therefore, in the proposed system, a multi-modal approach is introduced into the retrieval of similar video contents. Specifically, the final distance between two different scenes is derived by merging distances calculated from available features. In this approach, the proposed system is equipped with a useful scheme for judging which features are available by monitoring the attribution probabilities of each shot belonging to shot classes Si, Sp, Mu, No, SpMu, and SpNo as shown in Parts 3-5, and distance calculation suitable for the target scenes becomes feasible. It should be noted that although the collaborative use of multimedia data is important for improving the performance of the proposed system, it is not an original contribution of this work. Multimodal approaches have been presented by several researchers including (Babaguchi, Ishida, & Morisawa, 2004), (Calic, Campbell, Dasiopoulou, & Kompatsiaris, 2005), (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008) and (Sudha, Shalabh, Basavaraja, Sridhar, 2008). Therefore, the multimodal approach in our system is an essential function to improve the performance of the video retrieval, but the basic concept is similar to those of some previous works. Its novelty is thus less than that of the following two points.

(ii) User's preference extraction

As shown in (i), we can perform multi-modal video retrieval by introducing the collaborative use of multimedia data into the proposed system. It should be noted that the proposed system merges the distances of different features and outputs the final distance between two different scenes. In this scheme, someone must provide weights of features for determining which features should be focused on to calculate the final distance. Generally, when viewing video contents, each user may focus on their visual data, audio data, music data, or semantic data, i.e., the media focused on are different for each user. Therefore, in the proposed system, a user's preference extraction scheme is
introduced into the calculation of final distance between two video scenes. Then this can reflect the user's demands and enable successful video retrieval. It should be noted that in order to obtain the user's preference, the proposed system must be equipped with some functions. Thus, in order to realize this, we adopt the following novel approach.

(iii) Adaptive visualization

Adaptive visualization is adopted for realizing the following two points. First, in order to realize the user's preference extraction, some functions for connecting users and our system are necessary. Therefore, the proposed interface contains the function "preference board" to adaptively extract user's preferences. Secondly, since retrieval results have to be exhibited for users to be aware of their desired contents, the proposed system adopts the interface shown in Fig. 1 to lead users to their desired contents.

EXPERIMENTAL RESULTS

In order to verify the effectiveness of the proposed system, results of quantitative evaluation are shown in this section. Video contents (320 × 240 pixels, 30 fps, 44.1 kHz, 6.99 × 10^3 sec) that include 277 scenes of several TV programs were utilized in this experiment. We iteratively selected one query scene and retrieved similar ones by utilizing the conventional method (Babaguchi, Ishida, & Morisawa, 2004) and the proposed system. A multi-modal approach using both visual and audio sequences is adopted in the conventional method, and it is therefore suitable for comparison with our system. In this experiment, we used video contents that were obtained from several news programs in order to make the evaluation easy. This means several scenes reporting the same topics exist for each query scene, and we can easily determine whether the retrieved results are correct or not. Thus, we can perform the leave-one-out-based evaluation. It should be noted that in this experiment, the scene segmentation shown in this paper was adopted in both the proposed system and the conventional method. For each query, the proposed system and the conventional method calculate the distances from the other scenes and output the retrieval results based on the obtained distances. Note that we implemented the conventional method and conducted a comparison with the proposed system. Furthermore, in order to perform retrieval by the proposed system, the subject needs to operate the preference board. In this evaluation, one subject participated in the experiment. The determination of whether the retrieved scenes are correct or not can be easily performed since we use the video contents of news programs.
However, the subject uses the preference board to obtain retrieved results, and we have to verify the performance of our system including such subjective parts. Therefore, we add new subjective evaluation using several subjects, and its details are shown later. In the proposed system, the subject had to choose the weights for visual, audio, music, and text in the preference board. The subject randomly operated the preference board, and then the retrieved results were changed. Furthermore, the weighting point in the preference board was determined in such a way that the subject could find the optimal results, i.e., scenes reporting the same topics as those of the queries. Thus, from the above point, we can see the proposed system has the best retrieval performance since the subject can select the optimal results. This experiment compares the upper-limit of the retrieval performance between the proposed system and the conventional method.

As described above, for each query scene, several similar scenes reporting the same topics exist in the test dataset. Therefore, by only monitoring the retrieval results, we can perform the evaluation by using Recall, Precision, and F-measure. Specifically, we define Recall, Precision, and F-measure as follows:

\[
\text{Recall} = \frac{\text{Number of correctly retrieved scenes}}{\text{Number of truly similar scenes}}
\]

\[
\text{Precision} = \frac{\text{Number of correctly retrieved scenes}}{\text{Number of retrieved scenes}}
\]

\[
\text{F-measure} = \frac{2}{\frac{1}{\text{Recall}} + \frac{1}{\text{Precision}}}
\]

Note that the results shown in Table 1 are the average values of the above equations. From this table, we can see that the proposed system can provide desired scenes more successfully than can the conventional method. Not only collaborative use of multimedia data but also user’s preference extraction and adaptive visualization are adopted in the proposed navigation system. Therefore, more accurate video retrieval was realized as shown in Table I. As described above, the important elements for retrieving video contents, such as visual data, audio data, music data, and text data, are different for each user. Thus, the conventional multimodal approaches tend not to be suitable for adaptive video content retrieval since their collaborative use of multimedia data is based on fixed procedures not adapting users' preferences. This means that the flexibility of retrieval in those conventional approaches is limited, and video contents provided for users are also quite limited. Furthermore, many attractive approaches to realize
accurate image and video analysis for automatically extracting metadata from those contents have been proposed,
and representative methods have been shown in TRECVID (TRECVID, -). These attractive methods contribute to
the improvement of accuracy of the image and video retrieval. On the other hand, we have to tackle another problem,
i.e., the realization of user-centric navigation. In order to achieve this application, we have to also concern how
systems navigate users to their desired contents. Our system is a useful trial for realizing such human-centered
navigation systems.

Next, we show another quantitative evaluation of the proposed system. In (Lew, Sebe, Djeraba, & Jain, 2006),
results of experiments in which systems were compared on the basis of content similarities and similarities of random
content views are presented for realization of verification systems. We therefore performed similar experiments for
verification of the proposed system. We also compared the performance of the proposed system and the
performances of systems in two recent works (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh,
Basavaraja, Sridhar, 2008). It should be noted that the first system in those works (Bruno, Moenne-Loccoz,
Marchand-Maillet, 2008) also adopts a multi-modal retrieval approach. Furthermore, this method performs pseudo-
relevance feedback by learning the queries provided from users based on the SVM. Therefore, since this
conventional method adopts useful approaches similar to those of the proposed system, it is suitable for comparison
in this experiment. The second system (Sudha, Shalabh, Basavaraja, Sridhar, 2008) also performs relevance feedback
and calculates the weights of multiple features from users. Furthermore, the Simultaneous Perturbation Stochastic
Approximation (SPSA) technique is adopted for realizing the above approach. Therefore, the method proposed by
Bruno et al. and this method adopt similar schemes and are therefore for comparison with the proposed system.

In the experiments, we used quantitative evaluation based on grouping principles (Wertheimer, 1923). In Gestalt
psychology, grouping principles describe the laws which let elements appear to be grouped together. Hence, these
principles strongly influence the way in which the components of a networking drawing, i.e., the nodes and links, are
organized and perceived as a whole. In Gestalt psychology, the following two laws are referred to as the main
grouping principles:
(i) The Law of Proximity,
(ii) The Law of Good Continuation.
"The law of proximity" means that elements which are near each other appear to be grouped together. "The law of good continuation" means that points which result in straight or smoothly curving lines when connected are seen as if they belong together, and the lines tend to follow the smoothest path. The retrieval results gradually vary with repeated retrievals and tend to contain similar videos. Therefore, these videos appear to be grouped together in feature space. According to this tendency, we utilize the law of proximity and the law of good continuation on the retrieval time axis in order to quantitatively evaluate the results provided by the video retrieval.

First, we denote \( K \) retrieved scenes in the \( t ~ (t=1,2,\ldots,T) \)-th retrieval time as \( f_{t,k} \) \( (k=1,2,\ldots,K) \). In this experiment, we selected one video scene from \( K \) \( (=4) \) retrieved results in each retrieval time. Note that these scenes are selected in such a way that the total sum of the distances for the selected scenes’ features between neighboring retrieval times becomes minimum. For the following explanation, the set of selected scenes containing scenes \( f_{T,k} \) at retrieval time \( T \) is denoted as \( C_{T,k} \) \( (k=1,2,\ldots,K) \), and the total sum of distances calculated for the set \( C_{T,k} \) is denoted by \( e_d(T,k) \).

The above selection of the video scene in each retrieval time is performed to obtain retrieval results with grouping characteristics.

Next, we focus on "the law of proximity", and a new evaluation value is defined as follows:

\[
E_p(T) = \frac{1}{K} \sum_{k=1}^{K} e_d(T,k),
\]

the value becoming smaller when the features of video scenes become similar between neighboring retrieval times. Therefore, we utilized the above criterion for the evaluation value representing "the law of proximity". Furthermore, we focus on "the law of good continuation", and the evaluation value is defined as follows:

\[
E_c(T) = \frac{1}{K} \sum_{k=1}^{K} e_c(T,k),
\]

where \( e_c(T,k) \) is the total sum of approximation errors between the video scenes in \( C_{T,k} \) aligned at even intervals and their approximation curves. In this experiment, we utilized a second-order Bezier curve for its simplicity. The above value becomes smaller when the features of the video scenes between neighboring retrieval times vary gradually. Therefore, we utilized this criterion for the evaluation value representing "the law of good continuation".

In this experiment, we prepared 754 scenes and performed six tests. For each test, 500 scenes were randomly selected from the prepared 754 scenes, and we iteratively performed retrieval by our system, random content views
like (Lew, Sebe, Djeraba, & Jain, 2006), and the two conventional methods. The two evaluation values $E_p(T)$ and $E_c(T)$ were calculated as shown in Figs. 3 and 4. Note that in this experiment, we applied MDS (Multi Dimensional Scaling) to features of video scenes in order to clearly show the difference between results obtained by using the proposed system and results obtained by using the conventional methods. The results obtained by using the proposed system, random content views, and the two conventional methods are shown in these figures. From the obtained results, we can see that the proposed system tends to have smaller values for these two criteria, and effective retrieval can thus be realized. We have thus confirmed the effectiveness of the proposed system. Furthermore, in this experiment, the conventional method in (Sudha, Shalabh, Basavaraja, Sridhar, 2008) also gave better results than the results of the other two conventional methods. This is related to the retrieval time, and its details are shown in the following subjective evaluation.

From the obtained results, we can see that users can reach their desired contents by iterating the retrieval based on the proposed system. Specifically, from "the law of proximity", the proposed system can provide similar video contents between neighboring retrieval times, i.e., it enables accurate content retrieval. Then the proposed system can faithfully search neighboring contents in their feature space, and this is an essential characteristic for any video retrieval scheme. Furthermore, from "the law of continuation", the contents provided by the proposed system gradually vary between neighboring retrieval times, and this enables users to steadily move toward their desired contents. Then, even if users do not have specific queries before starting retrieval, the proposed system gradually leads users to their desired contents by iterating the retrieval. Therefore, the proposed system provides a quite different scheme from those presented in the conventional approaches.

Since our work is about a human-centered multimedia navigation system, the effectiveness should be confirmed experimentally (Hartson, Andre, Williges, 2003). We therefore performed a new experiment to investigate the performance of the proposed system and the performance of the conventional systems from users' verification, i.e., subjective evaluation. We performed subjective evaluation using 11 subjects (User1-User11). Table II shows the profiles of the subjects. We used the same video database as that used in the previous experiments. In this experiment, each subject performed video retrieval based on the proposed system and the conventional systems (random content views and the two previously reported methods (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh, Basavaraja, Sridhar, 2008), where the specific tasks for the evaluation are shown as follows:
[Tasks for subjective evaluation]

1. Goal video scenes were provided to the subjects.

2. The subjects tried to find the goal video scenes from arbitrary initial video scenes, i.e., initial queries, by using the proposed system or the conventional systems.

3. Procedures 1 and 2 were repeated.

After the above tasks, the subjects answered the following questionnaires about each system:

- **[Q1] Effectiveness (6 elements):**
  - [Q1-1] Could you effectively perform the retrieval? (1-7)
  - [Q1-2] Could you obtain expected video scenes by the system? (1-7)
  - [Q1-3] Were the retrieved results reasonable? (1-7)
  - [Q1-4] Could the system lead you to the goal video scenes? (1-7)
  - [Q1-5] Could you make a quick decision for finding new query scenes? (1-7)
  - [Q1-6] Could you get a lot of information through the retrieval? (1-7)

- **[Q2] Efficiency (3 elements)**
  - [Q2-1] Could you intuitively perform the retrieval? (1-7)
  - [Q2-2] Can the system be applied to other databases? (1-7)
  - [Q2-3] Do you want to use this system for daily life? (1-7)

- **[Q3] Usability (1 element)**
  - [Q3-1] Was the system useful? (1-7)

- **[Q4] Satisfaction (4 elements)**
  - [Q4-1] Did the system work as you imagined? (1-7)
  - [Q4-2] Was the system frustrating/relaxing? (1-7)
  - [Q4-3] Was the system boring/exciting? (1-7)
  - [Q4-4] Were you tired by using the system? (1-7)

Scores 1-7 in the questionnaires represent from bad to good, i.e., 1 is the worst and 7 is the best. The results of this experiment are shown in Table III and Fig. 5. From the obtained results, we can see that the proposed system tends to have better performance in terms of effectiveness, efficiency, usability and satisfaction than the previously reported
methods. We also calculated quantitative values while the subjects performed the above tasks. The average times for finding a new query in each iteration were 8.6 sec, 11.0 sec, 15.4 sec and 8.3 sec in the proposed system, the random content views and the two previously reported methods (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh, Basavaraja, Sridhar, 2008), respectively. Therefore, from the obtained results, retrieval by the proposed system and the conventional method in (Sudha, Shalabh, Basavaraja, Sridhar, 2008) is faster than that by the other methods. On the other hand, as shown in Table III and Fig. 5, the proposed method mostly gave better results than not only the random content views and the method in (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008) but also the method in (Sudha, Shalabh, Basavaraja, Sridhar, 2008). Specifically, although the method in (Sudha, Shalabh, Basavaraja, Sridhar, 2008) performs fast retrieval, it cannot output better results of subjective evaluation. Therefore, from the above discussion, the proposed system can averagely output better results than the conventional methods in terms of retrieval time and subjective evaluation. Note that as shown in Table III, it tends to be difficult for the proposed system to output better results in Q4 (Satisfaction). From the obtained results, we can see that since the subjects need to operate the preference board to get their goal scenes in the proposed system, they tend to feel difficulties in these operations. This is also confirmed from the results of the random content views. In this method, users do not perform any annoying operations, and the results therefore tend to be better than those of other questionnaires. Therefore, in order to solve this point in the proposed system, the user’s preference extraction should be performed automatically from their viewing histories. This will be a subject of our future study.

Conclusions

A trial realization of human-centered multimedia navigation for video retrieval is presented in this paper. Three functions are introduced into the proposed system in order to realize human-centered navigation. They provide a solution to the conventional problem of not being able to perform retrieval when users do not have specific queries and semantic gaps occur. Successful and efficient retrieval thus becomes feasible by using our system. Experimental results show the effectiveness of the proposed system.

In this paper, we only focus on the retrieval of video contents, i.e., new video contents are retrieved from other video contents as shown in Fig. 1. It should be noted that in order to realize multimedia navigation, it is desirable that
various kinds of multimedia contents be retrieved. Therefore, the retrieval of multiple kinds of contents over different media should be realized, and this will be a subject of our future work. Furthermore, user's preference extraction is performed by using operations based on the proposed interface. This approach enables users to reach their truly desired video contents. Nevertheless, since it is desirable that this information be extracted automatically, i.e., from only user's viewing histories, their preference extraction should be realized without using the "preference board". This is also a subject of our future study.
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Fig. 1. Interface of the proposed navigation system. A multi-modal approach, which collaboratively utilizes visual, audio, music, and text features, is used in the distance calculation of videos in the proposed system, and an interface that enables extraction of user’s preferences leads users to their desired videos.
Fig. 2. Specific procedures for visualization of retrieval results. The visualization step is broadly composed of two schemes, "Calculation of final distances between the query scene and scenes in the database" and "Visualization of retrieval results". In the first scheme, the final distance is determined from the results obtained by the Preference board. In the second scheme, the scenes are shown on the basis of the final distance calculated in the first scheme and distances of audio-music and visual features.
Fig. 3. Relationship between the criterion of “the law of proximity” and the retrieval iteration: (a) – (f) correspond to the results of tests 1-6. Note that Video Vortex, Random, SVM and SPSA respectively represent the proposed system, the random content views and the previously reported two methods (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh, Basavaraja, Sridhar, 2008).
Fig. 4. Relationship between the criterion of “the law of good continuation” and the retrieval iteration: (a) – (f) correspond to the results of tests 1-6. Note that Video Vortex, Random, SVM and SPSA respectively represent the proposed system, the random content views and the previously reported two methods (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh, Basavaraja, Sridhar, 2008).
Fig. 5. Results (scores) of the subjective evaluation by the proposed system, the random content views and the previously reported two methods (Bruno, Moenne-Loccoz, Marchand-Maillet, 2008), (Sudha, Shalabh, Basavaraja, Sridhar, 2008). Note that Video Vortex, Random, SVM and SPSA respectively represent the above four methods. Furthermore, the obtained results are average scores of the elements in effectiveness, efficiency, usability and satisfactions shown in Table III, i.e., we show Q1, Q2, Q3 and Q4 of each system.
TABLE I
PERFORMANCE COMPARISON BETWEEN THE CONVENTIONAL METHOD AND THE PROPOSED METHOD.

<table>
<thead>
<tr>
<th>(Babaguchi, Ishida, &amp; Morisawa, 2004)</th>
<th>Proposed System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>0.55</td>
</tr>
<tr>
<td>Precision</td>
<td>0.38</td>
</tr>
<tr>
<td>F-value</td>
<td>0.44</td>
</tr>
</tbody>
</table>
TABLE II  
PROFILES OF THE SUBJECTS.

<table>
<thead>
<tr>
<th>Description</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of the subjects (male/female)</td>
<td>11 (10/1)</td>
</tr>
<tr>
<td>Nationality (number)</td>
<td>Japan (11)</td>
</tr>
<tr>
<td>Ages (years)</td>
<td>21–26</td>
</tr>
</tbody>
</table>
### Table III
DETAILS OF THE RESULTS OBTAINED IN THE SUBJECTIVE EVALUATION.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Random content views</th>
<th>Proposed system (Video Vortex)</th>
<th>SVM ([Bruno, Moenne-Loccoz, Marchand-Maillet, 2008])</th>
<th>SPSA ([Sudha, Shalabh, Basavaraja, Sridhar, 2008])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1-1</td>
<td>2.45</td>
<td>5.09</td>
<td>5.14</td>
<td>4.82</td>
</tr>
<tr>
<td>Q1-2</td>
<td>3.00</td>
<td>5.41</td>
<td>4.73</td>
<td>4.77</td>
</tr>
<tr>
<td>Q1-3</td>
<td>2.91</td>
<td>5.36</td>
<td>4.73</td>
<td>4.68</td>
</tr>
<tr>
<td>Q1-4</td>
<td>2.32</td>
<td>5.18</td>
<td>5.32</td>
<td>5.05</td>
</tr>
<tr>
<td>Q1-5</td>
<td>4.91</td>
<td>5.14</td>
<td>4.64</td>
<td>4.45</td>
</tr>
<tr>
<td>Q1-6</td>
<td>3.27</td>
<td>3.64</td>
<td>3.82</td>
<td>3.64</td>
</tr>
<tr>
<td>Q1 (Average of Q1-1 ... Q1-6)</td>
<td>3.14</td>
<td>4.97</td>
<td>4.73</td>
<td>4.57</td>
</tr>
<tr>
<td>Q2-1</td>
<td>4.50</td>
<td>5.64</td>
<td>5.05</td>
<td>4.73</td>
</tr>
<tr>
<td>Q2-2</td>
<td>3.00</td>
<td>5.09</td>
<td>4.77</td>
<td>4.14</td>
</tr>
<tr>
<td>Q2-3</td>
<td>2.68</td>
<td>4.36</td>
<td>4.41</td>
<td>4.09</td>
</tr>
<tr>
<td>Q2 (Average of Q2-1 ... Q2-3)</td>
<td>3.39</td>
<td>5.03</td>
<td>4.74</td>
<td>4.32</td>
</tr>
<tr>
<td>Q3 (= Q3-1)</td>
<td>4.50</td>
<td>4.82</td>
<td>4.32</td>
<td>4.00</td>
</tr>
<tr>
<td>Q4-1</td>
<td>6.14</td>
<td>6.23</td>
<td>6.09</td>
<td>5.77</td>
</tr>
<tr>
<td>Q4-2</td>
<td>5.23</td>
<td>5.27</td>
<td>5.36</td>
<td>4.73</td>
</tr>
<tr>
<td>Q4-3</td>
<td>3.23</td>
<td>4.32</td>
<td>5.05</td>
<td>4.50</td>
</tr>
<tr>
<td>Q4-4</td>
<td>5.50</td>
<td>5.18</td>
<td>4.73</td>
<td>4.68</td>
</tr>
<tr>
<td>Q4 (Average of Q4-1 ... Q4-4)</td>
<td>5.02</td>
<td>5.25</td>
<td>5.31</td>
<td>4.92</td>
</tr>
</tbody>
</table>