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Abstract

We construct cylindrical statistical immersions between spaces of Hessian cur-
vature zero.

The words “statistical submanifold” can be found in the paper [5] in 1989, which was
written by Vos in the context of statistical inference or information geometry. Although
the history of this geometry is not so short, it is hard to find classical differential geo-
metric approaches for the study of statistical submanifolds. In this paper, we would like
to continue to try it after [2], and give some of basic examples of statistical subman-
ifolds apart from applications for statistics. In other words, we will study immersions
between statistical manifolds preserving statistical structures, which are called statistical

immersions, in particular, called statistical hypersurfaces if the codimension equals one.
We take a space Nn in Definition 1.1, which can be considered as a basic model of a
statistical manifold of dimension n. The space Nn has been known as a Hessian manifold
of constant Hessian curvature zero. In [2], a statistical hypersurface of a Hessian mani-
fold of constant Hessian curvature negative into the space Nn+1 is uniquely determined.
Besides, there exist no statistical hypersurfaces of a Hessian manifold of constant Hessian
curvature positive into the space Nn+1. On the other hand, we have plenty of statistical
hypersurfaces of Nn into Nn+1.
In this paper, we determine statistical diffeomorphisms of Nn onto itself, and statisti-
cal hypersurfaces of Nn into Nn+1 with vanishing statistical second fundamental form
(Propositions 2.1 and 2.2). Moreover, we explicitly construct and determine statistical
immersions of a domain of N2 into N3 of cylinder type (Theorem 3.1).

∗This work was supported by JSPS KAKENHI 21540059.
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1 Preliminaries

A triple (M,∇, g) of a manifold, an affine connection and a Riemannian metric on it is
called a statistical manifold if the connection ∇ is of torsion free and the Codazzi equation
(∇Xg)(Y, Z) = (∇Y g)(X,Z) holds for any vector fields X, Y, Z ∈ Γ(TM). Furthermore,
a statistical manifold (M,∇, g) is called a Hessian manifold if the connection ∇ is flat.
In this case, we can naturally define the Kähler structure on the tangent bundle of M .
A Hessian manifold (M,∇, g) is said to be of constant Hessian curvature c (∈ R) if the
holomorphic sectional curvature of the corresponding Kähler metric is constant −c, which
expresses that

(∇XK) (Y, Z) = −c

2
{g(X, Y )Z + g(X,Z)Y } , X, Y, Z ∈ Γ(TM),

where K is the (1, 2) tensor field given by

K(X, Y ) := ∇XY − ∇g
XY,

and ∇g is the Levi-Civita connection of g (See [4]). We should remark that

C(X, Y, Z) := (∇Xg)(Y, Z) = −2g(K(X, Y ), Z)

for any vector fields X, Y, Z ∈ Γ(TM).
Among the Hessian manifolds of constant Hessian curvature zero, a non-trivial and basic
model is given as follows:

Definition 1.1. Set Nn := ((R+)n,∇Nn
, gNn) as

(R+)n := {y = t(y1, . . . , yn) ∈ Rn | y1 > 0, · · · , yn > 0},
∇Nn

∂

∂yi

∂

∂yj
= −δij(yj)−1 ∂

∂yj
, gNn := gEn|(R+)n =

n∑

j=1

(dyj)2,

where gEn is the Euclidean metric on Rn. Then Nn is a Hessian manifold of constant
Hessian curvature zero, and besides ∇Nn

is complete. We call Nn the space of Hessian

curvature zero of dimension n in this paper.

A characterization of the space Nn is given in [3]. We calculate that

CNn = −2
n∑

j=1

(yj)−1dyj ⊗ dyj ⊗ dyj.

Let (M̃, ∇̃, g̃) be a statistical manifold and f : M → M̃ an immersion of a manifold M .
Define g and ∇ on M by

g = f ∗g̃, g(∇XY, Z) = g̃(∇̃Xf∗Y, f∗Z), X, Y, Z ∈ Γ(TM).

Then (M,∇, g) is a statistical manifold, and (∇, g) is called the statistical structure in-

duced by f from (∇̃, g̃). An immersion between statistical manifolds is called a statistical

immersion if the induced structure coincides with the original one. Let (M,∇, g) and
(M̃, ∇̃, g̃) be statistical manifolds with C and C̃, respectively. An isometric immersion
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f : M → M̃ is a statistical immersion if and only if f ∗C̃ = C. A statistical immersion of
codimension one is called a statistical hypersurface as well.
Let f : (M,∇, g) → (M̃, ∇̃, g̃) be a statistical hypersurface with a unit normal vector
field n. Define h, II ∈ Γ(TM (0,2)) by

∇̃Xf∗Y = f∗∇XY + h(X, Y )n,

∇g̃
Xf∗Y = f∗∇g

XY + II(X, Y )n, X, Y ∈ Γ(TM),

where II is the Riemannian second fundamental form of f , and h should be called the
statistical second fundamental form of f . Let ∇̃∗ be the dual connection of ∇̃ with respect
to g̃. By definition,

Wg̃(U, V ) = g̃(∇̃WU, V ) + g̃(U, ∇̃∗
WV )

holds for U, V,W ∈ Γ(TM̃). We can define another second fundamental form h∗ by

∇̃∗
Xf∗Y = f∗∇∗

XY + h∗(X, Y )n.

It should remark that ∇∗ is the dual connection of ∇ with respect to g, and that

II =
1
2

(h+ h∗). (1.1)

We should remark that if h = II = 0, then (∇, g) is a Hessian structure of Hessian
curvature zero.

2 Statistical Hyperplanes

Let us determine a statistical diffeomorphism ϕ : Nn → Nn and a statistical hypersurface
f : Nn → Nn+1 with vanishing statistical second fundamental form in a global setting.

Proposition 2.1. A statistical diffeomorphism between Nn is given as ϕ : (R+)n ∋
(yi) 7→ (yσ(i)) ∈ (R+)n for some permutation σ on {1, . . . , n}.

The proof will be omitted because it follows from the argument similar to Step 2 of the
proof for Proposition 2.2. Let Mn+1,n(R) denote the set of all the (n+1)×n real matrices.

Proposition 2.2. Let f : Nn → Nn+1 be a statistical hypersurface. If the statistical
second fundamental form h vanishes, then so does the Riemannian one, and moreover, f
is a hyperplane expressed as

fα((yi)) = eb
α

(y1)l
α
1 · · · (yn)l

α
n ,

for some L = (lαj ) ∈ Mn+1,n(R) and b = (bα) ∈ Rn+1 such that (1) lαj = 0 or 1 for
α = 1, . . . , n + 1, j = 1, . . . , n, (2) rank L = n, (3) lα1 + · · · + lαn ≤ 1.
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Figure 1: Examples of f in Proposition 2.2

Proof . [Step 1] We claim the following in general: Let f : (M,∇, g) → (M̃, ∇̃, g̃) be
a statistical hypersurface. If (∇, g) and (∇̃, g̃) are Hessian structures of Hessian curva-
ture zero, and if the statistical second fundamental form h vanishes, then so does the
Riemannian second fundamental form II.
Let us prove the claim. According to [1], the tangential component of (∇̃XK̃)(f∗Y, f∗Z)
is given as

(∇XK)(Y, Z) − b(Y, Z)A∗X + h(X, Y )B∗Z + h(X,Z)B∗Y

for any vector fields X, Y, Z ∈ Γ(TM), where

b = h− II, B∗ = A∗ − S,

∇̃Xn = −f∗A
∗X + τ ∗(X)n, ∇g̃

Xn = −f∗SX.

By the assumption, we get

0 = −b(Y, Z)A∗X = II(Y, Z)A∗X.

If A∗ vanishes, so does h∗, since g(A∗X, Y ) = h∗(X, Y ). The formula (1.1) implies that
the Riemannian second fundamental form vanishes.
[Step 2] In the Euclidean differential geometry, II = 0 implies f is a part of a hyperplane,
and we may assume that

fα((yi)) =
∑

aαj y
j + bα, for some A = (aαj ) ∈ Mn+1,n(R), b = (bα) ∈ Rn+1.

The indexes run as follows: i, j, k, l = 1, . . . , n and α, β, γ = 1, . . . , n + 1. Since f is
isometric and f((R+)n) ⊂ (R+)n+1, we have

∑
aαi a

α
j = δij, aαi ≥ 0, bα ≥ 0. (2.1)

The direct calculation implies that the condition f ∗CNn+1 = CNn is equivalent to

(yi)−1δijδik =
∑

aγi a
γ
j a

γ
k(
∑

aγl y
l + bγ)−1. (2.2)

Since rankA = n, for any i ∈ {1, . . . , n} there exists γ ∈ {1, . . . , n + 1} such that
aγi 6= 0. Let γ1(i), . . . , γp(i) be the indexes such that aγ1(i)

i · · ·aγp(i)
i 6= 0. Using (2.1),
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we write (2.2) with i = j 6= k as 0 = (aγi )
2aγk(

∑
aγl y

l + bγ)−1 for each γ, and then
0 = a

γq(i)
k (

∑
a
γq(i)
l yl + bγq(i))−1, which implies

a
γ1(i)
k = · · · = a

γp(i)
k = 0 for k 6= i ∈ {1, . . . , n}, (2.3)

and
(aγ1(i)
i )2 + · · · + (aγp(i)

i )2 = 1. (2.4)

Using (2.1) again, from (2.2) with i = j = k we get that for each i,

1 =
∑

γ

yi(aγi )
3(
∑

l

aγl y
l + bγ)−1

=
∑

q

yi(aγq(i)
i )3(aγq(i)

i yi + bγq(i))−1

=
∑

q

(aγq(i)
i )3(aγq(i)

i +
bγq(i)

yi
)−1

≤
∑

q

(aγq(i)
i )2 = 1,

which implies
bγ1(i) = · · · = bγp(i) = 0 for i ∈ {1, . . . , n}. (2.5)

The conditions (2.3), (2.4) and (2.5) can be rewrite as in the statement in our proposition.

3 Statistical Cylinders

As non-trivial simple examples, we construct cylinders preserving statistical structures
by solving a system of ordinary differential equations.

Theorem 3.1. Let f be a statistical immersion of a domain R+ × I of N2 into N3 of
the form f(s, t) := t(s, u(t), v(t)) ∈ (R+)3. Then u(t) and v(t) are given by




u(t) =

(
at2/3 + b

)3/2
,

v(t) = (1 − a3)−1
{
(1 − a3)t2/3 − a2b

}3/2 (3.1)

for constants a ∈ (−∞, 1) and b ∈ R.

Proof . Since we calculate

f ∗gN3 = ds2 +
(
u′(t)2 + v′(t)2

)
dt2,

f ∗CN3 = −2
{
s−1ds3 +

(
u(t)−1u′(t)3 + v(t)−1v′(t)3

)
dt3
}
,

we should determine functions u, v on an interval I ⊂ (0,∞) satisfying

u′(t)2 + v′(t)2 = 1,
u(t)−1u′(t)3 + v(t)−1v′(t)3 = t−1,

u(t) > 0, v(t) > 0.
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Figure 2: f for a = −2 and b = 3/4 in Theorem 3.1

Setting
p(T ) := u(T 3/2)2/3 and q(T ) := v(T 3/2)2/3, (3.2)

we get that they are equivalent to the following:

p(T )p′(T )2 + q(T )q′(T )2 = T, (3.3)
p′(T )3 + q′(T )3 = 1, (3.4)
p(T ) > 0, q(T ) > 0. (3.5)

Differentiating (3.4) and (3.3), we have p′2p′′ + q′2q′′ = 0 and pp′p′′ + qq′q′′ = 0, that is,
[
p(T ) q(T )
p′(T ) q′(T )

] [
p′(T )p′′(T )
q′(T )q′′(T )

]
=
[

0
0

]
,

which implies that the following (3.6) or (3.7) occurs:

p′(T )p′′(T ) = q′(T )q′′(T ) = 0, (3.6)
p(T )q′(T ) − q(T )p′(T ) = 0. (3.7)

In the case (3.7), there exists a positive constant ã such that

p(T ) = (1 + ã3)−1/3T, q(T ) = ã(1 + ã3)−1/3T, (3.8)

which are derived from q = ãp with (3.3) and (3.4).
In the case (3.6), there exist constants a, b, c, d such that

a3 + c3 = 1, a2b+ c2d = 0,
p(T ) = aT + b, q(T ) = cT + d,

in which the first two equations are derived from (3.3) and (3.4). Accordingly, we have

p(T ) = aT + b, q(T ) = (1 − a3)1/3T − a2(1 − a3)−2/3b, if a < 1,
p(T ) = T, q(T ) = d, if a = 1,
p(T ) = aT + b, q(T ) = −(a3 − 1)1/3T − a2(a3 − 1)−2/3b, if a > 1.

(3.9)

The case (3.8) is considered as the case when b = 0 and a = (1+ ã3)−1/3 in (3.9)1. Besides,
(3.9)2 is considered as the case when a = 0 and b = d in (3.9)1, and (3.9)3 for constants
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ã(> 1), b̃ is considered as the case when a = −(ã3 − 1)1/3 and b = −ã2(ã3 − 1)−2/3b̃ in
(3.9)1. To sum up, we can say that functions p and q satisfying (3.3), (3.4) and (3.5) are
given by (3.9)1. Using (3.2), we obtain (3.1).

Under the setting in Theorem 3.1, if b = 0, the interval I of the domain can be the whole
R+ and then f is a plane given in Proposition 2.2.

References

[1] Furuhata H., Hypersurfaces in statistical manifolds, Differential Geom. Appl. 27
(2009), 420 – 429.

[2] Furuhata H., Statistical hypersurfaces in the space of Hessian curvature zero, Differ-
ential Geom. Appl. 29 (2011), S86 – S90.

[3] Furuhata H. and Kurose T., Hessian manifolds of nonpositive constant Hessian sec-
tional curvature, Tohoku Math. J. 65 (2013), 31 – 42.

[4] Shima H., The Geometry of Hessian Structures, World Sci. Publ., 2007.

[5] Vos, P.W., Fundamental equations for statistical submanifolds with applications to
the Bartlett correction, Ann. Inst. Statist. Math. 41 (1989), 429 – 450.

142


