<table>
<thead>
<tr>
<th>Title</th>
<th>Long-time behavior of an electron interacting with a quantized radiation field</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author(s)</td>
<td>Arai, Asao</td>
</tr>
<tr>
<td>Citation</td>
<td>Journal of Mathematical Physics, 32(8), 2224-2242</td>
</tr>
<tr>
<td>Issue Date</td>
<td>1991-08</td>
</tr>
<tr>
<td>Doc URL</td>
<td><a href="http://hdl.handle.net/2115/13674">http://hdl.handle.net/2115/13674</a></td>
</tr>
<tr>
<td>Rights</td>
<td>Copyright © 1991 American Institute of Physics</td>
</tr>
<tr>
<td>Type</td>
<td>article</td>
</tr>
<tr>
<td>File Information</td>
<td>jmp32-8-1.pdf</td>
</tr>
</tbody>
</table>

Hokkaido University Collection of Scholarly and Academic Papers : HUSCAP
The long-time behavior of an electron coupled to a quantized radiation field is discussed in the ground state and in equilibrium states at finite temperatures. The electron is not confined in an external potential. The model used is a $d$-dimensional extension of a standard model (the Pauli-Fierz model) in nonrelativistic quantum electrodynamics: The electron moves in $\mathbb{R}^d$ ($d \geq 2$) and the radiation field is over $\mathbb{R}^d$. Further, the energy function $\omega$ of one free photon is taken to be a general one. In defining the interaction part of the Hamiltonian of the model, an ultraviolet cutoff is introduced for photon momenta with a cutoff function $\tilde{\rho}$ and the dipole approximation is used. It is proved that at each finite temperature $T > 0$, the mean-square displacement of the electron behaves like $(k_B T d / m) t^2$ as time $t$ tends to infinity, where $k_B$ is the Boltzmann constant and $m > 0$ is a renormalized mass of the electron which should be identified with the observed mass of the electron. The long-time asymptotics of the mean square displacement of the electron in the ground state is different from that at the finite temperatures; it depends on the space dimension $d$ and on the infrared behavior of $\omega$ and $\tilde{\rho}$.

I. INTRODUCTION

In this paper we consider an electron coupled to a quantized radiation field. The main purpose is to investigate the long-time behavior of the electron in the ground state and in equilibrium states at finite temperatures in the case where the electron is “free,” i.e., not confined in an external potential. For a mathematical generality, we use a model that is a $d$-dimensional extension of a standard model (the Pauli-Fierz model) in nonrelativistic quantum electrodynamics (e.g., Refs. 1-3): The electron moves in $\mathbb{R}^d$ and the radiation field is over $\mathbb{R}^d$ ($d \geq 2$). Further, we take the energy function $\omega$ of one free photon to be general. This setting has an advantage also in physical considerations, because it may give us a chance to characterize the physical case: $d = 3$, $\omega(k) = |k|$, $k \in \mathbb{R}^d$. In defining the interaction between the electron and the radiation field, which is taken to be minimal with $\Lambda^2$-term retained, an ultraviolet cutoff is introduced for photon momenta with a cutoff function $\tilde{\rho}$ and the dipole approximation is used.

Generally speaking, the long-time behavior of a quantum particle interacting with a (random) environment is connected with its transport properties. An interesting question is then whether the particle diffuses or not. A convenient quantity to classify the long-time behavior of the particle, giving also a criterion for the diffusion of the particle, is the mean-square displacement of the particle in a state (e.g., Ref. 4 and references therein). From this point of view, we analyze the long-time behavior of the mean-square displacement of the electron in the ground state and in equilibrium states at finite temperatures. Thus our first task is to establish the existence of the ground state and equilibrium states of the quantum system under consideration. However, this problem is not so trivial. In fact, in the present case, neither the ground state nor equilibrium states may exist, because the electron is not confined in an external potential and the electron and photons move in the continuum $\mathbb{R}^d$. Taking this possibility into account, we first consider the situation where the electron is confined in a quadratic potential with a coupling constant $\epsilon > 0$, i.e., we treat a model of a harmonically bound electron coupled to a quantized radiation field. Concerning this model, we can show that the ground state and an equilibrium (KMS) state at each finite temperature exist. Then, by taking the “no-binding limit” $\epsilon \rightarrow 0$ of these states in terms of correlation functions, we try to define the ground state and equilibrium states of the quantum system of the free electron coupled to the quantized radiation field. We find that the no-binding limit does not exist for the “usual” correlation functions of the electron position operator. This fact may be interpreted as an indication of nonexistence of the ground state and equilibrium states in the case where the electron is free. We can prove, however, that for the correlation functions of the position displacement operator of the electron, the no-binding limit does exist. In this way we can define a mean-square displacement $\langle \Delta q(t)^2 \rangle_{M}(\beta)$ of the free electron coupled to the quantized radiation field in an equilibrium state at each finite temperature $\beta$ and in the ground state ($\beta = \infty$), where $q(t)$ is the position operator of the electron at time $t$, $\Delta q(t) = q(t) - q$, and $M > 0$ is a parameter denoting the “photon mass.” We show that for all $\beta \in (0, \infty)$ and $M > 0$,

$$\langle \Delta q(t)^2 \rangle_{M}(\beta) \sim (d / m \beta) t^2$$  

(1.1)

as $t \rightarrow \infty$, where $m > 0$ is a renormalized mass of the electron that should be identified with the observed mass of the electron (Theorems 4.6 and 4.9). Formula (1.1) means that at finite temperatures, the electron diffuses with an infinite diffusion constant. On the other hand, we see that the long-time asymptotics of the mean-square displacement of the electron in the ground state is different from (1.1); it depends on the space dimension $d$ and on the infrared behavior of $\omega$ and the cutoff function $\tilde{\rho}$ (Theorem 3.5).

One might argue that the use of the dipole approximation may be physically questionable in the case under consideration, i.e., in the situation where the electron moves far
The existence of the ground state of $\hat{H}$; (iii) derivation of explicit formulas for correlation functions of the electron. As $\epsilon \to 0$, the mean-square displacement of the electron in the ground state is in a finite temperature state. We first construct an equilibrium (KMS) state $\langle \cdot \rangle_{\text{KMS}}(\beta)$ of the model discussed in Sec. II and derive explicit formulas for correlation functions of the electron as $M \to 0$. We prove the following facts: (i) if $M > 0$, then $\langle \Delta q(t)\rangle^2_M$ is bounded in $t$ and hence the electron does not diffuse; (ii) if $M = 0$, then the long-time asymptotics of $\langle \Delta q(t)\rangle^2_M$ depends on $d$ and on the infrared behavior of $\omega$ and $\hat{p}$. Moreover, we show that the VEVs of the electron velocity $v(t) = dq(t)/dt$ have the no-binding limits.

In Sec. IV we discuss the case where the quantum system of the electron and the radiation field is in a finite temperature state. We first construct an equilibrium (KMS) state $\langle \cdot \rangle_{\text{KMS}}(\beta)$ of the model discussed in Sec. II and derive explicit formulas for correlation functions of the electron. As in the case of the ground state, we show that the no-binding limit does not exist for the "usual" correlation functions of the electron position operator, but, for the correlation functions of $\Delta q(t)$, it does exist. In particular, we derive an explicit formula for the no-binding limit of the mean-square displacement:

$$\langle \Delta q(t) \rangle^2_M(\beta) = \lim_{\epsilon \to 0} \langle \Delta q(t) \rangle^2_{M,\epsilon}(\beta).$$

Then we analyze the long-time behavior of $\langle \Delta q(t) \rangle^2_M(\beta)$ and prove (1.1). The correlation functions of the electron velocity are also discussed. We show that they have the no-binding limits and, in the no-binding limit, the correlation between $v(t)$ and $v(0)$ persists as $|t| \to \infty$.

In Appendix A we give an estimate of a one-dimensional integral, which is used in the text to prove the nonexistence of the no-binding limit of the VEVs or the correlation functions of $q(t)$. In Appendix B we establish an elementary limit theorem for a one-dimensional integral, which is applied in the text to derive the long-time asymptotic formulas of the mean-square displacement of the electron.

II. A HARMONICALLY BOUND ELECTRON COUPLED TO A QUANTIZED RADIATION FIELD

Models of a harmonically bound electron coupled to a quantized radiation field have been discussed from various points of view (e.g., Refs. 7–13, see also Refs. 14–19 for their scalar field versions). In this section we reconsider one of such models in a mathematically rigorous way and summarize some fundamental properties of it. The model here is a $d$-dimensional extension of the model discussed in Ref. 7. The functional analytic method used in Ref. 7 still works without any significant modification, giving results similar to those obtained there. Thus most of the results in this section will be given without detailed proofs.

A. Definition of the model

The Hilbert space of state vectors for the harmonically bound electron is $L^2(\mathbb{R}^d)$. We use the system of units where the Planck constant divided by $2\pi$ and the speed of light are 1, respectively. We denote by $q = (q_1, \ldots, q_d) \in \mathbb{R}^d$ the position operator of the electron. The electron momentum operator is given by

$$p = -i \partial / \partial q = -i \nabla,$$

where the differential operators $\partial / \partial q_j$, $j = 1, \ldots, d$, are taken in the generalized sense.

We use the Coulomb gauge in quantizing the free classical radiation field in the Fock representation, so that the Hilbert space of state vectors for the free quantized radiation field is the Boson Fock space

$$\mathcal{F}_{EM} \equiv \bigotimes_{n=0}^{\infty} \mathcal{F}^n_{\text{Fock}},$$

over the (one-photon) Hilbert space

$$W = L^2(\mathbb{R}^d) \boxtimes \cdots \boxtimes L^2(\mathbb{R}^d),$$

where $\boxtimes W$ denotes the $n$-fold symmetric tensor product of $W$ with convention $\boxtimes^n W = \mathbb{C}$. Let $a(f)$, $\mathfrak{f} W$, be the usual annihilation operator in $\mathcal{F}_{EM}$ (antilinear in $f$). For $r = 1, \ldots, d - 1$, and $f \in L^2(\mathbb{R}^d)$, we define $\mathfrak{f} W$ by $f_r = (0, \ldots, f_{r-1}, f_r, 0)$. The $r$th component is equal to $\mathfrak{f}$ and the other components are zero. The mapping $f \mapsto a(f_{r})$ defines an operator-valued distribution on $\mathbb{R}^d$. We denote the distri-
bution kernel by \(a, (k)\), \(k \in \mathbb{R}^d\). The operator-valued distributions \(a, (k)\) and \(a, (k)^*\) satisfy the standard canonical commutation relations.

Let \(\omega_1(t)\) be a continuously differentiable, strictly monotone increasing function on \((0, \infty)\) such that \(\omega_1(t) \to \infty\) as \(t \to \infty\) and

\[
\omega_1(0) = \inf_{t \to 0^+} \omega_1(t) = 0,
\]
and define the rotation invariant function

\[
\omega(k) = \omega_1(\sqrt{|k|^2 + M^2})
\]
on \(\mathbb{R}^d\), where \(M > 0\) is a parameter. We take \(\omega(k)\) to be the energy of a free photon with momentum \(k\). The standard physical choice for \(\omega(k)\) is given by the case \(\omega_1(t) = t\), so that \(\omega(k) = \sqrt{|k|^2 + M^2}\). In this case, \(M\) means the "photon mass" (usually \(M = 0\)).

The free Hamiltonian of the quantized radiation field is defined by

\[
H_F = \int d k \omega(k) a,(k)\alpha,(k),
\]
where summation over repeated indices with respect to \(r = 1, \ldots, d - 1\), is understood.

The Hilbert space \(\mathcal{H}\) of state vectors for the interacting system of the electron and the radiation field is taken to be the tensor product of \(L^2(\mathbb{R}^d)\) and \(\mathcal{F}_{\text{EM}}\):

\[
\mathcal{H} = L^2(\mathbb{R}^d) \otimes \mathcal{F}_{\text{EM}}.
\]

We denote by \(\Omega_0\) the Fock vacuum in \(\mathcal{F}_{\text{EM}}\) and define \(\mathcal{F}_{\text{EM},0}\) to be the subspace of \(\mathcal{F}_{\text{EM}}\) spanned by vectors of the form

\[
a(f_1) \cdots a(f_n) \Omega_0, \quad f_j \in W, j = 1, \ldots, n, n \gg 1.
\]

We set

\[
\mathcal{F}_{0} = C_0(\mathbb{R}^d) \otimes \mathcal{F}_{\text{EM},0},
\]

where \(\otimes\) denotes algebraic tensor product. The subspace \(\mathcal{F}_0\) is dense in \(\mathcal{F}\).

A densely defined closed linear operator \(A\) (resp. \(B\)) in \(L^2(\mathbb{R}^d)\) (resp. \(\mathcal{F}_{\text{EM}}\)) can be extended to an operator \(\mathcal{S}\) as \(A \otimes I\) (resp. \(I \otimes B\)), where \(I\) denotes identity. For notational simplicity, we shall denote the extensions by the same symbols.

Let \(e^{(\sigma)}(k)\) be an \(\mathbb{R}^d\)-valued measurable function on \(\mathbb{R}^d\) such that

\[
ke^{(\sigma)}(k) = 0, \quad e^{(\sigma)}(k)e^{(\delta)}(k) = \delta_{\sigma\delta},
\]
a.e. \(k \in \mathbb{R}^d\), \(\sigma, \delta = 1, \ldots, d - 1\).

The vectors \(e^{(r)}(k), r = 1, \ldots, d - 1\), serve as polarization vectors of a photon with momentum \(k\). The time-zero radiation field \(A(x)\) and its conjugate \(\pi(x)\) are defined, respectively, as an operator-valued distribution of the following form:

\[
A(x) = \int d k \frac{1}{\sqrt{2\omega(k)}} e^{(r)}(k)(a,(k)\alpha,(k)^*e^{-\omega x} + a,(k)^*e^{\omega x}),
\]

\[
\pi(x) = i \int d k \sqrt{\frac{\omega(k)}{2}} e^{(\gamma)}(k)
\]
\[\times(a,(k)^*e^{-\omega x} - a,(k)e^{\omega x}), \quad x \in \mathbb{R}^d.\]

Let \(\rho\) be a real-valued measurable function on \(\mathbb{R}^d\) such that its Fourier transform

\[
\hat{\rho}(k) = \frac{1}{(2\pi)^{d/2}} \int dx \rho(x)e^{-\omega x}
\]
exists with \(\omega^{-1/2}\rho \in L^2(\mathbb{R}^d)\). We shall use \(\hat{\rho}\) as a cutoff function for large photon momenta. The time-zero radiation field with cutoff \(\rho\) is then defined by

\[
A(x\rho) = \int \rho(x-y) A(y) dy
\]
\[= \int d k \frac{1}{\sqrt{2\omega(k)}} e^{(\gamma)}(k)
\]
\[\times \{\hat{\rho}(k)a,(k)^*e^{-\omega x} + \hat{\rho}(k)a,(k)e^{\omega x}\},
\]
which is essentially self-adjoint on \(\mathcal{F}_0\). We take the interaction between the electron and the quantized radiation field to be minimal and use the dipole approximation. Thus the total Hamiltonian of the model we are going to study is defined by

\[
H = \frac{1}{2m_0}(p - eA(t;\rho))^2 + H_F + \frac{1}{2}m_0 \omega^2,
\]

where \(m_0 > 0\) (resp. \(\epsilon > 0\), \(e \in \mathbb{R} \setminus \{0\}\)) is a parameter denoting the bare mass of the electron (resp. the spring constant of the harmonically bound electron, the elementary charge) (cf. Refs. 1–3). The free Hamiltonian of the model is obtained by putting \(\epsilon = 0\) in \(H\):

\[
H_0 = \frac{1}{2m_0} p^2 + \frac{1}{2}m_0 \omega^2 + H_F,
\]

which is self-adjoint and non-negative with domain \(D(H_0) = D(p^2) \cap D(q^2) \cap D(H_F)\).

Proposition 2.1: Suppose that \(\hat{\rho}/\omega^1/2 \in L^2(\mathbb{R}^d)\). Then \(H\) is self-adjoint, non-negative with domain \(D(H) = D(H_F)\) and essentially self-adjoint on every core of \(H_F\).

Proof: Similar to the proof of Theorem A.2 of Ref. 7 (cf. also Theorem 3.1 in Ref. 14). The idea of the proof is to apply the Glimm–Jaffe–Nelson commutator theorem [e.g., Ref. 20 (Sec. 19.4) and Ref. 21 (Sec. X.5)] with the "test operator" \(H_0\), where the following estimates are used:

\[
\|a,(f)^\#\Psi\| < \|a,(f)^\#\| \|H_0^2\Psi\| + \|f\| \|\Psi\|, \quad \Psi \in D(H_0^2)^*, r = 1, \ldots, d - 1.
\]

Remark: We can also show that \(D(H_0^2) = D(H_0^2)^*\).

B. Heisenberg operators

By Proposition 2.1 the total Hamiltonian \(H\) generates the unitary group \(e^{itH}; t \in \mathbb{R}\), which gives the dynamics of the quantum system under consideration. The time evolution of the dynamical variables \(\{q, p, A(x), \pi(x)\}\) are defined by the Heisenberg operators

\[
q(t) = e^{itH} q e^{-itH},
\]

\[
p(t) = e^{itH} p e^{-itH}.
\]
\[ A(t,x) = e^{itH}A(x)e^{-itH}, \quad \pi(t,x) = e^{itH}\pi(x)e^{-itH}, \quad t \in \mathbb{R}. \]  
\[ A(t,x) = e^{itH}A(x;\rho)e^{-itH}. \]  
We also define
\[ \pi(t,x) = e^{itH}\pi(x)e^{-itH}, \quad t \in \mathbb{R}. \]

In the same way as in Ref. 7, one can show that these operators are defined on \( D(H^1) \) and satisfy the following equations of motion on \( \mathcal{F} \cap D(H^1) \) (in the sense of operator-valued distribution with respect to variable \( x \)):

\[ \left( m_0 \frac{d^2}{dt^2} + \epsilon \right) q(t) = -e \frac{\partial}{\partial t} \int dx \rho(x)A(t,x), \quad \epsilon > 0, \]

\[ \left( \frac{\partial^2}{\partial t^2} + \omega(-i\nabla)^2 \right) A_\mu(t,x) = e\rho_\mu(x) \frac{d}{dt} q_\nu(t), \quad \mu = 1, \ldots, d. \]

(2.21)

Here the time derivatives are taken in the strong sense, \( \omega(-i\nabla) \) is the pseudodifferential operator defined by

\[ \omega(-i\nabla)\hat{f}(x) = \frac{1}{(2\pi)^d} \int \omega(k)\hat{f}(k)e^{ikx} \, dk 
\]

and

\[ \rho_\mu(x) = \frac{1}{(2\pi)^d} \int \, dk \, \hat{\rho}(k)d_\mu(k)e^{ikx} \]

with

\[ d_\mu(k) = \delta_\mu(k) + k_\mu k_\nu/|k|^2. \]

Summation over repeated indices with respect to Greek letters is also understood.

The equations of motion (2.21)-(2.24) are exactly solvable, which allows us to represent explicitly the Heisenberg operators given by (2.16)-(2.19). To do that, we need some technical considerations. We first define a class of the cutoff function \( \rho \).

Definition 2.2: Let \( \rho \) be a real-valued measurable function on \( \mathbb{R}^d \). We say that \( \rho \) is in \( \mathcal{K}(\mathbb{R}^d) \) if the Fourier transform \( \hat{\rho}(k) \) is a measurable function on \( \mathbb{R}^d \) and depends only on \( |k| \) with \( \hat{\rho}(k) > 0 \) for \( k \in \mathbb{R}^d \setminus \{0\} \), and

\[ \int \frac{d^d k}{\omega(k)|k|^2} \hat{\rho}(k)^2 < \infty, \quad \int d^d k \omega(k)|\hat{\rho}(k)|^2 < \infty, \]

where \( \omega_0 \) is defined by (2.3).

We shall write also as \( \hat{\rho}(k) = \hat{\rho}(|k|) \). We remark that \( \rho \in \mathcal{K}(\mathbb{R}^d) \) is allowed to tend to zero as \( |k| \to 0 \). The infrared behavior of \( \hat{\rho}(k) \) affects the long-time asymptotics of correlation functions of the model under consideration (cf. Ref. 22, see also Secs. III and IV).

If \( \rho \in \mathcal{K}(\mathbb{R}^d) \), then \( \rho \) satisfies the assumption of Proposition 2.1. For \( \rho \in \mathcal{K}(\mathbb{R}^d) \), we define a function \( D(z) \) of complex variable \( z \) by

\[ D(z) = \epsilon - zm(z), \quad m(z) = m_0 + \frac{(d-1)e^2}{d} \int d^d k \frac{\hat{\rho}(k)^2}{\omega(k)^2 - z}. \]

The functions \( m(z) \) and \( D(z) \) are analytic in the complex cut plane

\[ C \ni \epsilon \setminus [\omega_0^2, + \infty). \]

We set

\[ \epsilon_0 = \omega_0^2 m(\omega_0^2), \]

and

\[ m = m(0) = m_0 + \frac{(d-1)e^2}{d} \int d^d k \frac{\hat{\rho}(k)^2}{\omega(k)^2}. \]

Lemma 2.3: (i) Let \( \omega_0 = 0 \). Then \( D(z) \) has no zeros in \( C \).

(ii) Let \( \omega_0 > 0 \) and \( \epsilon < \epsilon_0 \). Then \( D(z) \) has a unique zero \( \lambda(\epsilon)^2 \epsilon(0,\omega_0^2) \) of order 1 [we take \( \lambda(\epsilon) > 0 \)]. Further we have

\[ \lambda(\epsilon)^2 < \epsilon/m, \]

for all \( \epsilon \in (0,\epsilon_0) \) and

\[ \lambda(\epsilon)^2 = \frac{\epsilon}{m} - \frac{(d-1)e^2|\omega^{-1}\hat{\rho}|^2}{md} \left( \frac{\epsilon}{m} \right)^2 + O(\epsilon^3) \]

as \( \epsilon \to 0 \).

(iii) Let \( \omega_0 > 0 \) and \( \epsilon > \epsilon_0 \). Then \( D(z) \) has no zeros in \( C \).

(iv) Let \( \omega_0 > 0 \) and \( \epsilon = \epsilon_0 \). Then \( D(z) \) has no zeros in \( C \) but \( D(\omega_0^2) = 0 \).

Proof: An elementary exercise.

Remark: The constant \( m \) given by (2.30) is a renormalized mass of the electron. A scattering-theoretical analysis in the case \( \epsilon = 0 \) shows that it should be identified with the observed mass of the electron. 3

Let \( \eta : (\omega_0, \infty) \to (0, \infty) \) be the inverse function of \( \omega_1(\sqrt{\tau^2 + M^2}) : \eta(t) = \sqrt{\omega_1^{-1}(t^2 - M^2)}, \]

where \( \omega_1^{-1} \) is the inverse function of \( \omega_1 \), and define

\[ K_M(x) = \begin{cases} (2\sqrt{x})^{-1}\hat{\rho}(\eta(\sqrt{x}))^2\eta(\sqrt{x})^{-1}\eta'(\sqrt{x}), & x > \omega_0^2, \\ 0, & x < \omega_0^2. \end{cases} \]

In what follows, we assume the following.

Assumption K (Lipschitz condition):

\[ |K_M(x + h) - K_M(x)| < C |h|^\alpha, \]

uniformly in \( x \in \mathbb{R} \), as \( h \to 0 \), with some constants \( C > 0 \) and \( 0 < \alpha < 1 \) independent of \( M \) sufficiently small.

His assumption is not empty. For example, if

\[ d > \max(2, 2p), \quad \omega_1(t) = t^p \quad (p > 0), \]

and \( \hat{\rho}(k) = \text{const} \, k^n \exp(-ck^2) \quad (c > 0, \quad n > 0; \text{integer}), \) then Assumption K is satisfied. A general sufficient condition for Assumption K to hold is discussed in Appendix A of Ref. 22.
Assumption K and the fact $K_M \in L^1(\mathbb{R})$ ensure that $K_M$ is bounded with

$$\lim_{x \to \pm 0} K_M(x) = 0$$

and its Hilbert transform

$$I_M(x) = \frac{1}{\pi} \text{p.v.} \int_\mathbb{R} \frac{K_M(y)}{x-y} dy$$

exists for all $x \in \mathbb{R}$, satisfying a Lipschitz condition with the same $\alpha$ as $K_M$ [e.g., Ref. 23 (Sec. 5.15)]:

$$|I_M(x+h) - I_M(x)| < C|h|^\alpha$$

(2.35)

uniformly in $x \in \mathbb{R}$, as $h \to 0$, with a positive constant $C'$ independent of $M$ sufficiently small.

Let $dS(\theta)$ be the canonical surface measure on the $(d-1)$-sphere $S^{d-1}$ and $V_d$ be the volume of $S^{d-1}$:

$$V_d = \int_0^{\pi/2} \sin^{d/2} \theta dS(\theta) = \frac{\pi^{d/2}}{\Gamma(d/2)}$$

(2.36)

where $\Gamma(z)$ is the gamma function. Set

$$\gamma_d = V_d(d-1)^{e'/d}.$$

Lemma 2.4: For all $x \geq \omega_0^2$, the limits

$$m_\pm(x;M) \equiv \lim_{\delta \to \pm 0} m(x \pm i\delta)$$

exist and are given by

$$m_\pm(x;M) = m_0 - \pi \gamma_d \{I_M(x) \mp iK_M(x)\}.$$  

(2.37)

Moreover,

$$\inf_{x \geq \omega_0^2} |m_-(x;M)| \geq C,$$

(2.38)

with a positive constant $C$ independent of $M$ sufficiently small.

Proof: We can write

$$m(x \pm i\delta) = m_0 - \pi \gamma_d \{Q_\delta \ast K_M\}(x) \mp iP_\delta \ast K_M(x),$$

where $P_\delta$ and $Q_\delta$ are the Poisson and the conjugate Poisson kernel, respectively,

$$P_\delta(x) = \delta/(x^2 + \delta^2), \quad Q_\delta(x) = x/(x^2 + \delta^2),$$

and $\ast$ denotes convolution. Assumption K allows us to apply a general theory of Fourier analysis (e.g., Ref. 23) to obtain (2.38).

To prove (2.39), we note that

$$|m_-(x;M)|^2 = (m_0 - \pi \gamma_d I_M(x))^2 + \gamma_d^2 \pi^2 K_M(x)^2.$$  

Since $I_M(x)$ is continuous in $x$, we have

$$\lim_{x \to \omega_0^2} \{m_0 - \pi \gamma_d I_M(x)\} = m(\omega_0^2) > 0.$$

By (2.35) this convergence is uniform in $\omega_0 < \omega_0$, where $\omega_0 > 0$ is a sufficiently small constant. For $0 < \omega_0 < \omega_0$, we have

$$m(\omega_0^2) > m_0 + \frac{(d-1)e^2}{d} \int \frac{\hat{\rho}(k)^2}{\omega_1(\sqrt{k^2 + M_0^2})} = A_0,$$

where

$$\omega_1(M_0) = \omega_0.$$  

Hence, for every $\varepsilon \in (0, A_0)$, there exists a positive constant $\delta$ independent of $\omega_0 (< \alpha_0)$ such that

$$\inf_{\omega_0^2 < \omega_0 < \omega_0 + \delta} \{m_0 - \pi \gamma_d I_M(x)\} > (A_0 - \varepsilon)^2,$$

which implies that for $0 < \omega_0 < \omega_0$

$$\inf_{\omega_0^2 < \omega_0 < \omega_0 + \delta} |m_-(x;M)|^2 > (A_0 - \varepsilon)^2.$$  

(2.40)

Since $K_M(x)$ is bounded and $K_M \in L^1(\mathbb{R})$, it follows that $K_M \in L^p(\mathbb{R})$ for all $p \in [1, \infty)$. Hence, $I_M \in L^p(\mathbb{R})$ for $p \in (1, \infty)$. Using this fact and (2.35), we have

$$\sup_{M < M_0} |I_M(x)| \to 0,$$

as $x \to \infty$ [cf. Ref. 23 (Sec. 5.15)]. Therefore, for every $\varepsilon \in (0, m_0)$, there exists a constant $R > 0$ independent of $M < M_0$ such that for all $x > R$

$$\inf_{x > R} |m_-(x;M)|^2 > (m_0 - \varepsilon)^2.$$  

(2.41)

We have

$$\inf_{\omega_0^2 + \delta, x \in R} \frac{\eta(\sqrt{x})}{\delta} \geq \inf_{\omega_0^2 + \delta, x \in R} \frac{\eta(\sqrt{x})}{\delta} \geq C_1 > 0,$$

(2.42)

with a constant $C_2(\omega_0) > 0$ satisfying

$$\lim_{\omega_0 \to 0} C_2(\omega_0) = 0.$$  

Hence, we have

$$\inf_{\omega_0^2 + \delta, x \in R} K_M(x)^2 > C > 0,$$

(2.43)

with a constant $C$ independent of $\omega_0$ sufficiently small. Combining this estimate with (2.40) and (2.41), we obtain (2.39).

Using Lemma 2.4 and (2.26), we see that the limits

$$D_\pm(x) = \lim_{\delta \to \pm 0} D(x \pm i\delta)$$

exist for all $x \neq x_0$ and are given by

$$D_\pm(x) = \varepsilon - \omega_0 M(x).$$

(2.44)

In the case $\varepsilon = \varepsilon_0$, we have

$$D_\pm(x) \neq 0, \quad x \neq x_0.$$  

Hence, we can define

$$F_{\varepsilon}(k) = \int_{E_0} |\hat{\rho}(k)|^2,$$

(2.45)

for which a remarkable integral formula holds.

Lemma 2.5: Let $f(x)$ be a measurable function on $[0, \infty)$ such that $|f(x)|^2$ is integrable on $\mathbb{R}^d$ with respect to $d\xi$. Then

$$\int_{E_0} |\hat{\rho}(k)|^2 |f(x)|^2,$$

(2.46)

...
Let $I(f)$ be the left-hand side (lhs) of (2.44). By
the change of variable $x = \omega_1\sqrt{k^2 + M^2}$, we have
$$I(f) = \int_{\omega_0}^\infty dx \frac{f(x)\hat{\rho}(\eta(x))\hat{\eta}(x)x^{d-1}\eta'(x)}{|D_-(x^2)|^2}.$$ By using formulas (2.38) and (2.42), we see that
$$\int_{\omega_0}^\infty dx \frac{f(x)\hat{\rho}(\eta(x))\hat{\eta}(x)x^{d-1}\eta'(x)}{|D_-(x^2)|^2} = \int_{\omega_0}^\infty dx \frac{f(x)\hat{\rho}(\eta(x))\hat{\eta}(x)x^{d-1}\eta'(x)}{|D_-(x^2)|^2}.$$ Hence (2.44) follows. In the case where $\omega_0 > 0$ and $\epsilon < \epsilon_0$, we introduce
$$c_\epsilon = \frac{\theta(\omega_0)\theta(\epsilon_0 - \epsilon)}{|\lambda_\epsilon|^{-1} - D'(\lambda_\epsilon)^2} - 1,$$ where $\theta(t)$ is the Heaviside function: $\theta(t) = 1$ for $t > 0$ and $\theta(t) = 0$ for $t < 0$. An important property of $F_\epsilon$ is given by the following lemma.

**Lemma 2.6:** Let $\epsilon \neq \epsilon_0$ in the case $\omega_0 > 0$. Let $g(z)$ be a meromorphic function on $\mathbb{C} \cup \{\infty\}$ and $\{a_n\}_{n=1}^N (N < \infty)$ be its poles with $a_n \in \omega_0 \setminus \{0, \lambda_\epsilon\}$, $n = 1, \ldots, N$. Then
$$\int_{\omega_0}^\infty \frac{d x}{x} \frac{g(x)\hat{\rho}(\lambda_\epsilon)^2 |F_\epsilon(k)|^2}{|D_-(x^2)|^2} = \frac{\hat{\rho}(\lambda_\epsilon)^2 |F_\epsilon(k)|^2}{|D_-(\lambda_\epsilon)^2|} + \sum_{n=1}^N \text{Res} \left( \frac{g(z)}{zD(z)} |a_n| \right),$$ where $\text{Res}(g(z)/zD(z),a_n)$ is the residue of $g(z)/zD(z)$ at $z = a_n$.

**Proof:** Similar to the proof of Lemma 3.4 in Ref. 16: one first notes that the lhs of (2.46) is written, via (2.44), as
$$\int_{\omega_0}^\infty \frac{d x}{x} \frac{g(x)\hat{\rho}(\lambda_\epsilon)^2 |F_\epsilon(k)|^2}{|D_-(x^2)|^2} = \frac{\hat{\rho}(\lambda_\epsilon)^2 |F_\epsilon(k)|^2}{|D_-(\lambda_\epsilon)^2|} + \sum_{n=1}^N \text{Res} \left( \frac{g(z)}{zD(z)} |a_n| \right).$$ Then, by a contour integration of $g(z)/zD(z)$, one evaluates this integral, where Lemmas 2.3 and 2.4 are used.

**Remark:** Let $I_\epsilon(g)$ be the integral given by the lhs of (2.46) and consider the case $\omega_0 = 0$. Then (2.46) implies that, e.g., for $g = 1$,
$$\lim_{\epsilon \to 0} I_\epsilon(1) = \infty.$$ On the other hand, for all $k \in \mathbb{R}^d \setminus \{0\}$, we have
$$\lim_{\epsilon \to 0} F_\epsilon(k) = ie \left[ \frac{\hat{\rho}(k)}{\omega(k)^2} m_\omega(k) \right] F_\epsilon(k).$$ If $\omega - 2ieL^2(\mathbb{R}^d)$, then $|F_\epsilon|^2$ is integrable [use (2.39)].
Theorem 2.8: Suppose that in the case $\omega_0 > 0$, $\epsilon \neq \epsilon_0$. Let $f \in \mathcal{S}'(\mathbb{R}^d)$ (the Schwartz space of rapidly decreasing $C^\infty$ functions on $\mathbb{R}^d$). Then, for all $\tau \in \mathbb{R}$ and $\mu = 1, \ldots, d$,

$$A_\mu(t, f) = \left( 1/\sqrt{2} \right) \{ b_\mu(\omega^{1/2}e^{i\tau \omega}) T_{\nu \nu} \}^*$$

$$+ b_\mu(\omega^{1/2}e^{i\tau \omega}) T_{\nu \nu} j$$

$$- \frac{1}{\sqrt{2\lambda(\epsilon)}} \{ (J f) \phi_{\nu \mu} \} B_\mu e^{-i\epsilon t},$$

$$\pi_\nu(t, f) = (i/\sqrt{2}) \{ b_\nu(\omega^{1/2}e^{i\tau \omega}) T_{\nu \nu} \}^*$$

$$- \frac{1}{\sqrt{2\lambda(\epsilon)}} \{ (J f) \phi_{\nu \mu} \} B_\mu e^{-i\epsilon t},$$

$$\sigma_\mu(t) = \frac{i}{\sqrt{2}} \{ b_\mu(\omega^{1/2}e^{i\tau \omega}) T_{\nu \nu} \}^*$$

$$- b_\mu(\omega^{1/2}e^{i\tau \omega}) T_{\nu \nu} j$$

$$+ i \frac{1}{\sqrt{2\lambda(\epsilon)}} \{ (J f) \phi_{\nu \mu} \} B_\mu e^{-i\epsilon t},$$

on $\mathcal{F}_0$. The proof of this theorem is similar to that of Theorem 3.1 in Ref. 7 and hence is omitted.

Using Theorem 2.8, we can express $a_\nu(f) \#$ in terms of $b_\nu(f) \#$ and $B_\mu \#$:

$$a_\nu(f) \# = b_\nu(T_{\nu \nu}^{(\epsilon)} f) + b_\nu(J(T_{\nu \nu}^{(\epsilon)} f))$$

$$- (\phi_{\nu \mu}^{(\epsilon)}, f) B_\mu \# - (\phi_{\nu \mu}^{(\epsilon)}, f) B_\mu \#,$$

where

$$\tilde{f}(k) = f(-k)$$

and

$$T_{\nu \nu}^{(\epsilon)}(k, k') = \frac{1}{2\lambda(\epsilon)} \frac{\lambda(\epsilon)}{2} e^{i\epsilon(k,k')} = \frac{1}{2\lambda(\epsilon)} \frac{\lambda(\epsilon)}{2} e^{i\epsilon(k,k')}.$$

By direct computations, one can easily prove the following fact.

Lemma 2.9: For each $r, s = 1, \ldots, d - 1, T^{(\epsilon)}_{\nu \nu}(k, k')$ is a Hilbert–Schmidt operator on $L^2(\mathbb{R}^d)$ with the integral kernel $T^{(\epsilon)}_{\nu \nu}(k, k')$ given by

$$T^{(\epsilon)}_{\nu \nu}(k, k') = \frac{1}{2\lambda(\epsilon)} \frac{\lambda(\epsilon)}{2} e^{i\epsilon(k,k')}.$$

C. Spectra of the Hamiltonian

We next state results concerning the spectral properties of $H$.

Lemma 2.10: (i) Let either $\omega_0 = 0$ or $\omega_0 > 0, c < c_0$. Then there exists a unique (up to constant multiples) vector $\Phi_0$ in $\mathcal{F}$ with $||\Phi_0|| = 1$ such that for all $r = 1, \ldots, d - 1$ and $f \in L^2(\mathbb{R}^d)$,

On $\mathcal{F}_0$. We also have

$$[H, b_\nu(f)] = - b_\nu(\omega f), \quad \omega^{-1} f \in L^2(\mathbb{R}^d),$$

$$[H, B_\mu] = - \lambda(\epsilon) B_\mu, \quad \mu = 1, \ldots, d.$$
Further $\Phi_0$ is in the domain of every polynomial of $b, (f) \Psi_0$, $r = 1, \ldots, d - 1, f \in L^2(\mathbb{R}^d)$.

(ii) Let $\omega_0 > 0$ and $\epsilon < \epsilon_0$. Then, there exists a unique (up to constant multiples) vector $\Psi_0$ in $\mathcal{F}$ with $\|\Psi_0\| = 1$ such that for all $r = 1, \ldots, d - 1, \mu = 1, \ldots, d$, and $f \in L^2(\mathbb{R}^d)$,

$$b, (f) \Psi_0 = 0, \quad B, \Psi_0 = 0.$$ 

Further $\Psi_0$ is in the domain of every polynomial of $b, (f) \Psi_0$, $r = 1, \ldots, d - 1, f \in L^2(\mathbb{R}^d)$ and $B, \Psi_0 = 1, \ldots, d$.

Proof: Similar to the proof of Lemma 5.6 in Ref. 7 and of Theorem 4.3 in Ref. 16.

Let

$$A_\mu = \left( \frac{m_0 \epsilon}{4} \right)^{1/4} q_\mu + i(4m_0 \epsilon)^{-1/4} p_\mu, \quad \mu = 1, \ldots, d. \quad (2.74)$$

Then we have

$$[A_\mu, A^*_\nu] = \delta_{\mu, \nu}, \quad \mu, \nu = 1, \ldots, d,$

on $C^\infty(\mathbb{R}^d)$. In terms of $A_\mu^*$, the harmonic oscillator Hamiltonian

$$h_\epsilon = \frac{\epsilon}{2m_0} \frac{\partial^2}{\partial q^2} + (\epsilon/2) q^2$$

can be written as

$$h_\epsilon = \sqrt{\frac{\epsilon}{m_0}} A_\mu^* A_\mu + \frac{d}{2} \sqrt{\frac{\epsilon}{m_0}}.$$

Let

$$\psi_0(q) = \left( \frac{\sqrt{m_0 \epsilon \pi}}{\sqrt{m_0 \epsilon \pi}} \right)^{d/2} e^{-\frac{1}{2} m_0 \epsilon q^2} \sqrt{m_0 \epsilon},$$

which is the normalized positive ground state function of $h_\epsilon$.

We denote by $\sigma(H)$ the spectrum of $H$ and set

$$E_0 = \inf \sigma(H) > 0, \quad (2.75)$$

which is the ground state energy of $H$.

**Theorem 2.11:**

(i) Let either $\omega_0 = 0$ or $\omega_0 > 0, \epsilon > \epsilon_0$.

Then there exists a unitary transformation $U$ from $\mathcal{F}$ onto $\mathcal{F}^{\text{EM}}$ satisfying the following conditions:

(a) $U \Phi_0 = \Omega_0$,

(b) $U, (f) U^{-1} = a, (f), \quad r = 1, \ldots, d - 1, f \in L^2(\mathbb{R}^d)$,

(c) $U H U^{-1} = H_F + E_0$.

(ii) Let $\omega_0 > 0$ and $\epsilon < \epsilon_0$. Then there exists a unitary transformation $V$ from $\mathcal{F}$ onto itself satisfying the following conditions:

(a)

$$V \Psi_0 = \psi_0 \otimes \Omega_0;$$

(b)

$$V h_\epsilon (f) V^{-1} = a, (f), \quad V B_\mu V^{-1} = A_\mu, \quad \mu = 1, \ldots, d, \quad f \in L^2(\mathbb{R}^d);$$

(c)

$$V H V^{-1} = \lambda (\epsilon) A^*_\mu A_\mu + H_F + E_0.$$

Proof: Similar to the proof of Theorem 3.1 in Ref. 16.

Theorem 2.11 shows in particular that $\Phi_0$ (resp. $\Psi_0$) is the ground state of $H$ in the case where either $\omega_0 = 0$ or $\omega_0 > 0, \epsilon > \epsilon_0$. (resp. $\omega_0 > 0$ and $\epsilon < \epsilon_0$).

We denote by $\sigma_p(H)$ (resp. $\sigma_{ac}(H), \sigma_{sc}(H)$) the point (resp. absolutely continuous, singular continuous) spectrum of $H$. The part (c) of Theorem 2.11 (i), (ii), and the well-known fact about the spectral properties of $H_F$ and the harmonic oscillator imply the following results about the spectral properties of $H$.

**Theorem 2.12:** (i) Let either $\omega_0 = 0$ or $\omega_0 > 0, \epsilon > \epsilon_0$.

Then

$$\sigma(H) = \{ E_0 \} \cup \{ E_0 + \omega_0, \infty \}, \quad \sigma_{ac}(H) = \{ E_0 + \omega_0, \infty \}, \quad \sigma_{sc}(H) = \emptyset,$$

where the multiplicity of the eigenvalue $E_0$ is 1.

(ii) Let $\omega_0 > 0$ and $\epsilon < \epsilon_0$. Then

$$\sigma(H) = \{ E_0 + n \lambda (\epsilon) \}_{n=0}^{\infty} \cup \{ E_0 + \omega_0, \infty \}, \quad \sigma_{ac}(H) = \{ E_0 + \omega_0, \infty \}, \quad \sigma_{sc}(H) = \emptyset,$$

where the multiplicity of the eigenvalue $E_0$ is 1.

**Remarks:** (i) In the case of Theorem 2.12 (ii), the eigenvalue $E_0 + n \lambda (\epsilon)$ with $n \geq 1$ is degenerate with the multiplicity equal to the cardinal number of the set \{ $(n_1, \ldots, n_d) \mid n_1 + \cdots + n_d = n, \mu > 0, \mu = 1, \ldots, d$ \}. Further, by applying the Weierstrass preparation theorem, we can show that $\lambda (\epsilon)^2$ is analytic in $\epsilon^2$ in a neighborhood of the origin, having the Taylor expansion

$$\lambda (\epsilon)^2 = \frac{\epsilon}{m_0} - \frac{\epsilon(d - 1)}{m_0^2 d} \epsilon^2 + O(\epsilon^4),$$

for $\epsilon^2$ sufficiently small.

(ii) Theorem 2.12 is interesting also from a point of view of perturbation theory of embedded eigenvalues. The unperturbed Hamiltonian $H_0$ given by (2.15) has infinitely many eigenvalues embedded in its continuous spectrum. Theorem 2.12(i) shows that in the case where $\omega_0 = 0$ or $\omega_0 > 0, \epsilon > \epsilon_0$, all the embedded eigenvalues of $H_0$ except for the least one, disappear under the perturbation $H - H_0$. This instability of embedded eigenvalues is related to the "resonance" of the harmonic oscillator atom modeled by $H$ (cf. Refs. 7 and 14). On the other hand, Theorem 2.12(ii) tells us that if $\omega_0 > 0$ and $\epsilon < \epsilon_0$, then the embedded eigenvalues of $H_0$ persist, changing their position in the continuous spectrum of $H$. Thus the stability of the embedded eigenvalues of $H_0$ depends on the strength of the parameters contained in $H$. This kind of phenomenon occurs also in other models (e.g., Ref. 15).

**D. The vacuum expectation values and the ground state energy**

In the last subsection we have seen that the ground state (vacuum) of $H$ exists. Hence we can construct the vacuum expectation values (VEVs) of the Heisenberg operators given by (2.16)-(2.19). It follows from Theorem 2.8, Lemma 2.10, (2.61) and (2.62) that all the $n$-point VEVs are determined by the two-point functions. We first consider the two-point functions of the electron defined by
\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = (\Omega, \varphi(t) \varphi(s) \Omega) \tag{2.76}
\]
\[
\langle p_\mu(t) p_\nu(s) \rangle_{\text{M},\varepsilon} = (\Omega, p_\mu(t) p_\nu(s) \Omega), \quad t, s \in \mathbb{R}. \tag{2.77}
\]

where \( \Omega = \Phi_0 \) or \( \Psi_0 \) denotes the ground state of \( H \). By using (2.67), (2.68), and Lemma 2.10, we obtain the following formulas:

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ (d-1) \int d k \omega(k) \left| F_\epsilon(k) \right|^2 e^{-i\omega(k)(t-s)} + \tilde{\lambda}(\varepsilon) c_\varepsilon^2 e^{-i\lambda(\varepsilon)(t-s)} \right\}, \tag{2.78}
\]

\[
\langle p_\mu(t) p_\nu(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{\varepsilon^2(d-1)}{d} \int d k \frac{\left| F_\epsilon(k) \right|^2}{\omega(k)} e^{-i\omega(k)(t-s)} + \frac{\varepsilon^2 c_\varepsilon^2}{\tilde{\lambda}(\varepsilon)} e^{-i\lambda(\varepsilon)(t-s)} \right\}. \tag{2.79}
\]

Using formula (2.44), we can rewrite (2.78) and (2.79) in simpler forms:

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{1}{\pi} \int_0^\infty e^{-\xi(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{\tilde{\lambda}(\varepsilon) c_\varepsilon^2}{2} e^{-i\lambda(\varepsilon)(t-s)} \right\}, \tag{2.80}
\]

\[
\langle p_\mu(t) p_\nu(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{\varepsilon^2}{\pi} \int_0^\infty e^{-\xi(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{\varepsilon^2 c_\varepsilon^2}{2\tilde{\lambda}(\varepsilon)} e^{-i\lambda(\varepsilon)(t-s)} \right\}. \tag{2.81}
\]

Hence, the VEVs of the potential and the kinetic energy of the electron are given by the following formulas:

\[
\langle \frac{\varepsilon}{2} \varphi(t) \rangle_{\text{M},\varepsilon}^2 = \frac{d}{\pi} \int_0^\infty \frac{\varepsilon}{2} \text{Im} D_+(x^2 - 1) dx + \frac{d \varepsilon \tilde{\lambda}(\varepsilon)c_\varepsilon^2}{4} / A_\varepsilon, \tag{2.82}
\]

\[
\langle \frac{p(t)^2}{2m_0} \rangle_{\text{M},\varepsilon}^{\frac{1}{2}} = \frac{d\varepsilon}{\pi} \int_0^\infty \frac{1}{2m_0 x^2} \text{Im} D_+(x^2 - 1) dx + \frac{d \varepsilon^2 c_\varepsilon^2}{4 m_0 \tilde{\lambda}(\varepsilon)} / A_\varepsilon. \tag{2.83}
\]

Let \( \psi(t) \) be the velocity of the electron:

\[
\psi(t) = \frac{d q(t)}{d t}. \tag{2.84}
\]

Then, in the same way as above, we have

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{1}{\pi} \int_0^\infty x^2 e^{-i(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{\tilde{\lambda}(\varepsilon)c_\varepsilon^2}{2} e^{-i\lambda(\varepsilon)(t-s)} \right\}. \tag{2.85}
\]

In particular, we obtain

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{1}{\pi} \int_0^\infty x^2 e^{-i(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{\tilde{\lambda}(\varepsilon)c_\varepsilon^2}{2} e^{-i\lambda(\varepsilon)(t-s)} \right\}. \tag{2.85}
\]

As is seen from the above formulas, in the case \( \omega_0 > 0 \) and \( \varepsilon < \omega_0 \), the two-point functions \( \langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} \), \( \langle p(t)p(s) \rangle_{\text{M},\varepsilon} \), and \( \langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} \) do not decay as \( t \to \pm \infty \) because of the oscillating part \( \exp(-i\omega(\varepsilon)t) \). On the other hand, if \( \omega_0 = 0 \) or \( \omega_0 > 0 \), \( \varepsilon > \omega_0 \), then we can show that under suitable conditions, they decay with a power-law, respectively (see Ref. 22).

Concerning the VEVs of the radiation field, we consider only the following one:

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{1}{\pi} \int_0^\infty x^2 e^{-i(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{d \varepsilon^2 c_\varepsilon^2}{4 m_0 \tilde{\lambda}(\varepsilon)} / A_\varepsilon \right\}. \tag{2.86}
\]

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{1}{\pi} \int_0^\infty x^2 e^{-i(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{d \varepsilon^2 c_\varepsilon^2}{4 m_0 \tilde{\lambda}(\varepsilon)} / A_\varepsilon \right\}. \tag{2.86}
\]

\[
\langle \varphi(t) \varphi(s) \rangle_{\text{M},\varepsilon} = \frac{\delta_{\mu\nu}}{2} \left\{ \frac{1}{\pi} \int_0^\infty x^2 e^{-i(t-s)\varepsilon} \text{Im} D_+(x^2 - 1) dx + \frac{d \varepsilon^2 c_\varepsilon^2}{4 m_0 \tilde{\lambda}(\varepsilon)} / A_\varepsilon \right\}. \tag{2.86}
\]
Further, it follows from (2.72) that

\[
\phi^{(\mu)}(k') \phi^{(\mu)}(k) = \frac{1}{4} \frac{\epsilon^{(\mu)}(k') \epsilon^{(\mu)}(k) \psi_+(k') \psi_+(k)}{\sqrt{\omega(k) \omega(k')}}.
\]

Thus (2.92) follows.

Formula (2.92) gives an explicit representation for the VEV of the free Hamiltonian of the radiation field:

\[
\langle H_F \rangle_{M,s} = \frac{(d-1)}{4} \int dk \{ f_\epsilon(\omega(k)) \tilde{\phi}(k)^2 + \psi_+(k)^2 \},
\]

where

\[
f_\epsilon(x) = f_\epsilon(0,x,x).
\]

We are now ready to obtain a formula for the ground state energy of \( H \):

**Theorem 2.14:**

\[
E_0 = \frac{d}{\pi} \int_{x=0}^{\infty} \left( \frac{m_0}{2} x^2 + \frac{\varepsilon}{2} \right) \Im D_+(x^2)^{-1} dx + \frac{d}{4} \Im (m_0, \varepsilon) + \frac{\varepsilon(\varepsilon)}{2}
\]

\[
+ \frac{d}{4} \int dk \{ f_\epsilon(\omega(k)) \tilde{\phi}(k)^2 + \psi_+(k)^2 \}.
\]

**Proof:** We have

\[
E_0 = (\Omega, H \Omega).
\]

By (2.23), \( H \) can be written as

\[
H = (m_0/2) \phi(0)^2 + (\varepsilon/2) \Phi^2 + H_F.
\]

Then, using (2.82), (2.86), and (2.93), we get (2.94).

III. THE NO-BINDING LIMIT AND THE LONG-TIME ASYMPTOTICS IN THE GROUND STATE

In this section we consider the no-binding limit \( \varepsilon \to 0 \) of the model in terms of the VEVs and the long-time asymptotic behavior of the mean-square displacement of the "free" electron in the ground state.

A. The no-binding limit

We first note the following fact.

**Lemma 3.1:** (i) Let \( M = 0 \). Suppose that

\[
\lim_{x \to 0} K_0(x) / x^\gamma = 0
\]

with some constant \( \gamma > 0 \). Then, for each \( \mu = 1, \ldots, d \), and \( t, s \in \mathbb{R} \),

\[
\lim_{\varepsilon \to 0} \langle q_{\mu}(t) q_{\mu}(s) \rangle_{M,s} = \infty.
\]

(ii) Let \( M > 0 \). Then, for each \( \mu = 1, \ldots, d, t, s \in \mathbb{R} \),

\[
\lim_{\varepsilon \to 0} \langle q_{\mu}(t) q_{\mu}(s) \rangle_{M,s} = \infty.
\]

**Proof:** (i) We prove (3.2) only in the case \( t = t - s > 0 \). The case \( t = s \) can be more easily treated. For each \( \mu = 1, \ldots, d \), we have from (2.78)

\[
|\langle q_{\mu}(t) q_{\mu}(s) \rangle_{M,s}| \geq \frac{(d-1)}{2d} \left| \int d \omega(k) |F_\epsilon(k)|^2 \cos \omega(k) \right| \geq \frac{1}{2} \int d \omega(k) |F_\epsilon(k)|^2.
\]

where

\[
f_\epsilon(u) = \frac{(d-1)}{d} \int d \omega(k) |F_\epsilon(k)|^2.
\]

We can write

\[
f_\epsilon(u) = \frac{1}{\pi} \int d \omega(k) |F_\epsilon(k)|^2 e^{-i \omega(k) u}.
\]

Thus (3.2) follows.

(ii) Let

\[
R_\epsilon(t) = \int d \omega(k) |F_\epsilon(k)|^2 e^{-i \omega(k) t}.
\]

Then, by (2.78), we have for each \( \mu = 1, \ldots, d \),

\[
\langle q_{\mu}(t) q_{\mu}(s) \rangle_{M,s} = \frac{1}{2} \left\{ \frac{(d-1)}{d} R_\epsilon(t-s) + \lambda(\varepsilon) c^2 e^{-i \omega(k)(t-s)} \right\}.
\]

By (2.39) and the asymptotic property of \( D_-(x) \) as \( x \to \omega_0^2 \), we can show that

\[
|D(x-x_0)| \geq C(x^2 + 1), \quad x > \omega_0^2,
\]

with a constant \( C > 0 \) independent of \( \varepsilon > 0 \) sufficiently small. Hence, we have

\[
\omega(k) |F_\epsilon(k)|^2 \leq \varepsilon^2 \omega(k) |\tilde{\phi}(k)|^2 / C(\omega(k)^4 + 1).
\]

The rhs of this inequality is independent of \( \varepsilon \) sufficiently small and integrable with respect to \( d k \). Therefore, by the Lebesgue dominated convergence theorem, we obtain

\[
\lim_{\varepsilon \to 0} R_\epsilon(t) = \int d \omega(k) \frac{\varepsilon^2 |\tilde{\phi}(k)|^2}{\omega(k)^4 + C(\omega(k)^4 + 1)^2} e^{-i \omega(k)(t-s)}.
\]

We have from (2.31) and (2.45)

\[
\lambda(\varepsilon) \sim \sqrt{\varepsilon}, \quad c^2 \sim 1/\varepsilon,
\]

as \( \varepsilon \to 0 \), so that

\[
\lambda(\varepsilon) c^2 \to \infty
\]

as \( \varepsilon \to 0 \). Applying this result and (3.6) to the rhs of (3.4), we obtain (3.3).

**Lemma 3.1** shows that the no-binding limit does not
exist for the VEVs of the electron position operator. This may be regarded as an indication of nonexistence of the ground state in the case \( E = 0 \). We remark, however, that the two-point functions of the electron velocity have the no-binding limits (see subsection C below).

We next consider the no-binding limit for the correlation functions of the position displacement operator of the electron

\[
\Delta q(t) = q(t) - a. \tag{3.8}
\]

It follows from (2.67) that

\[
\Delta q_\mu(t) = \sqrt{2}\left\{ b_\mu (\omega^{1/2} \rho^{1/2}_\mu)^2 e^{i\omega t/2} \sin \omega t/2 \right\}^*
- b_\mu (\omega^{1/2} \rho^{1/2}_\mu)^2 e^{i\omega t/2} \sin \omega t/2
+ \left[ \lambda(\epsilon) c_\mu (B_\mu \rho^{1/2}_\mu)^2 e^{i\omega t/2} \sin \omega t/2
- B_\mu e^{-i\omega t/2} \sin \omega t/2 \right]. \tag{3.9}
\]

Hence, the VEVs of \( \Delta q(t) \) can also be determined by the two-point functions

\[
\langle \Delta q_\mu(t) \Delta q_\nu(s) \rangle_{M,\epsilon} = \langle \Omega, \Delta q_\mu(t) \Delta q_\nu(s) \Omega \rangle, \tag{3.10}
\]

which are explicitly given by

\[
\langle \Delta q_\mu(t) \Delta q_\nu(s) \rangle_{M,\epsilon}
= 2\delta_{\mu\nu} \left\{ \frac{d-1}{d} \int d k \left| \omega(k) \right| \left| F_\mu(k) \right|^2 e^{-i\omega(k)(t-s)/2} \times \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2}
\times \left[ \lambda(\epsilon) c_\mu (B_\mu \rho^{1/2}_\mu)^2 e^{i\omega t/2} \sin \omega t/2
- B_\mu e^{-i\omega t/2} \sin \omega t/2 \right] \right\}. \tag{3.11}
\]

**Theorem 3.2:** Let \( M > 0 \). Then, for all \( \nu = 1, \ldots, d, \mu \in \mathbb{R} \),

\[
\lim_{\epsilon \to 0} \langle \Delta q_\mu(t) \Delta q_\nu(s) \rangle_{M,\epsilon} = \langle \Omega, \Delta q_\mu(t) \Delta q_\nu(s) \Omega \rangle \tag{3.12}
\]

exists and is given by

\[
\langle \Delta q_\mu(t) \Delta q_\nu(s) \rangle_{M}
= 2\delta_{\mu\nu} \left\{ \frac{d-1}{d} \int \frac{\hat{\rho}(k)^2}{\omega(k)^3 \left| m_-(\omega(k)^2; M) \right|^2} \times \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2} \right\}. \tag{3.13}
\]

**Proof:** We can write

\[
\langle \Delta q_\mu(t) \Delta q_\nu(s) \rangle_{M,\epsilon} = 2\delta_{\mu\nu} \left\{ \frac{d-1}{d} \int d k \omega(k) \left| F_\mu(k) \right|^2 e^{-i\omega(k)(t-s)/2} \times \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2}
\times \left[ \lambda(\epsilon) c_\mu (B_\mu \rho^{1/2}_\mu)^2 e^{i\omega t/2} \sin \omega t/2
- B_\mu e^{-i\omega t/2} \sin \omega t/2 \right] \right\}
\]

with

\[
K_\epsilon(t,s) = \int d k \omega(k) \left| F_\mu(k) \right|^2 e^{-i\omega(k)(t-s)/2} \times \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2}
\times \left[ \lambda(\epsilon) c_\mu (B_\mu \rho^{1/2}_\mu)^2 e^{i\omega t/2} \sin \omega t/2
- B_\mu e^{-i\omega t/2} \sin \omega t/2 \right],
\]

and

\[
r_\epsilon(t,s) = \lambda(\epsilon) c_\mu (B_\mu \rho^{1/2}_\mu)^2 e^{-i\omega t/2} \sin \omega t/2 \sin \frac{\omega(k)s}{2}. \tag{3.7}
\]

By (3.7) and the elementary fact that \( \sin x \sim x \) as \( x \to 0 \), we obtain

\[
\lim_{\epsilon \to 0} r_\epsilon(t,s) = 0. \tag{3.15}
\]

Thus (3.13) follows.

**Remark:** It is not so obvious whether or not formula (3.13) holds also for the case \( M = 0 \). This problem is related to the subtlety of the interchange between the limit \( \epsilon \to 0 \) and \( \int d k \) in integrals of quantities containing \( \left| F_\mu \right|^2 \) (see Remark after Lemma 2.6). To avoid this difficulty, we shall define the two-point functions of \( \Delta q(t) \) for the case \( M = 0 \) as the limit \( M \to 0 \) of those for the case \( M > 0 \). See Theorem 3.4 below.

**B. The long-time behavior of the mean-square displacement**

Putting \( t = s, \mu = \nu \), and taking the summation over \( \mu \) in (3.13), we obtain an explicit formula for the mean-square displacement of the free electron in the ground state:

\[
\langle \Delta q(t)^2 \rangle_M = 2(d-1)e^{2} \int d k \hat{\rho}(k)^2 \times \left( \sin \frac{\omega(k)t}{2} \right)^2. \tag{3.14}
\]

This formula immediately gives the following result.

**Theorem 3.3:** Let \( M > 0 \). Then

\[
\sup_{\omega \in \mathbb{R}} \langle \Delta q(t)^2 \rangle_M < \infty. \tag{3.15}
\]

**Proof:** By (3.14) and (2.39), we have

\[
\langle \Delta q(t)^2 \rangle_M \leq 2(d-1)e^{2} \int d k \hat{\rho}(k)^2 \times \left( \sin \frac{\omega(k)t}{2} \right)^2 \times \left( \sin \frac{\omega(k)s}{2} \right)^2.
\]

Hence (3.15) follows.

**Remark:** Theorem 3.3 means that if the photons are massive, the electron does not diffuse in the ground state.

We next consider the case where the photons are massless, i.e., \( M = 0 \). In this case, we want to define the mean-square displacement of the electron as \( \lim_{M \to 0} \langle \Delta q(t)^2 \rangle_M \). We set

\[
\omega(k)F_\epsilon(k)^2 e^{-i\omega(k)(t-s)/2} \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2} \leq C\hat{\rho}(k)^2.
\]

for all sufficiently small \( \epsilon \) with a constant \( C > 0 \) [cf. (3.5)]. The rhs of this inequality is integrable. Hence, by the Lebesgue dominated convergence theorem, we obtain

\[
\lim_{\epsilon \to 0} \hat{R}_\epsilon (t,s) = e^{2} \int \frac{\hat{\rho}(k)^2}{\omega(k)^3 \left| m_-(\omega(k)^2; M) \right|^2} \times e^{-i\omega(k)(t-s)/2} \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2}.
\]

Since \( M > 0 \), we have

\[
\omega(k)F_\epsilon(k)^2 e^{-i\omega(k)(t-s)/2} \sin \frac{\omega(k)t}{2} \sin \frac{\omega(k)s}{2} \leq C\hat{\rho}(k)^2.
\]
Further, for every $\epsilon \in (0, 1)$, there exist positive constants $a$ and $b$ such that for all $t > 0$,

$$
\langle \Delta q(t)^2 \rangle < \frac{a}{t^\epsilon} + b.
$$

In particular, for all $\epsilon \in (0, 1)$,

$$
\lim_{t \to \infty} \frac{\langle \Delta q(t)^2 \rangle}{t^\epsilon} = 0.
$$

(iii) If $(2r + d)/3 < p < (2r + d)/2$, then

$$
\langle \Delta q(t)^2 \rangle \sim C(d,p) \mathcal{S}(4 - (2r + d)/p) t^{(3p - 2r - d)/p}
$$
as $t \to \infty$, where

$$
C(d,p) = 2d^2 \rho_0^d /
$$
and

$$
\mathcal{S}(\alpha) = \int_0^\infty \frac{(\sin x/2)^2}{x^\alpha}, \quad 1 < \alpha < 3.
$$

Proof: We can write

$$
\langle \Delta q(t)^2 \rangle = 2d \int_0^\infty \rho(x) g(tx) dx,
$$
where

$$
f(x) = \frac{\eta(x)^{d - 1} \eta(x) \hat{p}(\eta(x))^2}{x^2 m_-(x^2)^{1/2}}
$$
and

$$
g(x) = (\sin x/2)^2.
$$
We have

$$
f(x) = \frac{\rho_0^d}{m_0^2 A_0 (2r + d)/p} \cdot \frac{1}{x^{(4p - 2r - d)/p}}
$$
and

$$
g(x) = x^2 / \lambda
$$
as $x \to 0$. Thus we can apply Proposition B in Appendix B to the integral (3.25) to obtain the desired results. ■

Let us apply Theorem 3.5 to the standard physical case: $d = 3, p = 1, r = 0$. In this case, the assumption of part (ii) is satisfied. Hence, the electron diffuses very slowly.

Note that under the condition of Theorem 3.5(iii), the order of the divergence of $\langle \Delta q(t)^2 \rangle$ as $t \to \infty$ is less than 1. Thus the transport of the electron in this case is not "regular" (cf. Ref. 4 for the terminology).

C. The no-binding limit of the VEVs of the electron velocity

In concluding this section, for a comparison, we consider the no-binding limit of the VEVs of the electron velocity. For $M > 0$, we have from (2.85)

$$
\langle v_\mu(t) v_\nu(s) \rangle_M \equiv \lim_{\epsilon \to 0} \langle v_\mu(t) v_\nu(s) \rangle_{M, \epsilon}
$$

$$
= \frac{\delta_{\mu\nu} (d - 1)^2}{2d} \int dk \frac{\hat{p}(k)^2 e^{-i\omega(k)(t-s)}}{\omega(k) m_-(\omega(k)^2 M)^2}. \quad (3.26)
$$

Hence, in contrast to the case of the VEVs of the electron position operator, the VEVs of the electron velocity have the no-binding limits. In the same way as in the proof of
Theorem 3.4, we can show that for all $\mu, \nu = 1, \ldots, d$, the massless limit
\[
\langle v_\mu(t) v_\nu(s) \rangle_0 \equiv \lim_{M \to 0} \langle v_\mu(t) v_\nu(s) \rangle_M
\]  
exists and is given by
\[
\langle v_\mu(t) v_\nu(s) \rangle_0 = \frac{\delta_{\mu \nu} (d - 1) e^2}{2d} \int dk \times \frac{\hat{b}(k)^2 e^{-iE(k)(t - s)}}{E(k)|m_\perp (E(k))^2|}.
\]  
The Riemann–Lebesgue theorem applied to (3.26) and (3.28) implies that for all $M > 0$
\[
\lim_{|t| \to \infty} \langle v_\mu(t) v_\nu(s) \rangle_M = 0.
\]  
Remark: Formula (3.29) with $M = 0$ can be elaborated: under (3.20) and (3.21) with some additional conditions, we have for each $\mu = 1, \ldots, d$
\[
\langle v_\mu(t) v_\nu(s) \rangle_0 \sim \text{const } 1/t_r^2 (d - p)/p
\]  
as $t \to \infty$. This follows from a general theorem given in Ref. 22.

IV. FINITE TEMPERATURE CASES

In this section we consider the case where the quantum system described by the model discussed in Sec. II is at a finite temperature. For this purpose we first construct an equilibrium (KMS) state of the model.

A. A KMS state and correlation functions

We recall a definition of KMS states (e.g., Refs. 24 and 25).

Definition 4.1: Let $\mathfrak{A}$ be a $C^*$ algebra and $\{\alpha_t, t \in \mathbb{R}\}$ be a one-parameter group of $*$-automorphisms of $\mathfrak{A}$. A state $\omega$ of $\mathfrak{A}$ is said to be a KMS state at the inverse temperature $\beta > 0$ with respect to $\{\alpha_t\}_{t \in \mathbb{R}}$ if there exists a norm-dense $*$-subalgebra $\mathfrak{A}_0$ in $\mathfrak{A}$ such that for all $A, B \in \mathfrak{A}_0$, the mapping
\[
R \ni t \mapsto \langle \alpha_t(A) B \rangle
\]  
can be extended to an analytic function in the strip $0 < \text{Im } t < \beta$ which is continuous on the boundary and satisfies
\[
\langle \alpha_t(A) \rangle_{t=0} = \langle BA \rangle.
\]  

Let $\mathfrak{A}_0$ be the CCR $*$-algebra generated by the Weyl operators
\[
\mathfrak{W}(f,u,v) = \exp \left\{ \frac{ia(f)^* + a(f)}{\sqrt{2}} + uq + vp \right\},
\]  
f = $(f_1, \ldots, f_{d-1}) \in \mathbb{R}^d$,  
\]  
and $\mathfrak{A}$ be the $C^*$ algebra generated by the completion of $\mathfrak{A}_0$ in the operator norm topology. For $t \in \mathbb{R}$, we define $\alpha_t : \mathfrak{A}_0 \to \mathfrak{A}(\mathcal{F}^2)$ (the Banach algebra of all bounded linear operators on $\mathfrak{F}^2$) by
\[
\alpha_t(W(f,u,v)) = e^{iHt}W(f,u,v)e^{-iHt}.
\]  

Lemma 4.2: The family $\{\alpha_t\}_{t \in \mathbb{R}}$ is a one-parameter group of $*$-automorphism of $\mathfrak{A}_0$.

Proof: The group property of $\alpha_t$ is obvious. The nontrivial part to be proved is the surjectivity of $\alpha_t$. For each $r = 1, \ldots, d - 1$, we define $L_r : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^2$ by
\[
L_r(f,u,v) = \sum_{i=1}^{d-1} \left( T^{(r)} f_i + JT^{(r)} f_i \right)
\]  
and $\mathfrak{M}_r : \mathfrak{W} \times \mathbb{R}^d \times \mathbb{R}^d \to \mathfrak{U}$ by
\[
\mathfrak{M}_r(f,u,v) = -\left( \phi_r + d_1f_r \right) - \left( \tilde{f}_r, \psi_r \right) + \sqrt{\lambda(e)} c e_u \mu \left[ \frac{\lambda(e)}{\sqrt{\lambda(e)}} \right] v_{\mu}.
\]  
Then, by using (2.65)–(2.68), we can write
\[
W(f,u,v) = \exp i(1/2) \left\{ b_r(L_r(f,u,v))^* + b_r(L_r(f,u,v)) \right\}
\]  
and
\[
M_r(f,u,v) B_{\mu}^* + M_r(f,u,v) B_{\mu}.
\]  
Hence it follows from (2.63) and (2.64) that
\[
\alpha_t(W(f,u,v)) = \exp i(1/2) \left\{ b_r(e^{i\alpha} L_r(f,u,v))^* + b_r(e^{i\alpha} L_r(f,u,v)) \right\}
\]  
which, together with (2.59) and (2.60), implies that $\text{Ran } \alpha_t \subset \mathfrak{A}_0$. This result combined with the group property of $\alpha_t$ gives the surjectivity of $\alpha_t$.

The above lemma implies that $\alpha_t$ extends uniquely to a one parameter group of $*$-automorphism of $\mathfrak{A}$. We denote the extension by the same symbol $\alpha_t$.

For each $\beta > 0$ (the “inverse temperature”), we define a linear functional $\langle \cdot \rangle_{M, \beta}$ on $\mathfrak{A}_0$ by
\[
\langle W(f,u,v) \rangle_{M, \beta} = \exp -\frac{1}{4} \left[ \{L_r, f(u,v)\} \right]/2 |M_r(f,u,v)|^2,
\]  
and by extending it to all elements in $\mathfrak{A}_0$ by linearity.

Theorem 4.3: The linear functional $\langle \cdot \rangle_{M, \beta}$ is well defined and can be uniquely extended to a KMS state of $\mathfrak{A}_0$ at the inverse temperature $\beta$ with respect to $\{\alpha_t\}_{t \in \mathbb{R}}$.

Proof: We prove Theorem 4.3 only in the case $M = 0$. The other cases can be treated similarly. In the case $M = 0$, the second term in $\{ \cdot \}$ on the rhs of (4.7) does not appear. Let $\mathfrak{A}_0$ be the CCR $C^*$ algebra generated by the Weyl operators of the free quantized radiation field
\[
W_r(f) = \exp i(1/2) \left\{ a(f)^* + a(f) \right\}, \quad f \in \mathfrak{W},
\]  
and $\{\alpha_t^f\}_{t \in \mathbb{R}}$ be the one-parameter group of $\mathfrak{W}$ defined by
\[
\alpha_t^f(W_r(f)) = e^{iHt}W_r(f)e^{-iHt}.
\]  
It is well known (e.g., Refs. 24 and 25) that the linear functional $\langle \cdot \rangle_{M, 0}$ is well defined and can be uniquely extended to a KMS state of $\mathfrak{A}_0$ at the inverse temperature $\beta$ with respect to $\{\alpha_t^f\}_{t \in \mathbb{R}}$.

Proof: We prove Theorem 4.3 only in the case $M = 0$.
These relations imply Theorem 4.3.

The generating function for correlation functions of the harmonically bound electron is defined by

\[ Z_e^{(n)}(u_1, \ldots, u_n; t_1, \ldots, t_n; M, \beta) = \langle e^{i \eta_1 q_1(t_1)} \cdots e^{i \eta_n q_n(t_n)} \rangle_{M, \beta}(\beta). \]

By employing (2.67) and the Weyl relations, we can show that \( Z_e^{(n)} \) has the following form:

\[ Z_e^{(n)}(u_1, \ldots, u_n; t_1, \ldots, t_n; M, \beta) \approx \exp \left\{ \frac{1}{2} \sum_{1 \leq j < k \leq n} A_{jk}(u_j, u_k; t_j, t_k) \right. \]

\[ \left. - \frac{1}{4} \sum_{j=1}^{n} B_j(u_j) \right\}, \tag{4.8} \]

where

\[ A_{jk}(u_j, u_k; t_j, t_k) = \langle \omega^{1/2} F_e(e^{i \tau_j u_j} \sigma_j) \rangle \]

\[ + \lambda(\epsilon)_c^2 \sigma_j(t - s, \lambda(\epsilon)) u_j, \]

\[ B_j(u_j) = \langle \omega^{1/2} F_e(e^{i \tau_j u_j} \sigma_j(0, \omega)) \rangle \]

\[ + \lambda(\epsilon)_c^2 \sigma_j(0, \lambda(\epsilon)) | u_j |^2, \]

with

\[ S_{\beta}(t, x) = \frac{e^{itx} + e^{i\beta x - itx}}{e^{\beta x} - 1}, \quad t \in \mathbb{R}, x \in \mathbb{R} \setminus \{0\}. \tag{4.9} \]

Hence, \( Z_e^{(n)}(u_1, \ldots, u_n; t_1, \ldots, t_n; M, \beta) \) is infinitely many times continuously differentiable in \((u_1, \ldots, u_n)\). We define the \( n \)-point correlation functions of the harmonically bound electron by

\[ \langle q_{\mu}(t_1) \cdots q_{\mu}(t_n) \rangle_{M, \beta}(\beta) \approx \left. \frac{\partial^n Z_e^{(n)}(u_1, \ldots, u_n; t_1, \ldots, t_n; M, \beta)}{\partial u_{\mu_1} \cdots \partial u_{\mu_n}} \right|_{u_1 = \cdots = u_n = 0}. \tag{4.10} \]

Then one can easily see that the \( n \)-point correlation functions are determined by the two-point correlation functions given by

\[ \langle q_{\mu}(t_1) q_{\nu}(s) \rangle_{M, \beta}(\beta) \approx \frac{1}{2} \langle \omega^{1/2} F_e(\epsilon) S_{\beta}(t - s, \omega) \rangle \]

\[ + \delta_{\mu \nu} \lambda(\epsilon)_c^2 \sigma_j(t - s, \lambda(\epsilon)) \rangle \tag{4.11} \]

As in the case of VEVs, the two-point correlation function \( \langle q_{\mu}(t) q_{\nu}(s) \rangle_{M, \beta}(\beta) \) can be rewritten as

\[ \langle q_{\mu}(t) q_{\nu}(s) \rangle_{M, \beta}(\beta) = \delta_{\mu \nu} \left[ \frac{1}{\pi} \int_{a \neq b} dx \cosh(\beta/2 - i(t - s)) \frac{\lambda(\epsilon)_c^2}{\sinh \beta \lambda(\epsilon)/2} \right] \]

\[ \times \text{Im} D^+ (x^2)^{-1} + \frac{\lambda(\epsilon)_c^2}{2} \frac{\cosh(\beta/2 - i(t - s)) \lambda(\epsilon)}{\sinh \beta \lambda(\epsilon)/2} \tag{4.12} \]

In particular, we have

\[ \langle q(t)^2 \rangle_{M, \beta}(\beta) = \frac{d}{\pi} \int_{a \neq b} dx \coth \frac{\beta x}{2} \text{Im} D^+ (x^2)^{-1} \]

\[ + \frac{d \lambda(\epsilon)_c^2}{2} \frac{\coth \beta \lambda(\epsilon)}{2}. \tag{4.13} \]

Similarly we can define the correlation functions for the other Heisenberg operators and prove the following formulas:
\[ X = \left[ \frac{e^{i\omega(k')}\omega(k')^2F_\epsilon(k')\rho(k')}{\rho(k')} + \frac{e^{i\omega(k)}\omega(k)^2F_\epsilon(k)\rho(k')}{\rho(k')} \right] \]
\[ + \frac{e^{i\omega(k)}}{4\omega(k)\omega(k')} \left\{ \left[ G_{\epsilon,\rho}(t,\omega(k),\omega(k')) + f_{\epsilon,\rho}(t,\omega(k),\omega(k')) \right] \rho(k') \right\} \]
\[ + \psi_+(k)\psi_+(k') \frac{e^{i\omega(k')-\epsilon}}{e^{\beta\epsilon(k')}-1} + \psi_-(k)\psi_-(k') \frac{e^{i\omega(k)}\rho(k)}{e^{\beta\epsilon(k)}-1} \]

where

\[ f_{\epsilon,\beta}(t,x,y) = \frac{(d-1)}{d} \int d\mathbf{k} \frac{\hat{\rho}(k')^2}{(\omega(k) + x)(\omega(k) + y)(e^{\beta\omega(k)} - 1)} \]
\[ = \frac{2e^2}{\pi} \int_0^\infty dw \frac{w^2 e^{\epsilon(w)} (w + x)(w + y)(e^{\beta\omega(k)} - 1)}{w^2 (w + x + i\epsilon)(w + y + i\epsilon)(e^{\beta\omega(k)} - 1)} \]

Remark: Formulas similar to (4.13) and (4.15) with \( M = 0 \) have been given in Ref. 12 where a one-dimensional oscillator-dipole coupled to a three-dimensional radiation field is considered. The formulas obtained in this section include \( d \)-dimensional extensions of some formulas given in Ref. 12.

B. The no-binding limit

Proposition 4.4: Let \( M > 0 \). Then, for all \( \beta > 0, \mu, \nu = 1, \ldots, d, t, s \in \mathbb{R} \),

\[ \lim_{\epsilon \to 0} \langle q_{\mu}(t)q_{\nu}(s) \rangle_{M,\epsilon}(\beta) = \delta_{\mu\nu}\beta^{-1}. \]

Proof: Let

\[ L_\epsilon(t) = \left( \frac{d-1}{d} \right) \int d\mathbf{k} \omega(k)|F_\epsilon(k)|^2S_\beta(t,\omega(k)), \]
\[ L_\epsilon(s) = \lambda(\epsilon)e^2S_\beta(t,\lambda(\epsilon)), \]

Then, by (4.11), we can write

\[ \langle q_{\mu}(t)q_{\nu}(s) \rangle_{M,\epsilon}(\beta) = \{ \delta_{\mu\nu}/2 \} \{ L_\epsilon(t - s) + L_\epsilon(t - s) \}. \]

We have from (3.5)

\[ \omega(k)|F_\epsilon(k)|^2S_\beta(t,\omega(k)) < \frac{e^{\epsilon(k)}\rho(k)}{C(\omega(k))^4 + 1} \left( 1 + \frac{2}{\beta\omega(k)} \right). \]

The rhs of this inequality is independent of \( \epsilon \) sufficiently small and is integrable with respect to \( d\mathbf{k} \). Therefore, by the Lebesgue dominated convergence theorem, we obtain

\[ \lim_{\epsilon \to 0} L_\epsilon(t) = \frac{e^2}{2}(d-1) \]
\[ \times \int d\mathbf{k} \frac{\hat{\rho}(k')^2}{\omega(k)|m_-(\omega(k)^2;\epsilon)|^2}S_\beta(t,\omega(k)). \]

By (3.7) and

\[ S_\beta(t,x) \sim 2/\beta x \]

as \( x \to 0 \), we have

\[ l_\epsilon(t) \sim 2(\beta\epsilon)^{-1} \]

as \( \epsilon \to 0 \). Thus (4.22) follows. \( \square \)

Proposition 4.4 shows that the no-binding limit does not exist for the correlation functions of the harmonically bound electron. If we take a scaling for the position operator of the electron as

\[ q(t,\epsilon) = \sqrt{\epsilon} q(t), \]

then (4.22) implies that

\[ \lim_{\epsilon \to 0} \langle q_{\mu}(t,\epsilon)q_{\nu}(s,\epsilon) \rangle_{M,\epsilon}(\beta) = \delta_{\mu\nu}\beta^{-1}. \]

But this scaling limit is uninteresting, because it gives constant correlation functions.

We next consider the no-binding limit of the correlation functions of the displacement operator of the electron. We have from (4.11)

\[ \langle \Delta q_\mu(t)\Delta q_\nu(s),(\beta) \rangle_{M,\epsilon} = \frac{e^2}{2}(d-1) \]
\[ \times \left( \frac{1}{2}F_\epsilon \sin \frac{\alpha t}{2}S_\beta \left( t - \frac{s}{2} - i\epsilon \right) \right) \]
\[ \times \left( \frac{1}{2}F_\epsilon \sin \frac{\alpha s}{2} + \lambda(\epsilon)e^2S_\beta \left( t - \frac{s}{2} - i\epsilon \right) \right). \]

Theorem 4.5: Let \( M > 0 \). Then, for all \( \beta > 0, \mu, \nu = 1, \ldots, d, t, s \in \mathbb{R} \), the limit

\[ \lim_{\epsilon \to 0} \langle \Delta q_\mu(t,\epsilon)\Delta q_\nu(s),(\beta) \rangle_{M,\epsilon} = \langle \Delta q_\mu(t)\Delta q_\nu(s),(\beta) \rangle_{M,\epsilon} \]

exists and is given by

\[ \langle \Delta q_\mu(t)\Delta q_\nu(s),(\beta) \rangle_{M,\epsilon} = \frac{e^2}{2}(d-1) \]
\[ \times \left( \frac{1}{2}F_\epsilon \sin \frac{\alpha t}{2}S_\beta \left( t - \frac{s}{2} - i\epsilon \right) \right) \]
\[ \times \left( \frac{1}{2}F_\epsilon \sin \frac{\alpha s}{2} + \lambda(\epsilon)e^2S_\beta \left( t - \frac{s}{2} - i\epsilon \right) \right). \]
\[ (\Delta q(t)^2)_{\beta}(\beta) = 2(d-1)e^2 \int d\mathbf{k} \frac{\hat{p}(\mathbf{k})^2}{E(\mathbf{k})^3|m_-(E(\mathbf{k})^2;M)|^2} \times \coth \frac{\beta E(\mathbf{k})}{2} \left( \frac{\sin \frac{E(\mathbf{k})}{2}}{2} \right)^2 + \frac{d}{\beta m} t^2. \quad (4.26) \]

**Theorem 4.6:** Let \( M > 0 \). Then
\[ \langle \Delta q(t)^2 \rangle_{\beta}(\beta) \sim (d/\beta m) t^2 \quad \text{as} \quad t \to \infty. \]

**Proof:** The first term on the rhs of (4.26) is bounded uniformly in \( t \in \mathbb{R} \) (cf. the proof of Theorem 3.3). Hence (4.27) follows. \( \blacksquare \)

Theorem 4.6 shows that in the case of finite temperatures, in contrast to the case of the zero temperature (Theorem 3.3), the electron diffuses with an infinite diffusion constant even in the case where the photons are massive.

We next consider the case where the photons are massless.

**Theorem 4.7:** For all \( \beta > 0 \), \( t \in \mathbb{R} \),
\[ \lim_{M \to 0} \langle \Delta q(t)^2 \rangle_{\beta}(\beta) = \langle \Delta q(t)^2 \rangle(\beta) \quad \text{exists and is given by} \]
\[ \langle \Delta q(t)^2 \rangle(\beta) = G_\beta(t) + (d/\beta m) t^2, \quad (4.29) \]

where
\[ G_\beta(t) = 2(d-1)e^2 \int d\mathbf{k} \frac{\hat{p}(\mathbf{k})^2}{E(\mathbf{k})^3|m_-(E(\mathbf{k})^2;M)|^2} \times \coth \frac{\beta E(\mathbf{k})}{2} \left( \frac{\sin \frac{E(\mathbf{k})}{2}}{2} \right)^2. \quad (4.30) \]

**Proof:** Similar to the proof of Theorem 3.4. \( \blacksquare \)

We note that \( G_\beta \) can be written as
\[ G_\beta(t) = \langle \Delta q(t)^2 \rangle + H_\beta(t), \quad (4.31) \]
where \( \langle \Delta q(t)^2 \rangle \) is the mean-square displacement of the electron in the ground state [see (3.18)] and
\[ H_\beta(t) = 4(d-1)e^2 \int d\mathbf{k} \frac{\hat{p}(\mathbf{k})^2}{E(\mathbf{k})^3|m_-(E(\mathbf{k})^2;M)|^2} (e^{\beta E(\mathbf{k})} - 1) \times \left( \frac{\sin \frac{E(\mathbf{k})}{2}}{2} \right)^2. \quad (4.32) \]

**Lemma 4.8:** Assume (3.20) and (3.21). (i) If \( 0 < \rho < (2r + d)/4 \), then
\[ \sup_{t \in \mathbb{R}} H_\beta(t) < \infty. \]
(ii) If \( \rho = (2r + d)/4 \), then
\[ \lim_{t \to \infty} H_\beta(t) = \infty. \]
Further, for every \( \epsilon \in (0,1) \), there exist positive constants \( a \) and \( b \) such that
\[ H_\beta(t) < at^* + b. \]
In particular, for every \( \epsilon \in (0,1) \),
\[ \lim_{t \to \infty} H_\beta(t)/t^* = 0. \]
(iii) If \( (2r + d)/4 < \rho < (2r + d)/2 \), then
\[ H_\beta(t) \sim \frac{2C(d, \epsilon)}{\beta} \sqrt{5 - (2r + d)/\rho} t^{(4p - 2r - d)/\rho} + o(t^*) \]
\[ \times t^{(4p - 2r - d)/\rho} + o(t^*) \]
\[ \text{as} \quad t \to \infty. \]
(iv) If \( (2r + d)/3 < \rho < (2r + d)/2 \), then
\[ H_\beta(t) \sim \frac{2C(d, \epsilon)}{\beta} \sqrt{4 - (2r + d)/\rho} t^{(4p - 2r - d)/\rho} + o(t^*) \]
\[ \text{as} \quad t \to \infty. \]

Theorem 4.9 tells us that the electron diffuses with an infinite diffusion constant and the leading order \( = 2 \) in the asymptotic expansion in \( t \) of the mean-square displacement is independent of the space dimension \( d \) and on the infrared behavior of \( \omega_1 \) and \( \hat{p} \). The coefficient \( d/\beta m \) of the leading term in each of the asymptotic expansions of \( \langle \Delta q(t)^2 \rangle(\beta) \) has a physical meaning: We have from (4.18)
\[ \langle p(t)^2 \rangle_M(\beta) = \lim_{\epsilon \to 0} \langle p(t)^2 \rangle_{M,\epsilon}(\beta) = m d / \beta. \] (4.33)

This formula carries over to the case \( M = 0 \). Thus for all \( M > 0 \) and \( \beta > 0 \) we have
\[ \langle \Delta q(t)^2 \rangle_M(\beta) \sim [\langle p^2 \rangle_M(\beta)/m^2] t^2 \] (4.34)
as \( t \to \infty \). It may be interpreted as showing that, in the asymptotic region \( t \to \infty \), the electron obeys the free motion in the sense of the mean value with the renormalized mass \( m \).

To elaborate this aspect, let us consider the no-binding limit of the velocity correlation functions. Let \( M > 0 \) first. Then we have from (4.14)
\[
\langle v_\mu(t)v_\nu \rangle_M(\beta) = \lim_{\epsilon \to 0} \langle v_\mu(t)v_\nu \rangle_{M,\epsilon}(\beta) = \frac{S_{\mu\nu}}{2d} \int d k \left( \frac{\beta(k)^2 S_{\mu\nu}(t,\omega(k))}{\omega(k) | m_- (\omega(k)^2;M)^2 |^2 + 2 \beta m} \right). \nonumber
\] (4.35)

This formula carries over to the case \( M = 0 \). By the Riemann–Lebesgue theorem, we have for each \( \mu = 1, \ldots, d, M > 0, \beta > 0 \),
\[ \lim_{|t| \to \infty} \langle v_\mu(t)v_\mu \rangle_M(\beta) = 1/\beta m. \] (4.36)

Thus, in the finite temperature cases, in contrast to the case of the zero temperature (the ground state), the velocity correlation does not vanish at \( |t| = \infty \). Formula (4.35) also tells us that the mean value of the kinetic energy in the \( \mu \) direction with the renormalized mass \( m \) is given by
\[ \left( \frac{m v_\mu(t)^2}{2} \right)_M(\beta) = \frac{1}{2 \beta} + \frac{m(d - 1) \epsilon^2}{4 d} \int d k \left( \frac{\beta(k)^2 \coth \beta \omega(k)/2}{\omega(k) | m_- (\omega(k)^2;M)^2 |^2} \right). \] (4.37)

We note that the first term on the rhs of (4.37) is just equal to the mean value of the kinetic energy of one degree in an equilibrium ideal gas at the temperature \( \beta^{-1} \). The second term on the rhs of (4.37) is regarded as the effect of the radiation field on the kinetic energy of the electron.
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APPENDIX A: AN ESTIMATE FOR AN INTEGRAL

Let \( 0 < R < \infty \) be fixed and \( \epsilon > 0 \). Let \( v(x) \) be a continuous function on \([0, R] \) such that
\[ v(x) > 0, \quad \text{for all } x \in (0, R] \] (A1)
and
\[ \lim_{x \to 0} v(x)/x^\alpha > 0 \] (A2)
exists with some \( \alpha > 0 \). Further let \( w(x) \) be a continuous function on \([0, R] \) such that
\[ |w(x) - 1| = O(x^\alpha)(x \to 0). \] (A3)

Then, for each \( e > 0 \) and \( \lambda > 1 \), we define the integral
\[ I(\epsilon) = \frac{1}{\epsilon} \int_0^\infty x^\nu \left( \epsilon - x \omega(x) \right)^2 + x^\nu(x)^2 \ dx. \] (A4)
The purpose of this appendix is to give an estimate in \( \epsilon \) of \( I(\epsilon) \).

**Proposition A:** Let \( \nu, \omega \) be as above. Then, for all sufficiently small \( e > 0 \),
\[ C_1 e^{\lambda - 1} < I(\epsilon) < C_2 (1 + e^{\lambda - 1 - \alpha}) \] (A5)
with constants \( C_j > 0, j = 1, 2 \). In particular, if \( -1 < \lambda < 1 \), then
\[ \lim_{\epsilon \to 0} I(\epsilon) = \infty. \]

**Proof:** Conditions (A1) and (A2) imply that
\[ c_1 < v(x)/x^\alpha < c_2, \quad x \in (0, R] \] (A6)
with positive constants \( c_1 \) and \( c_2 \). Hence, we have
\[ I(\epsilon) > c_1 \int_0^R \left( \frac{\epsilon^2 + \alpha}{(1 - \epsilon \omega(x))^2 + c_2(\alpha + 1)^2 x^2} \right) \ dx. \]

By the change of variable \( x = \epsilon t \), we obtain
\[ I(\epsilon) > c_1 \epsilon^{\lambda - 1 + \alpha} J(\epsilon), \] (A7)
with
\[ J(\epsilon) = \int_1^\infty \frac{t^\lambda + \alpha}{(1 - \epsilon \omega(\epsilon t))^2 + c_2(\alpha + 1)^2 t^2} dt. \]

Let \( a > 0 \) be fixed and
\[ \epsilon < R / (1 + a). \]
Then we have \( [1, 1 + a] \subset [0, R / \epsilon] \). Hence
\[ J(\epsilon) > \int_1^1 + a \frac{t^\lambda + \alpha}{(1 - \epsilon \omega(\epsilon t))^2 + c_2(\alpha + 1)^2 t^2} dt \]
\[ > L(\epsilon) \] (A8)
where
\[ L(\epsilon) = \int_1^{1 + a} \frac{1}{(1 - \epsilon \omega(\epsilon t))^2 + c_3(\alpha + 1)^2 t^2} dt \]
with \( c_3 = c_2(1 + a)^2(\alpha + 1)^2 \). Further, by the change of variable \( t = 1 + \epsilon^a s \) and by using (A3), we see that
\[ L(\epsilon) > e^{-a} N(\epsilon), \] (A9)
where
\[ N(\epsilon) = \int_0^{\epsilon/a} \frac{1}{(s + c_4)^2 + c_5} ds \]
with a positive constant \( c_4 \). Combining (A7)–(A9), we obtain
\[ I(\epsilon) > c_1 \epsilon^{\lambda - 1} N(\epsilon). \]

Since
\[ 0 < \lim_{\epsilon \to 0} N(\epsilon) = \int_0^{\epsilon} \frac{1}{(s + c_4)^2 + c_5} ds < \infty, \]
the first inequality in (A5) follows.

Let \( c_j, j = 1, 2 \), be as in (A6). Then we have, via the change of variable \( x = \epsilon t \),
\[ I(\varepsilon) < c_1 \varepsilon^{\lambda - 1 + \alpha} Q(\varepsilon), \]
where
\[ Q(\varepsilon) = \int_{0}^{R/\varepsilon} \frac{t^{\lambda + \alpha}}{(1 - tw(\varepsilon t))^{2} + c_1^2 \varepsilon^{2\alpha} t^2 + 2a} \, dt. \]
Taking \( \delta > 0 \) to be sufficiently small and dividing the integral interval into two parts \( (0, \delta] \) and \( (\delta, R/\varepsilon] \), we can show that
\[ Q(\varepsilon) < c_1 + c_4 \varepsilon^{1 - \alpha - \lambda} + c_5 \varepsilon^{-2\alpha} \]
with positive constants \( c_j, j = 3, 4, 5 \). Thus the second inequality in (A5) follows.

Remark: Let \( W_\varepsilon(x) \) be the integrand of the integral (A4). Then we have for all \( x \in (0, R] \)
\[ \lim_{\varepsilon \to 0} W_\varepsilon(x) = W_0(x) = \frac{\mu(x)}{x^{2-\lambda}(w(x)^2 + \nu(x))}. \]
We see that if \( 1 - \alpha < \lambda \), then \( W_\varepsilon \) is integrable on \( (0, R] \) with respect to \( dx \). Thus the above proposition shows that for \( 1 - \alpha < \lambda < 1 \), the limit \( \varepsilon \to 0 \) and the integral in (A4) are not interchangeable.

APPENDIX B: A LIMIT THEOREM FOR AN INTEGRAL

Let \( f \) be a continuous function on \( (0, \infty) \) such that for some \( R > 0 \)
\[ \int_{0}^{R} |f(x)| \, dx < \infty \]
and the limit
\[ \lim_{x \to 0} x^\mu f(x) = f_0 \neq 0 \]
exists with some \( \lambda \in \mathbb{R} \). Let \( g \) be a bounded continuous function on \( [0, \infty) \) such that
\[ \lim_{x \to 0} g(x)/x^\mu \neq 0 \]
exists with some constant \( \mu > 0 \). For \( t \in \mathbb{R} \), we consider the integral
\[ J(t) = \int_{0}^{\infty} f(x) g(tx) \, dx, \]
which converges for
\[ \lambda < \mu + 1. \]
The purpose of this appendix is to establish an elementary theorem concerning the asymptotic property of \( J(t) \) as \( t \to \infty \):

**Proposition B:** (i) Let \( \lambda < 1 \). Then
\[ \sup_{t \in \mathbb{R}} |J(t)| < \infty. \]
(ii) Let \( \lambda = 1 \) and assume that \( f, g \geq 0 \) and
\[ \int_{0}^{\infty} g(x) \, dx = \infty. \]
Then
\[ \lim_{t \to \infty} J(t) = \infty. \]
Moreover, for every \( \varepsilon \in (0, 1) \), there exist positive constants \( a \) and \( b \) such that for all \( t \in \mathbb{R} \)
\[ J(t) < at^\varepsilon + b. \]
In particular,
\[ \lim_{t \to \infty} J(t)/t^\varepsilon = 0. \]
(iii) Let \( 1 < \lambda < \mu + 1 \). Then
\[ \lim_{t \to \infty} \frac{J(t)}{t^{\lambda-1}} = f_0 \int_{0}^{\infty} \frac{g(x)}{x^{\lambda-1}}. \]
**Proof:** Part (i) is obvious. (ii) Let \( \lambda = 1 \). Then, by the change of variable \( tx \to x \), we can write as
\[ J(t) = \int_{0}^{\infty} h_1 \left( \frac{x}{t} \right) \frac{g(x)}{x} \, dx, \]
where
\[ h_1(x) = x^\varepsilon f(x). \]
By (B2) and Fatou's lemma, we have
\[ \lim_{t \to \infty} J(t) = f_0 \int_{0}^{\infty} \frac{g(x)}{x} \, dx = \infty. \]
Hence (B6) follows. To prove (B7), we write as
\[ J(t) = K_1(t) + K_2(t), \]
where
\[ K_1(t) = \int_{0}^{R} f(x) g(tx) \, dx, \quad K_2(t) = \int_{R}^{\infty} f(x) g(tx) \, dx. \]
Let
\[ C = \max_{x \geq 0} g(x) > 0 \]
and define
\[ \tilde{g}(x) = g(x)/C. \]
Then we have \( 0 < \tilde{g}(x) < 1 \), which implies that for \( 0 < \varepsilon < 1 \),
\[ g(x) < C \tilde{g}(x)^\varepsilon. \]
Using this inequality, we see that
\[ K_1(t) < C_1 t^{\varepsilon}, \]
where
\[ C_1 = C \sup_{x \geq 0} \left( \frac{\tilde{g}(x)}{x^\varepsilon} \right) \int_{0}^{R} x^{\varepsilon} f(x) \, dx < \infty. \]
Obviously we have
\[ K_2(t) < C \int_{R}^{\infty} f(x) \, dx < \infty, \]
which, together with (B11), gives (B7).
(iii) In this case also, we write \( J(t) \) as (B10). By the change of variable \( tx \to x \), we have
\[ \frac{K_1(t)}{t^{\lambda-1}} = \int_{0}^{\infty} \chi_{(0, R]} (x) h_1 \left( \frac{x}{t} \right) \frac{g(x)}{x^\lambda} \, dx, \]
where \( \chi_{(0, R]} \) is the characteristic function of the set \( (0, R] \).
The integrand converges to
\[ f_0 \left[ g(x)/x^\lambda \right] \]
for all \( x > 0 \) as \( t \to \infty \) and is dominated by
\[ \left( \sup_{0 < x < R} |h_1(y)| \right) \frac{|g(x)|}{x^\lambda}, \]
which is integrable on \( [0, \infty) \) with respect to \( dx \). Thus we
can apply the Lebesgue dominated convergence theorem to obtain
\[ \lim_{t \to \infty} K_1(t) = f_0 \int_0^\infty \frac{g(x)}{x^4} \, dx. \]

For \( K_2(t) \), we have the estimate \( (B12) \) in the present case as well. Thus \( (B9) \) follows.
