Long-time behavior of two-point functions of a quantum harmonic oscillator interacting with bosons

Asao Arai
Department of Mathematics, Hokkaido University, Sapporo 060, Japan

(Received 18 August 1988; accepted for publication 8 February 1989)

A class of exactly soluble models of a one-dimensional quantum harmonic oscillator interacting with bosons moving in the d-dimensional space \(\mathbb{R}^d\) is considered and the long-time behavior of the two-point function of the oscillator at zero temperature and at finite temperatures is analyzed. It is shown that the two-point functions decay with a power-law respectively as the time tends to infinity and that, in the case where the boson is massless, the two-point function at zero temperature decays faster than those at finite temperatures, while, in the case where the boson is massive, they decay with the same order. Further, the dependence of the decay order on \(d\) as well as on the infrared behavior of the one-boson energy and the momentum cutoff function in the interaction Hamiltonian is clarified in each case.

I. INTRODUCTION AND THE MAIN RESULTS

In a previous paper,\(^{1}\) we considered a general class of models of a one-dimensional quantum harmonic oscillator coupled to infinitely many bosons in the Hilbert space

\[ \mathcal{F} = L^2(\mathbb{R}) \otimes \mathcal{F}_s(\mathcal{H}), \]  

(1.1)

where \(\mathcal{F}_s(\mathcal{H})\) is the symmetric (Boson) Fock space over a complex Hilbert space \(\mathcal{H}\) [e.g., Ref. 2 (§III.4)]. The unperturbed (free) Hamiltonian of each model in the class has the common form

\[ H_0 = \omega_0 a^* a + I + I \otimes d\Gamma(h). \]  

(1.2)

Here \(a\) is the annihilation operator of the oscillator acting in \(L^2(\mathbb{R})\), \(d\Gamma(h)\) is the second quantization of a non-negative self-adjoint operator \(h\) (the one-particle free Hamiltonian of the boson) [e.g., Ref. 3 (§X.7)]. \(I\) denotes identity, and \(\omega_0 > 0\) is a constant parameter denoting the circular frequency of the oscillator. The interaction part (perturbation) \(H_I\) is given by a general form quadratic in the annihilation and creation operators for the bosons and the oscillator. (For the detailed form of \(H_I\), see Ref. 1. But, in the present paper, we do not need it.) It was proved in Ref. 1 that, under some conditions, the total Hamiltonian

\[ H = H_0 + H_I \]  

(1.3)

is unitarily equivalent to \(d\Gamma(h) + E_0\) [acting in \(\mathcal{F}_{s}(\mathcal{H})\)] with a real constant \(E_0\) and hence, in particular, all the possible embedded eigenvalues of \(H_0\), except for the zero eigenvalue, disappear under the perturbation. Further, in the case \(\mathcal{H} = L^2(\mathbb{R}^d)\), taking \(H_0\) as

\[ H_0 = \omega_0 a^* a + I + I \otimes d\Gamma(\omega') \]  

(1.4)

with a rotation invariant function \(\omega\) on \(\mathbb{R}^d\) and a parameter \(r > 0\) and changing the parameters in \(H_I\), we showed that the class gives a unified description of standard models of a one-dimensional quantum harmonic oscillator coupled to bosons, containing the following ones:

- **(M1)** (The RWA oscillator; \(r = 1\)) [e.g., Refs. 4-7]
  \[ H = \omega_0 a^* a + I + I \otimes d\Gamma(\omega) + a \otimes b(\rho) + a^* \otimes b(\rho). \]

- **(M2)** (The Schwabl–Thirring model; \(r = 1/2\)) [e.g., Refs. 6, 8–13]
  \[ H = \omega_0 a^* a + I + I \otimes d\Gamma(\omega^{1/2}) + q \otimes \phi(\rho). \]

\[ (M3) \quad (r = 1/2) \]

\[ H = \frac{1}{2} p^2 \otimes I + I \otimes d\Gamma(\omega^{1/2}) + (\omega_0^2/2)(q \otimes I - I \otimes \phi(\rho))^2 - \mu_0. \]

Here \(b(f), f \in L^2(\mathbb{R}^d)\), is the (smeared) boson annihilation operator acting in \(\mathcal{F}_s(L^2(\mathbb{R}^d)), q \in \mathbb{R}\) denotes the position of the oscillator, \(p = -i \partial/dq\), \(\phi(f) = \{1/\sqrt{2}\}(b(\omega^{-1/4}f^*) + b(\omega^{-1/4}f))\}, \) and \(\rho\) is a cutoff function.

The model (M3) may be regarded as a simplified version of a three-dimensional quantum harmonic oscillator minimally coupled to a quantized radiation field with an ultraviolet cutoff (e.g., Ref. 14 and references therein).

In the present paper, taking \(\mathcal{H} = L^2(\mathbb{R}^d)\) with \(H_0\) given by (1.4), we investigate the long-time behavior of the two-point function at the zero temperature defined by

\[ W(t_1, t_2) = \langle \Omega, q(t_1) q(t_2) \Omega \rangle, \quad t_1, t_2 \in \mathbb{R}, \]  

(1.5)

and that at a finite temperature \(\beta^{-1} > 0\) given symbolically by

\[ W_\beta(t_1, t_2) = \frac{\text{Tr}[e^{-\beta H} q(t_1) q(t_2)]}{\text{Tr} e^{-\beta H}}, \]  

(1.6)

where \(q(t)\) is the time evolution of \(q\) by the total Hamiltonian \(H\) given by (1.3)

\[ q(t) = e^{itH} q e^{-itH}, \quad q \in \mathbb{R}, \]  

(1.7)

\(\Omega\) is the ground state of \(H\), and \(\text{Tr}\) denotes the trace [strictly speaking, the rhs of (1.6) is defined as an infinite volume limit of a finite volume approximation of the quantum system under consideration]. As we shall see below, \(W(t_1, t_2)\) [resp. \(W_\beta(t_1, t_2)\)] has a characteristic form common to all the models in the class. We are mainly interested in the following aspects:

- **(I)** The dependence of the order of the time decay on the dimension \(d\), \(r\), and on the infrared property of the functions of \(\omega\) and \(\rho\) [i.e., the behavior of \(\omega(k)\) and \(\rho(k)\) as \(k \to 0\)].

- **(II)** The difference of the time decay between the case of finite temperatures \((0 < \beta < \infty)\) and that of the zero temperature \((\beta = \infty)\).

- **(III)** The difference of the time decay between the...
massless case \( \inf_k \omega(k) = 0 \) and the massive case \( \inf_k \omega(k) > 0 \).

We remark that we can not expect an exponential decay for the two-point functions, because we assume that \( H \) is bounded from below to define them; this follows from a general theorem (Ref. 15, §7.3, Theorem 3.3). See also Appendix C in the present paper.

The problem of the long-time behavior of two-point functions (or correlation functions) of a quantum harmonic oscillator coupled to a heat bath (an infinite system of bosons) has recently been discussed in the statistical physics literature (e.g., Refs. 6, 12, 16, and 17; cf. also Ref. 10 for a field theoretical discussion) and some partial results have been obtained with some concrete models [mainly those related to the models (M1) and (M2)]. In these works, however, the authors make an \textit{ad hoc} assumption on the spectral density of the correlation function or on the memory kernel in the Langevin equation. This procedure formally corresponds to taking a special form for the cutoff function \( \rho \) in our Hamiltonian formalism. In the present paper, we do not make such an \textit{ad hoc} assumption and consider the models as generally as possible. Accordingly, our results include as special cases the partial results on the long-time behavior mentioned above and generalize on them. At the end of this section, after stating our results, we shall give a more detailed comparison of our results with those obtained in the other works.

We now proceed to describe the two-point functions in our models.

Let \( \omega \) be a non-negative, continuously differentiable, and monotone increasing function on \((0,\infty)\) such that \( \omega(x) \to \infty \) as \( x \to \infty \) with the derivative \( \omega'(x) > 0 \) for all \( x > 0 \). We set

\[
m = \inf_{x \to 0} \omega(x) > 0.
\]

The rotation invariant function \( \omega \) on \( \mathbb{R}^d \) is defined by

\[
\omega(k) = \omega_1(|k|), \quad k \in \mathbb{R}^d.
\]

The cutoff function \( \rho \) is a real-valued continuous function in \( L^2(\mathbb{R}^d) \) such that

\[
\int_{\mathbb{R}^d} \frac{\rho(k)^2}{\omega(k)} \, dk < \infty,
\]

and

\[
\int_{\mathbb{R}^d} \frac{\rho(k)^2}{m - \omega(k)} \, dk < \infty.
\]

\textbf{Remark:} If \( m > 0 \) (the massive case), then (1.10) is automatically satisfied because of \( \rho \in L^2(\mathbb{R}^d) \) [more generally, we have \( \omega^{-\frac{1}{2}} \rho \in L^2(\mathbb{R}^d) \) for all \( \lambda > 0 \)], but, in the case \( m = 0 \) (the massless case), this is not true.

For \( j = 0, 1 \), we introduce the function \( \Phi^{(j)}(z) \) by

\[
\Phi^{(j)}(z) = \int_{\mathbb{R}^d} \frac{\omega(k) \rho(k)^2}{m - z - \omega(k)} \, dk,
\]

which is analytic in the cut plane

\[
C_m = \mathbb{C} \setminus [m, \infty).
\]

Let

\[
D^{(j)}(z) = a^{(j)}_0 - a^{(j)}_1 z + \delta_{ij} \int \rho(k)^2 \, dk + \Phi^{(j)}(z),
\]

where \( a^{(j)}_i, \ i = 0, 1, \) are real constants with \( a^{(j)}_0 > 0, \ j = 0, 1, \) and \( \delta_{ij} \) is the Kronecker delta function. We assume that

\[
d^{(j)}_m = a^{(j)}_0 - a^{(j)}_1 m + \delta_{ij} \int \rho(k)^2 \, dk + \Phi^{(j)}(m) > 0.
\]

Then it is easy to see that

\[
D^{(j)}(z) \neq 0, \quad z \in \mathbb{C}_m.
\]

\textbf{Remark:} By renormalizing the parameter \( a^{(j)}_0 \) as

\[
\tilde{a}^{(j)}_0 = a^{(j)}_0 + a^{(j)}_1 m - \delta_{ij} \int \rho(k)^2 \, dk - \Phi^{(j)}(m),
\]

\( a^{(j)}_0 > 0, \)

\( d^{(j)}_m \) can be made positive.

For technical reasons, we assume the following:

\begin{align*}
(A1) & \sup_{x \in \mathbb{R}, \omega \in (m, \infty)} |\Phi^{(j)}(x - ie)| < \infty, \\
(b) & \inf_{x \in \mathbb{R}, \omega \in (m, \infty)} |D^{(j)}(x - ie)| > 0.
\end{align*}

For sufficient conditions for (A1) to hold, see Appendices A and B.

It follows from (A1)(a) that, for all sufficiently large \( x > 0, \)

\[
|D^{(j)}(x - ie)| > \kappa x
\]

with a constant \( \kappa > 0 \) independent of \( \epsilon \).

One can show using the theory of the Hilbert transform (e.g., Ref. 18) that the limits

\[
D^{(j)}_{\pm}(x) = \lim_{\epsilon \to 0} D^{(j)}(x \pm ie), \quad j = 0, 1,
\]

exist for a.e. \( x \in (m, \infty) \), which, by assumption (A1)(b), cannot be zero.

We are now ready to give an explicit form of \( W(t, t_2) \) [resp. \( W_\rho(t, t_2) \)] (up to a constant multiple) which follows from Ref. 1:

\[
W(t_1, t_2) = W(t_2 - t_1),
\]

\[
W_\rho(t_1, t_2) = W_\rho(t_1 - t_2),
\]

with

\[
W(t) = \int_{\mathbb{R}} \frac{\rho(k)^2 e^{-i\omega(k)t}}{\omega(k)^2 \omega(k)^2 - D^{(j)}(\omega(k))} \, dk,
\]

\( j = 0, 1, \)

and

\[
W_\rho(t) = \int_{\mathbb{R}} \frac{\rho(k)^2 (e^{i\omega(k)(t - t_1)} - e^{i\omega(k)\alpha})}{\omega(k)^2 \omega(k)^2 - D^{(j)}(\omega(k))} \, dk,
\]

\( j = 0, 1, \)

Here \( r > 0 \) is the parameter in \( H_0 \) given by (1.4) and \( \alpha \in \mathbb{R} \) is a parameter appearing in \( b(\omega - m) \) and \( b(\omega - m) \) in the interaction \( H_1, \) for example, in the model (M1) [resp. (M2), (M3)], we have \( (r, \alpha, j) = (1, 0, 0) \) [resp. \((\frac{1}{2}, 0), (\frac{1}{2}, 1)\) ]. Of course, the con-
constants $a^0_0$ and $a^1_0$ also change according to models: In the model (M1) [resp. (M2), (M3)], we have $a^0_0 = 0$ and $a^1_0 = 1$ [resp. $a^0_0 = a^2_0 a^1_0$, $a^1_0 = a^0_0 a^2_0$]. In deriving (1.21) [resp. (1.22)] with the case $m = 0$, an additional assumption that $\rho^2/(\omega^2 + 1)D^0_2(\omega)\] [resp. $\rho^2/(\omega^2 + 1)D^0_2(\omega)$] is integrable near the origin is made. Note that, for all $t \in \mathbb{R}$, $W(t) - W(t)$ as $\beta \to \infty$ (the zero-temperature limit).

To make the present paper self-contained, we take formulas (1.19)-(1.22) as the starting point. Therefore the reader is not required to have any detailed knowledge in Ref. 1.

We shall denote by $\eta(x)$ the inverse function of $\omega_1(x)$, $\omega_1(\eta(x)) = x$ (1.23) for $x > m$. By the inverse function theorem, $\eta(x)$ is differentiable and monotone increasing in $(m, \infty)$ with

$$\lim_{x \to m^+} \eta(x) = 0, \quad \lim_{x \to \infty} \eta(x) = \lim_{x \to m^+} \eta(x) = x \in (m, \infty).$$

(1.24)

For a measurable function $f$ on $\mathbb{R}^n$, we define the function $[f]$ on $[0, \infty)$ by

$$[f](x) = \int_{S^{d-1}} dS(\theta) f(x \theta), \quad x \in [0, \infty),$$

(1.25)

where $S^{d-1}$ is the $d - 1$ sphere and $dS$ is the surface integral measure on $S^{d-1}$. Let

$$I^{(j)}(x) = \eta(x) (\eta(x))^{-1} - 1 \rho^2 \eta(x), \quad x \in (m, \infty).$$

(1.26)

Since $\rho$ is continuous by assumption, it follows that $I^{(j)}(x)$ is continuous in $x \in (m, \infty)$.

As another technical assumption, we take the following:

(A1) There exists a constant $\theta \in (0, \pi/2)$ such that the function $I^{(j)}(x)$ has an analytic continuation $I^{(j)}(z)$ onto the domain

$$D_{m, \theta} = \{ z \in \mathbb{C} | \Re z > m, \quad \theta | \arg z | < \pi/2 \}$$

(1.27)

with the following properties:

(a) $\lim_{\epsilon \to 0} I^{(j)}(x - i \epsilon) = I(x), \quad x \in (m, \infty).$

(b) $|I^{(j)}(z)| \leq \text{const} |z|^{-q_j}$

for all sufficiently large $|z| = \infty \in D_{m, \theta}$ with a constant $q_j > 0$.

(c) $\lim_{\epsilon \to 0} I^{(j)}(z = 0) \frac{(m + z)^{1}}{\epsilon} = A^{(j)}_m$

with constants $A^{(j)}_m \neq 0$ and $p_j(m) > 0$.

(d) For all sufficiently small $\epsilon > 0$,

$$\inf_{0 < \epsilon < \epsilon_0} \frac{|D^{(j)}(x - i \epsilon) - 2i \pi I^{(j)}(x - i \epsilon)| > 0.}$$

Remark: As is seen from the definition of $I^{(j)}(x)$, $p_j(m)$ is determined by the dimension $d$ and the infrared property of $\omega_1, \omega_1$, and $\rho$. See Sec. IV for an example.

In order to investigate the decay property of $W(t)$ and $W_p(t)$ in a unified way, we introduce the following more general function:

$$W(t) = \int_{\mathbb{R}^n} \frac{f(\omega(k)) \rho(k)^2 e^{-i \omega(k) t}}{\omega(k)^2 D^0_2(\omega) |\omega(k)|^2} d\omega,$$

(1.28)

Here $f$ is any meromorphic function in $D_{m, \theta}$ with the following properties:

(1.29) The number of poles of $f(z)$ is finite.

(1.29) The limit

$$\lim_{\epsilon \to 0} f(x - i \epsilon) \equiv f(x)$$

exists for $a.e. x \in (m, \infty)$. 

(1.29) The limit

$$\lim_{\epsilon \to 0} f(x - i \epsilon) \equiv f(x)$$

exists for $a.e. x \in (m, \infty)$. 

(1.29) The limit

$$\lim_{\epsilon \to 0} f(x - i \epsilon) \equiv f(x)$$

exists for $a.e. x \in (m, \infty).$

Then

$$W(t) \sim A^{(j)}_m \text{e}^{-i \omega_1 t} \Gamma(\lambda_j) \text{e}^{-a m}, \quad t \to \infty. \quad (1.33)$$

Remark: Under the assumption of Theorem 1.1 in each case $m = 0$ or $m > 0$, the integral of the rhs of (1.28) is absolutely convergent.

As corollaries of Theorem 1.1, we can derive the asymptotic behavior of $W(t)$ and $W_p(t)$ as $t \to \infty$.

Theorem 1.2 (the massless case): Let $m = 0$ and $2 \pi a + j + q_j + 1 > 0$.

(a) Suppose that

$$\lambda_j > 1.$$
\[ W_\beta(t) \sim 2 \left\{ \frac{A^{(j)}_0 e^{-i(n\lambda_j - 1)/2}}{\beta r B^{(j)}_0} \right\} t^{-\lambda_j + 1}. \]  

(1.36)

Proof: (a) We have

\[ W(t) = W(t' = 1). \]

On the other hand, the function \( f(z) = 1 \) obviously possesses properties (f I) and (f II) with \( \alpha_0(f) = 0 \) and \( f_0 = 1 \). Therefore, in this case, we have \( \mu_j = \lambda_j \). Thus (1.31) yields (1.35).

(b) Let

\[ f(z) = e^{i\beta z}/(e^{i\beta z} - 1) \]

and

\[ g(z) = 1/(e^{i\beta z} - 1). \]

Then we have

\[ W_\beta(t) = W(t f') + W(t g). \]

It is easy to see that each of \( f' \) and \( g \) satisfies (f I) and (f II) with \( \alpha_0(f') = \alpha_0(\bar{g}) = r \) and \( f_0 = \bar{g}_0 = 1/\beta \). Hence we have \( \mu_j = \lambda_j - 1 \). Thus we get (1.36) from (1.31).

\[ \text{Theorem 1.3 (the massive case): Let } m > 0 \text{ and } 2\alpha + j + q_0 + 1 > 0. \text{ Then} \]

\[ W(t) \sim A^{(j)}_0 e^{-i(n\rho_j(m) + 1)/2} \Gamma(p_j(m) + 1) \times e^{-i\lambda_j t} \rho_j(m) - 1. \]

(1.37)

(b) \[ W_\beta(t) \sim \frac{A^{(j)}_0 \Gamma(p_j(m) + 1)}{(e^{\beta t}) - 1} \rho_j(m) + 1 \times \frac{e^{-i\lambda_j t} \rho_j(m) - 1}{B^{(j)}_m} \]

\[ + \frac{e^{i\lambda_j t} \rho_j(m) + 1/2}{B^{(j)}_m} \]  

(1.38)

Proof: Similar to the proof of theorem 1.2.

Theorem 1.2 and 1.3 show that the two-point functions decay with a power-law respectively as \( t \to \infty \). In both cases \( m = 0 \) and \( m > 0 \), the order of the decay increases as \( \nu = \rho_j(m) \) does. On the other hand, the dependence of the decay order on the dimension \( d \) and the infrared behavior of \( \omega \) and \( \rho \) comes only from \( p_j(m) \) [see (1.26) and (AII)(c)]. In particular, it follows from (1.26) that \( p_j(m) \) is monotone increasing in \( d \). Therefore the higher \( d \) becomes, the faster the two-point functions decay.

In the massless case, Theorem 1.2 shows that \( W(t) \) decays faster than \( W_\beta(t) \). On the other hand, in the massive case, the order of the decay of \( W(t) \) coincides with that of \( W_\beta(t) \). We note also that, in the massive case, the oscillating factors \( \exp(\pm i\nu t^m) \) appear in the asymptotic behavior of the two-point functions.

Remark: We have assumed \( d_m^{(j)} > 0 \) [see (1.15)] to obtain Theorems 1.1–1.3. In fact, in the case \( d_m^{(j)} < 0 \), \( D^{(j)}(x) \) has a simple unique zero \( \nu_0 \in (-\infty, m) \) and the oscillating terms proportional to \( \exp(\pm iv_0 t^m) \) appear in the two-point functions. This corresponds to the nondisappearance of embedded eigenvalues of \( H_0 \) under the perturbation (in other words, the oscillator mode persists under the perturbation) (cf. Ref. 7).

We now try to compare in some detail our results with those on the long-time behavior obtained in the other works.6,12,16,17

In Ref. 16, a phenomenological model based on an averaged Langevin equation rather than on a Hamiltonian was presented; the correlation function at the inverse temperature \( \beta \) is given as

\[ \langle q(t)q(0) \rangle = \int_0^\infty \frac{d\omega}{\pi} \chi^*(\omega) \frac{\gamma \omega}{M (\omega^2 - \omega_0^2)^2 + \gamma^2 \omega^2} \]

(1.39)

with positive constants \( \gamma \) (the damping constant) and \( M \) (the mass of the oscillator) and \( \hbar \) is the Planck constant divided by \( 2\pi \). They showed that, at the zero temperature \( \beta \to \infty \), the real part \( S(t) \) (the symmetrized correlation function) decays as

\[ S(t) \sim \frac{\hbar \gamma f}{\pi \rho_0(t) t^2}. \]

(1.41)

We can show that this result is a special case of our results: in fact, at the zero temperature \( \beta \to \infty \), one has from (1.39)

\[ \langle q(t)q(0) \rangle = \int_0^\infty \frac{d\omega}{\pi} \chi^*(\omega) \hbar \omega \]

(1.42)

On the other hand, the function \( W(t) \) given by (1.21) is written as

\[ W(t) = \int_0^\infty w(x) e^{-ixt} dx \]

(1.43)

with

\[ w(x) = \frac{I^{(j)}(x)}{x^{2\rho_j(m) + 1/2} \|D_x^{(j)}(x)\|^2}. \]

(1.44)

Therefore, by considering the case with \( m = 0 \) and \( r = 1 \) and by setting formally

\[ w(x) = (\hbar/\pi) \chi^*(x), \]

we have at the zero temperature

\[ W(t) = \langle q(t)q(0) \rangle. \]

Since \( \chi^*(x) \sim x \gamma^2 / (\rho_0 \rho_0 \rho_0) \) as \( x \to 0 \), we have

\[ A^{(j)}_0 / B^{(j)}_0 = \hbar / \pi \rho_0 \rho_0 \rho_0, \quad \lambda_j = 2. \]

Then, (1.41) follows from (1.35). On the other hand, at finite temperatures \( \beta^{-1} > 0 \), \( \langle q(t)q(0) \rangle \) is not of the form \( W_\beta(t) \) given by (1.22), because the frequency spectrum of \( \langle q(t)q(0) \rangle \) is equal to the whole real line \( R \) as is seen from (1.39). [The frequency (energy) spectrum of our models is equal to \( (m, \infty) \).] This is a big difference between the model under consideration and ours. They also showed that, at finite temperatures, \( \langle q(t)q(0) \rangle \) decays exponentially. We remark that, if one modifies the correlation function as

\[ \langle q(t)q(0) \rangle \sim \int_0^\infty \frac{d\omega}{\pi} \chi^*(\omega) \frac{\hbar \omega \exp(-\omega t)}{1 - e^{-\beta \omega}} \]
or

\[ \langle q(t)q(0) \rangle_+ = \int_0^\infty \frac{d\omega}{\pi} \chi^+(\omega) \frac{\hbar e^{-\omega t}}{1 - e^{-\omega \hbar t}}, \]

then one gets

\[ \langle q(t)q(0) \rangle_+ \sim \frac{(-i)^y}{\pi M \hbar^2} \frac{1}{t}, \]

\[ \langle q(t)q(0) \rangle_+ \sim \frac{iy}{\pi M \hbar^2} \frac{1}{t}. \]

Namely, \( \langle q(t)q(0) \rangle_+ \) have a power-law decay. This follows from an application of Theorem 2.1(a) in Sec. II.

In Ref. 17, a generalized version of the model in Ref. 16 was considered and a more detailed analysis on the long-time behavior of the correlation functions was done. As in the model in Ref. 16, the correlation function at zero temperature is a special case of our model and the result on the long-time behavior coincides with ours, at least, up to \( t^{-2} \) order. As for the case at finite temperatures, the same remark as that concerning the model in Ref. 16 applies.

In Ref. 12, they start from a discrete version of the model (M2) with respect to the boson degrees of freedom and derive the dynamical equation for the position operator of the oscillator. Then, they make an \textit{ad hoc} assumption for the memory kernel so that the symmetrized autocorrelation function of the fluctuating force per unit mass \( \Phi_f(t) \) and the symmetrized autocorrelation function of the particle velocity \( C_v(t) \) take the form

\[ \Phi_f(t) = \frac{\gamma^2}{M \tau_R} \int_0^\infty \frac{d\omega}{2\pi} \frac{\omega}{\omega^2 + \gamma^2} \coth \frac{\beta \hbar \omega}{2} e^{\omega t}, \]

and

\[ C_v(t) = \frac{\gamma^2}{M \tau_R} \int_0^\infty \frac{d\omega}{2\pi} \frac{\omega^3}{\omega^2 + \gamma^2} \times \frac{1}{\omega^2 + (\gamma/\tau_R) [i\omega/(\gamma - i\omega)]^2} \times \coth \frac{\beta \hbar \omega}{2} e^{\omega t}, \]

respectively, where \( \tau_R > 0 \) is a constant. They showed that, at finite temperatures, \( \Phi_f(t) \) and \( C_v(t) \) decay exponentially as \( t \to \infty \) and, only in an intermediate time region, display a long time tail as \( t^{-2} \). These results do not coincide with our results. This is due to the fact that, in the present case, the frequency spectrum runs from \( -\infty \) to \( +\infty \) as is seen from (1.45) and (1.46), which is an effect of the symmetrization. Let \( \Phi_f^{(+)}(t) \) and \( C_v^{(+)}(t) \) be the functions defined by the rhs of (1.45) and (1.46) with the integral interval replaced by \([0, \infty)\), respectively. Then, we see that \( \Phi_f^{(+)}(t) \) and \( C_v^{(+)}(t) \) display a power-law decay as

\[ \Phi_f^{(+)}(t) \sim \frac{i}{\pi M \tau_R} \frac{1}{t} \]

and

\[ C_v^{(+)}(t) \sim \frac{i \tau_R}{\pi M \beta} \frac{1}{t}. \]

At zero temperature, we have

\[ \Phi_f(t) = \frac{\gamma^2}{M \tau_R} \Re \left[ \int_0^\infty \frac{d\omega}{2\pi} \frac{\omega}{\omega^2 + \gamma^2} e^{\omega t} \right], \]

\[ C_v(t) = \frac{\gamma^2}{M \tau_R^2} \Re \left[ \int_0^\infty \frac{d\omega}{2\pi} \frac{\omega^3}{\omega^2 + \gamma^2} \times \frac{1}{\omega^2 + (\gamma/\tau_R) [i\omega/(\gamma - i\omega)]^2} \right]. \]

By integration by parts and applying Theorem 2.1(a), we get

\[ \Phi_f(t) \sim -\frac{\gamma}{M \tau_R} \frac{1}{t}, \]

\[ C_v(t) \sim -\frac{\gamma^2}{M \tau_R^2} \frac{1}{t}. \]

These results are not given in Ref. 12.

In Ref. 6, the authors start from the models (M1) and (M2) with a discrete boson degrees of freedom and calculate the momentum autocorrelation function \( C(t) \) of the oscillator

\[ C(t) = C_0(t) + C_1(t) \]

with

\[ C_1(t) = \int_0^\infty \frac{1}{e^{\gamma t} - 1} G(\lambda) \cos(\lambda t) d\lambda, \]

\[ C_0(t) = \frac{1}{2} \int_0^\infty G(\lambda)e^{-\gamma t} d\lambda, \]

where \( G(\lambda) \) is a function depending on the choice of the models (M1) and (M2). The exact form of \( G(\lambda) \) was not given and, by assuming that \( G(\lambda) \sim \lambda^m \), they showed that, at low temperatures, \( C_1(t) \) decays with a power law as \( t \to \infty \). However, analysis on the long-time behavior of \( C_1(t) \) at nonlow temperatures and of \( C_0(t) \) (the correlation function at zero temperature) was not given. We note that (1.49) with (1.50) and (1.51) is exactly of the same form as \( W_\lambda(t) \) given by (1.22) with \( m = 0 \). This is easily seen by change of variable. Thus we can apply our results and solve the problem left in Ref. 6. One can easily check that our general results yield as a special case the partial result on the long-time behavior of \( C_1(t) \) obtained in Ref. 6.

The rest of the present paper is organized as follows: In Sec. II, we establish a limit theorem on an integral of Fourier's type. In Sec. III, applying the limit theorem, we prove Theorem 1.1. In Sec. IV, we discuss an example of \( \alpha \). In Appendices A and B, sufficient conditions for (A1) to hold are given. In Appendix C, a necessary condition for exponential decay of Fourier transforms is given.

II. A LIMIT THEOREM

In this section, we prove a general limit theorem concerning an integral of Fourier's type.

Let \( g \) be a measurable function in \( L^1([m, \infty), dx) \). We are concerned with the asymptotic behavior of the function

\[ G(t) = \int_m^\infty g(x) e^{-ixt} dx \quad (t > 0) \]

as \( t \to \infty \), where \( m > 0 \) and \( r > 0 \) are constants. We assume the following:

\[ \Phi_f(t) = \frac{\gamma^2}{M \tau_R} Re \left[ \int_0^\infty \frac{d\omega}{2\pi} \frac{\omega}{\omega^2 + \gamma^2} e^{\omega t} \right], \]

\[ C_v(t) = \frac{\gamma^2}{M \tau_R^2} Re \left[ \int_0^\infty \frac{d\omega}{2\pi} \frac{\omega^3}{\omega^2 + \gamma^2} \times \frac{1}{\omega^2 + (\gamma/\tau_R) [i\omega/(\gamma - i\omega)]^2} \right]. \]
There exists a meromorphic function $g(z)$ in $D_{m,0}$ with the following properties:

(a) $\lim_{\epsilon \to 0} g(x - i\epsilon) = g(x)$, a.e. $x \in (m, \infty)$.

(b) For all sufficiently small $\epsilon > 0$ and every $a, b \in (m, \infty) (a < b)$,

$$\sup_{a < z < b} |g(x - i\epsilon)| < C_{a,b}$$

with a constant $C_{a,b} > 0$ independent of $\epsilon$.

(c) For all sufficiently large $|z| (z \in D_{m,0})$

$$|g(z)| < C/|z|^q$$

with constants $C > 0$ and $q > 1$.

(d) $g(z)$ has no poles in $\{z \in D_{m,0} | |z - m| < \epsilon_o\}$ with a constant $\epsilon_o > 0$ and the limit

$$\lim_{\epsilon \to 0} \frac{g(m + z)}{z^\mu} = g_m \neq 0$$

exists with constants $g_m$ and $\mu_m > -1$.

Under the assumption $(A-g)_m$, we have the following theorem.

**Theorem 2.1:** (a) Let $m = 0$. Then

$$G(t) = \frac{g(x - ei\mu + 1/2)\Gamma((\mu + 1)/r)}{r^{(\mu + 1)/r}}\int_0^t \frac{G^m_s \Gamma((\mu + 1)/r)}{r^{(\mu + 1)/r}}$$

(b) Let $m > 0$. Then

$$G(t) = \frac{g(m + z)}{z^\mu} \Gamma((\mu + 1)/r)$$

$$\times t^{-(\mu_m + 1)}.$$

**Proof:** We first consider the case $m = 0$. Let

$$h_1(z) = e^{-irg(z)}, \quad t > 0.$$ 

Then $h_1(z)$ is meromorphic in $D_{m,0}$. Let $\epsilon > 0$, $\delta > 0$ be sufficiently small, $L > 0$ be sufficiently large, and $0 < \theta_0 < \theta$. Let $\Gamma(\epsilon, \delta, L, \theta_0)$ be the curve in $D_{m,0}$ given by

$$\Gamma(\epsilon, \delta, L, \theta_0) = \{x - i\epsilon|\delta < x < L\}$$

$$\cup \{\delta - i\epsilon + Re^{i\delta}|0 < s < L\}$$

$$\cup \{\delta - i\epsilon + Le^{i\epsilon} + \theta_0 < u < 0\}$$

with the anticlockwise orientation and $D(\epsilon, \delta, L, \theta_0)$ be the interior domain of $\Gamma(\epsilon, \delta, L, \theta_0)$. Let $\{a_k\}_{k=1}^N$ be poles in $D_{0,0}$. Then, by applying the Cauchy integral theorem to the integral of $h_1(z)$ along $\Gamma(\epsilon, \delta, L, \theta_0)$, we get

$$\int_0^L h_1(x - i\epsilon) dx = \int_0^L h_1(\delta - i\epsilon + e^{-i\theta}e^{-i\theta})$$

$$+ \int_0^\infty h_1(\delta - i\epsilon + Le^{i\epsilon})Le^{i\epsilon}$$

$$- 2\pi i \sum_{a \in D(\delta, L, \theta_0)} \text{Res}(h_1(z), a_k).$$

where $\text{Res}(h_1(z), a_k)$ denotes the residue of $h_1(z)$ at $z = a_k$ [we take $\Gamma(\epsilon, \delta, L, \theta_0)$ so that $a_k \notin \Gamma(\epsilon, \delta, L, \theta_0)$ for all $k$]. We take $\theta_0$ to satisfy $0 < \theta_0 < \pi/2$. Then we have by $(A-g)_0(\circ)$

$$|h_1(\delta - i\epsilon + Le^{i\epsilon})| < C/|L|^q$$

for all sufficiently large $L$ with a constant $C > 0$ independent of $L$. Hence we get

$$\lim_{L \to \infty} \int_0^\infty h_1(\delta - i\epsilon + Le^{i\epsilon})Le^{i\epsilon} du = 0.$$  

(2.5)

For $s > s_0 > 0$, we have by $(A-g)_0(\circ)$

$$|h_1(\delta - i\epsilon + se^{-i\epsilon})| < C/|s|^q$$

with constants $a > 0$ and $b > 0$ independent of $\delta$ and $\epsilon$. For $0 < s < s_0$, we have by $(A-g)_0(\circ)$

$$|h_1(\delta - i\epsilon + se^{-i\epsilon})| < C$$

if $\mu_0 > 0$ and

$$|h_1(\delta - i\epsilon + se^{-i\epsilon})| < C|s|^q$$

if $-1 < \mu_0 < 0$, where $C > 0$ is a constant independent of $\delta$ and $\epsilon$. Therefore, $|h_1(\delta - i\epsilon + se^{-i\epsilon})|$ is dominated by an integrable function on $(0, \infty)$ independent of $\delta$ and $\epsilon$. Thus by the Lebesgue dominated convergence theorem we get

$$\int_0^\infty h_1(\delta - i\epsilon + se^{-i\epsilon})e^{-i\epsilon} ds$$

$$= \int_0^\infty h_1(se^{-i\epsilon})e^{-i\epsilon} ds.$$  

(2.6)

Similarly, using $(A-g)_0(\circ)(b)-(d)$, we can show that $|h_1(x - i\epsilon)|$ is dominated by an integrable function on $(0, \infty)$ independent of $\delta$ and $\epsilon > 0$. Thus by the Lebesgue dominated convergence theorem we get

$$\lim_{\delta \to 0} \int_0^\infty h_1(x - i\epsilon) dx = \int_0^\infty h_1(x) dx.$$  

(2.7)

Taking the limit $L \to \infty$ first, $\epsilon \to 0$ second, and $\delta \to 0$ finally in (2.4) and using (2.5)-(2.7), we obtain

$$G(t) = G_1(t) + G_2(t)$$

(2.8)

with

$$G_1(t) = \int_0^\infty h_1(se^{-i\epsilon})e^{-i\epsilon} ds,$$

$$G_2(t) = -2\pi i \sum_{a \in D_{0,0}} \text{Res}(h_1(z), a_k).$$

(2.9)

(2.10)

Note that $(A-g)_0$ implies that the number of poles of $g(z)$ in $D_{0,0}$ is finite. Hence the sum with respect to the residue in (2.10) is a finite one and we have

$$|G_2(t)| < e^{-aP(t)}$$

(2.11)

with a constant $a > 0$ and a polynomial $P(t)$ in $t$. On the other hand, by the change of variable $s \to t^{1/r}$, we have
\[
G_1(t) = \frac{1}{\pi r} \int_0^\infty \exp[-i(s-e^{\theta_0})r] g\left(\frac{se^{\theta_0}}{r^m}\right) e^{-\theta_0} ds
\]
\[
= \frac{1}{\pi (\mu_0 + 1/r)} \int_0^\infty \exp[-i(s-e^{\theta_0})r]
\times (se^{-\theta_0})^{1\mu_0} \left(\frac{se^{\theta_0}}{r^{1/r}}\right)^{e^{-\theta_0}} ds,
\tag{2.12}
\]
where
\[u(z) = g(z)/z^{\mu_0}.
\]
It follows from \((A-g)_0-(c)\) and \((d)\) that, for all \(s > 0,
|u(se^{-\theta_0})| < C / (1 + s)^{\mu_0 + q} < C
\]
with a constant \(C > 0\) (note that \(\mu_0 + q > \mu_0 + 1 > 0\)).
Therefore, by the dominated convergence theorem, we get from \(2.12\)
\[
\lim_{r \to \infty} \frac{1}{\pi (\mu_0 + 1/r)} G_1(t) = g_0 I(\theta_0)
\tag{2.13}
\]
with
\[
I(\tau) = \int_0^\infty \exp[-i(se^{-r})^r]
\times (se^{-r})^{1\mu_0} e^{-\theta_0} ds.
\tag{2.14}
\]
The function \(z^{\mu_0} \exp(-iz^r)\) is analytic in \(\{z \in C | -\pi < \arg z \leq -\pi, z \neq 0\}\) and, if \(-\pi < \arg z < 0\),
then it decays exponentially as \(z \to \infty\). Therefore, by the Cauchy theorem,
we have
\[
I(\theta_0) = I(\pi/2r)
\]
\[
eq e^{i(s-e^{\theta_0}) \pi/2} \int_0^\infty e^{-i\theta_0} ds
\]
\[
eq e^{-i(s-e^{\theta_0}) \pi/2} T((\mu_0 + 1/r)/r).
\tag{2.15}
\]
Combining \(2.11, 2.13-2.15\) with \(2.8\), we obtain \(2.2\).

We next consider the case \(m > 0\). By the change of variable \(x' \to x' - m',\)
we have
\[
G_1(t) = e^{-imt} \int_0^\infty \hat{g}(x)e^{-ix'} dx
\]
with
\[
\hat{g}(x) = \frac{x^{r-1/2} g((x+m')^{1/r})}{(x+m')^{r-1/2}}.
\]
Therefore, the problem is reduced to the case \(m = 0\); we need only to check that the function \(\hat{g}(x)\) satisfies \((A-\hat{g})_0\).
Let \(\hat{g}(z)\) be \(\hat{g}(x)\) with \(z\) in place of \(x\). Then \(\hat{g}(z)\) is meromorphic in \(D_{0,0}\) and
\[
\lim_{z \to 0} \hat{g}(x - ie) = \hat{g}(x), \quad \text{a.e. } x \in (0, \infty).
\]
Hence \(\hat{g}\) satisfies \((A-\hat{g})_0-(a)\).

To prove \((A-\hat{g})-(b)\), we note that, for \(0 < a < c < b < \infty,\)
\[
[(x-ic)^r + m']^{1/r} = (x' + m')^{1/r}
\]
\[
= \frac{i\epsilon}{(x' + m')^{1/r-1/2}} + O(\epsilon)
\]
as \(\epsilon \to 0\). Therefore, by the assumption \((A-g)_m-(b)\), we get
\[
\sup_{x \in C} |g([(x - i\epsilon)^r + m']^{1/r})| < C_1
\]
with a constant \(C_1 > 0\) independent of \(\epsilon\). Further, it is easy to see that
\[
\sup_{x \in C} |(x-ic)^r + m']^{1/r} | < C_2
\]
with a constant \(C_2 > 0\) independent of \(\epsilon\). Therefore we get
\[
\sup_{x \in C} |\hat{g}(x-ic)| < C_3
\]
with a constant \(C_3 > 0\) independent of \(\epsilon\). Thus \(\hat{g}\) satisfies \((A-\hat{g})_0-(b)\).
For sufficiently large \(|z|\), we have from \((A-g)_m-(c)\)
\[
\hat{g}(z) \leq \text{const} |z|^{r-1} \left|z' + m'\right|^{1/r-1} \left|z' + m'\right|^{r/2} \leq \text{const} |z| \Rightarrow |z|
\]
\[
\Rightarrow \text{const}
\]
Therefore \((A-\hat{g})_0-(c)\) follows.
We have
\[
(z' + m')^{1/r} - m + m' z'/r
\]
as \(z \to 0\). Hence \((A-\hat{g})_0-(d)\) implies that \(\hat{g}(z)\) has no poles in \(\{z \in D_{0,0} | |z| < \epsilon_{0}\}\) with a sufficiently small \(\epsilon_{0}\) and
\[
\lim_{z \to 0} \frac{-g(z)}{z^{r(\mu_0 + 1)} - 1} = \frac{g^{m(1 - r(\mu_0 + 1))}}{r^{\mu_0}}.
\]
Therefore \((A-\hat{g})_0-(d)\) holds with \(\hat{g}_0 = g_m\)
m and \(m^{1 - r(\mu_0 + 1)} / r^{\mu_0}\) and \(\mu_0 = r(\mu_m + 1) - 1\).
Thus we can apply the result in the case \(m = 0\) to \(\hat{g}(x)\) and get \(2.3\).

III. PROOF OF THEOREM 1.1

We can write
\[
W(t, f) = \int_m^\infty g(x) e^{-ixt} dx
\]
with
\[
g(x) = \frac{f(x)I(0)(x)}{x^{2m + \|D(0)(x)\|^2}}.
\]
We shall show that \(g\) satisfies \((A-g)_m\) in Sec. II. Then Theorem 1.1 follows from an application of Theorem 2.1.
Let
\[
D_+(1)(z) = D(1)(z) - 2\pi i I(0)(z), \quad z \in C_m,
\]
and define
\[
g(z) = \frac{f(z)I(0)(z)}{z^{2m + \|D(0)(z)\|}}.
\]
Then, \(g(z)\) is meromorphic in \(D_{0,0}\). Note that \(D(0)(x)\) is given as
\[
D_+(0)(x) = a(0) - a(0) x + \delta_1 \int \rho(k)^2 d k
\]
\[
+ P \int \frac{\omega(k)p(k)^2}{x - \omega(k)} d k
\]
\[
+ 2\pi i I(0)(x),
\]
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where \( P \) denotes the principal value. Hence we have

\[
\lim_{\epsilon \to 0} D_{\epsilon}^{(1)}(x - ie) = D_{\epsilon}^{(1)}(x), \quad \text{a.e. } x \in (m, \infty).
\]

Therefore, together with the fact \( D_+(x) = D_-(x) \), we get

\[
\lim_{\epsilon \to 0} g(x - ie) = g(x).
\]

Thus \( g \) satisfies \((A-g)m-(a)\).

Property \((A-g)m-(b)\) follows from \((AI)(b)\), \((AII)(d)\) and properties of \(f\).

By (1.17) and \((AII-b)\), we have for all sufficiently large \( |x| \)

\[
\inf_{\epsilon > 0} |D_{\epsilon}^{(1)}(x - ie)| > C|x|
\]

with a constant \( C > 0 \). Further, it is easy to see that, for sufficiently large \( |x| \) with \( \text{Im } z < -\epsilon, \text{ze} \mathbb{D}_{m,0}, \)

\[
|D_{\epsilon}^{(1)}(z)| > C_1 |x|, \quad |D_{\epsilon}^{(0)}(z)| > C_2 |x|
\]

with a constant \( C_1 \) dependent on \( \epsilon > 0 \). Combining these properties with \((AI)(b)\), \((AII)(b)\), and \((fI)\), we have for sufficiently large \( z \) \((\text{ze} \mathbb{D}_{m,0})\)

\[
|g(z)| < \text{const}/|z|^{1/2} + j + q_1 + 2.
\]

Since we assume that \( 2\alpha + j + q_1 + 1 > 0 \), we have \( 2\alpha + j + q_1 + 3 > 1 \). Therefore, \((A-g)m-(c)\) follows.

The poles \( g(z) \) come only for the zeros of \( D_{\epsilon}^{(0)}(z) \) and the poles of \( f(z) \). The zeros of \( D_{\epsilon}^{(0)}(z) \) are discrete and do not accumulate in \( \mathbb{D}_{m,0} \). It is obvious that \( D_{\epsilon}^{(0)}(z) \) [resp. \( f(z) \)] has no zeros (resp. poles) in a small neighborhood of \( z = m \in \mathbb{D}_{m,0} \) [recall that we assume \( D_{\epsilon}^{(0)}(m) > 0 \), see (1.15)]. As for the asymptotic behavior of \( g(z) \) as \( z \to m \), we have

\[
g(z) \sim \frac{A_0^{(1)}f_0}{\epsilon z} - \frac{1}{2\alpha j} - \frac{1}{\alpha f(f) + p(0)}
\]

in the case \( m = 0 \) and

\[
g(m + z) \sim \frac{A_0^{(1)}f_0}{\epsilon z} - \frac{1}{2\alpha j + 2} - \frac{1}{\alpha f(f) + p(0)}
\]

in the case \( m > 0 \). Therefore, \( g \) satisfies \((A-g)m-(d)\).

Thus we can apply Theorem 2.1 to obtain Theorem 1.1.

IV. AN EXAMPLE

In this section we consider an example of \( \omega \) and see how \( p_1(m) \) is determined by the dimension \( d \) and the infrared property of \( \omega \) and \( \rho \), where \( p_1(m) \) is defined by \((AII)-(c)\).

Let

\[
\omega_1(x) = (x^2 + m^{1/2})^{\alpha}, \quad x > 0,
\]

with a parameter \( \lambda > 0 \) (see also Appendix A). Then the inverse function \( \eta(x) \) of \( \omega_1(x) \) is given by

\[
\eta(x) = \left( x^{1/\lambda} - m^{1/4} \right)^{1/2}, \quad x > m.
\]

Let \( \rho_1 \) be a continuous function on \([0, \infty)\) satisfying

\[
\rho_1(x) > 0, \quad x \in (0, \infty),
\]

and \( \rho \) be given by

\[
\rho(k) = \rho_1(|k|), \quad k \in \mathbb{R}^d.
\]

We assume that \( \rho_1 \) has an analytic continuation \( \rho_1(z) \) onto the domain \( \mathbb{D}_{0,\eta} \) with a constant \( \theta_\rho \in (0, \pi/2) \) such that

\[
\lim_{\epsilon \to 0} \rho_1(x - ie) = \rho_1(x), \quad x \in (0, \infty).
\]

With \( \omega_1 \) and \( \rho_1 \) given above, the function \( I^{(j)}(x) \) defined by (1.26) takes the form

\[
I^{(j)}(x) = \frac{V_d \eta(x)^{d/2} - 2(1 - \lambda/\lambda^2)\rho_1(\eta(x))}{\lambda}, \quad x \in (m, \infty)
\]

where

\[
V_d = \int_{S_{d-1}} dS.
\]

Lemma 4.1: Assume that, for sufficiently large \( |z| \)

\[
|\rho_1(z)| < C |\eta(z)|^{\gamma(\rho)},
\]

with constants \( C > 0 \) and \( q(\rho) > 0 \) and that

\[
\lim_{z \to \infty} \rho_1(z) = \rho_0 > 0.
\]

Then \( I^{(j)}(x) \) satisfies \((AII)-(a)-(c)\) with \( q_1 \) given by

\[
q_1 = q(\rho)/\lambda - j + 1 - d/2\lambda > 0.
\]

and, in the case \( m = 0 \),

\[
(d - 2)/2\lambda + j + (1 - \lambda)/\lambda + \gamma(\rho)/\lambda > 0.
\]

Then \( I^{(j)}(x) \) is analytic in \( \mathbb{D}_{m,0} \) and the image of \( \eta(z) \) is included in \( \mathbb{D}_{0,\eta} \). Therefore the function

\[
I^{(j)}(z) = V_d \eta(z)^{d/2} - 2(1 - \lambda/\lambda^2)\rho_1(\eta(z))
\]

is analytic in \( \mathbb{D}_{m,0} \). It is obvious that \((AII)-(a)\) holds.

For sufficiently large \( |z| \) \((\text{ze} \mathbb{D}_{m,0})\), we have

\[
C_1 |z|^{1/2} < |\eta(z)| < C_2 |z|^{1/2}
\]

with constants \( C_1 > 0, k = 1,2, \) and hence

\[
|\eta(z)| < \text{const} |z|^{-\theta_\rho},
\]

with \( q_1 \) given by (4.10). Therefore, \((AII)-(b)\) follows.

Let \( m > 0 \). Then we have

\[
\eta(z) = (m^{1 - \lambda/\lambda^2}/\lambda)^{1/2}z^{1/2}
\]

and hence

\[
\rho_1(\eta(z)) = \rho_1(m^{1 - \lambda/\lambda^2}/\lambda)^{\gamma(\rho)/2z^{\gamma(\rho)/2}}.
\]

Therefore we get for \( m > 0 \)

\[
I^{(j)}(m + z) \sim \rho_1^2 V_d (m^{1 - \lambda/\lambda^2}/\lambda)^{\gamma(\rho)/2z^{\gamma(\rho)/2}}
\]

\[
\times m^j + (1 - \lambda/\lambda^2)^2 z^{\gamma(\rho)/2} + (d - 2)/2z^{(d - 2)/2}.
\]
In the case \( m = 0 \), we have

\[
I^{(j)}(z) \sim \frac{\rho_j^2 V_d}{2\lambda} z^{d-2}\lambda + j + (1 - \lambda)\lambda, \qquad r \to 0.
\]

Thus (AII)–(c) is satisfied with \( p_j(m) \) given by Eq. (4.11). \( \Box \)

Remark: Condition (AII)(d) follows from the same assumption as in Lemma B1 (see Appendix B).

It is interesting to compare the decay order of \( W(t) \) in the case \( m = 0 \) [i.e., \( \lambda_j \) given by (1.34)] with that in the case \( m \geq 1 \) [i.e., \( p_j(m) \) + 1]. By (4.11), we have

\[
p_j(0) = p_j(m)/\lambda + j + (1 - \lambda)/\lambda,
\]

where we take \( m > 0 \).

Hence we get

\[
\Delta_j \equiv \lambda_j - (p_j(m) + 1) = \left(1 - \lambda r \right)/\lambda [p_j(m) + 1] - 2\alpha.
\]

If \( \Delta_j > 0 \) (resp. \( \Delta_j < 0 \)), then \( W(t) \) with \( m = 0 \) decays faster (resp. slower) than \( W(t) \) with \( m > 0 \).

In the models (M1)-(M3), \( \Delta_j \) is given as follows:

(M1): In this case, we have \( r = 1, \alpha = j = 0 \). Hence we get

\[
\Delta_0 = \left(1 - \lambda /\lambda \right)[p_0(m) + 1].
\]

(M2): In this case, we have \( r = \alpha = 1, j = 0 \). Hence we get

\[
\Delta_0 = \left(2 - \lambda /\lambda \right)[p_0(m) + 1] - 1.
\]

(M3): In this case, we have \( r = \alpha = 1, j = 1 \). Hence we get

\[
\Delta_1 = \left(2 - \lambda /\lambda \right)[p_1(m) + 1] - 1.
\]

In the standard case, \( \lambda \) is taken as \( \lambda = \frac{1}{2} \) (resp. 1, 1) in the model (M1) [resp. (M2), (M3)]. Therefore, in this case, \( W(t) \) with \( m = 0 \) decays faster than \( W(t) \) with \( m > 0 \) in each model.
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APPENDIX A: UNIFORM BOUNDEDNESS OF \( \Phi^{(j)}_n(x-ke) \)

In this appendix, we consider a sufficient condition for \( \Phi^{(j)}_n(x) \) to satisfy (A1)(a). We define the function \( J^{(j)}(x) \) on \( \mathbb{R} \) by

\[
J^{(j)}(x) = \begin{cases} J^{(j)}(x), & x > m, \\ 0, & x < m, \end{cases}
\]

where \( J^{(j)}(x) \) is given by (1.26).

Lemma A1: Suppose that \( J^{(j)}(x) \) is in \( L^p(\mathbb{R}) \) with some \( p \in (1, \infty) \) and satisfies the Lipschitz condition

\[
|J^{(j)}(x+h) - J^{(j)}(x)| < K |h|^\alpha
\]

uniformly in \( x \), as \( h \to 0 \), with constants \( a \in (0,1) \) and \( K > 0 \). Then there exists a constant \( C > 0 \) such that, for all \( x \in \mathbb{R} \) and \( \epsilon > 0 \),

\[
|\Phi^{(j)}_n(x-ke)| < C.
\]

Proof: We can write

\[
\Phi^{(j)}_n(x-ke) = (Q_\epsilon *J^{(j)})(x) + i(P_\epsilon *J^{(j)}),
\]

where \( P_\epsilon \) and \( Q_\epsilon \) are the Poisson and the conjugate Poisson kernel, respectively,

\[
P_\epsilon(x) = \epsilon^2/(x^2 + \epsilon^2), \quad Q_\epsilon(x) = x/(x^2 + \epsilon^2),
\]

and \( * \) denotes the convolution. Let \( \Phi^{(j)}_n \) be the Hilbert transform of \( J^{(j)} \),

\[
\Phi^{(j)}_n(x) = \int_{\mathbb{R}} J^{(j)}(x-s) ds.
\]

Then, by the assumption \( J^{(j)} \in L^p(\mathbb{R}) \) and a general theorem [e.g., Ref. 19 (Chap. VI, Lemma 1.5)], we have

\[
Q_\epsilon *J^{(j)} = P_\epsilon *Q_\epsilon.
\]

Further, condition (A2) implies that \( \Phi^{(j)}_n(x) \) is continuous in \( x \in \mathbb{R} \) with \( \Phi^{(j)}_n(x) \to 0 \) as \( |x| \to \infty \) and hence, in particular, \( \Phi^{(j)}_n \) is bounded [e.g., Ref. 18 (§5.15)]. Similarly, it follows that \( J^{(j)}(x) \) is bounded. It is well-known (or easy to prove) that

\[
|(P_\epsilon *f)(x)| < \pi |f|_{\infty}
\]

for all \( f \in L^p(\mathbb{R}) \). Therefore, we get

\[
|Q_\epsilon *J^{(j)}(x)| < \pi |J^{(j)}|_{\infty},
\]

\[
|(P_\epsilon *J^{(j)}(x)| < \pi |J^{(j)}|_{\infty}.
\]

From these estimates and (A4), we obtain (A3). \( \Box \)

Remark: Condition (A2) implies the continuity of \( J^{(j)}(x) \) and hence

\[
\lim_{x \to m} J^{(j)}(x) = 0.
\]

A sufficient condition for (A2) to hold is the following lemma.

Lemma A2: Let

\[
u(x) = \eta(x)^d - \eta'(x), \quad x \in (m, \infty),
\]

and \( \rho \) be given by

\[
\rho(k) = \rho_1(|k|), \quad k \in \mathbb{R}^d,
\]

with a continuous function \( \rho_1 \) on \( [0, \infty) \). Assume that

(a) \( \lim_{x \to m} \nu(x) = 0 \),

(b) \( \eta(x) - C_\eta x^{\delta(u)}, \quad u \in (m, \infty) \),

(c) \( \rho_1(x) - C_\rho x^{-\delta(\rho)} \),

where \( x \to \infty \), with strictly positive constants \( C_\eta, C_\rho, \delta(\eta), \delta(u) \), and \( \delta(\rho) \) as \( x \to \infty \), with strictly positive constants \( \epsilon(\eta), \epsilon(u), \epsilon(\rho) \), and non-negative polynomially bounded continuous functions \( P_\eta \), \( P_\rho \), and \( P_\rho \) on \( \mathbb{R} \). Suppose that

\[
\delta(\eta)\delta(\rho) - \delta(u) > 0,
\]

\[
\sup_{x \to m} \rho_1(x) x^{1 - 2\delta(\rho)} < \infty,
\]
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sum $P_\rho[\eta(x)]p_\rho(x)e^{i\rho(x)}x^d + \delta(x) - \delta(x)d(x)< \infty$. \hspace{1cm} (A15)

Then, (A2) holds.

Proof: Let $x \geq m$ and $|h| < 1$ be sufficiently small. We set $I^{(j)}(m) = 0$. Then we have

$$J^{(j)}(x+h) - J^{(j)}(x) = I^{(j)}(x+h) - I^{(j)}(x) = \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$,$$ $F_2(x,h) = \frac{\delta_1(x)(\alpha(x)\rho_1[\eta(x)]^2),$ $F_3(x,h) = \frac{\rho_1[\eta(x+h)] + \rho_1[\eta(x)]}{\alpha(x)}.$

where $F_\rho$ is given by (4.5) and

$$F_1(x,h) = \frac{(u(x+h) - u(x))(x+h)\rho_1[\eta(x)]^2}{1 + \rho_1[\eta(x)]^2h}.$$

(\text{In the case } x = m, \text{ we take } h > 0.) \quad \text{By the assumption, we can estimate as}

$$|F_1(x,h)| \leq \frac{1}{\alpha(x)} \frac{(x+h)^{\alpha(x)}}{1 + \rho_1[\eta(x)]^2h}.$$

$F_2(x,h)$ and $F_3(x,h)$ can be calculated similarly.

These estimates together with (A13) - (A15) imply (A2).

Therefore, by Lemma A3, we get (A19).

Let $m > 0$ and $m > h > 0$. Then we have

$$|\eta(x+h) - \eta(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2},$$

with a constant $C > 0$. Therefore we get

$$0 < (x+h)^n - x^n \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}.$$

Thus (A18) follows.

Lemma A4: Let $\eta(x)$ be the inverse function of $\omega_1$ [see (4.2)]. Then, for all sufficiently small $\epsilon > 0$ and $|h|$, we have

$$|\eta(x+h) - \eta(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

for the case $m = 0$, and

$$|\eta(x+h) - \eta(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

for the case $m > 0$.

Proof: We first consider the case $m = 0$. Then we have

$$|\eta(x+h) - \eta(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2},$$

with a constant $C > 0$. Therefore we get

$$0 < (x+h)^n - x^n \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

Therefore, by Lemma A3, we get (A20).

We introduce a function $\theta_+(x)$ on $(0,\infty)$ by

$$\theta_+(x) = \begin{cases} 1, & x > 0, \\ 0, & x = 0. \end{cases}$$

Lemma A5: Let $u$ be given by (A16).

(a) Let $m = 0$ and $d \geq 2\lambda$. Then, for all sufficiently small $\epsilon > 0$ and $|h| > 0$,

$$|u(x+h) - u(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2},$$

for the case $m > 0$. Then we have

$$|u(x+h) - u(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

for the case $m > 0$.

Proof: We first consider the case $m = 0$. Then we have

$$|\eta(x+h) - \eta(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2},$$

with a constant $C > 0$. Therefore we get

$$0 < (x+h)^n - x^n \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

Therefore, using Lemma A3, we get (A20).

We introduce a function $\theta_+(x)$ on $(0,\infty)$ by

$$\theta_+(x) = \begin{cases} 1, & x > 0, \\ 0, & x = 0. \end{cases}$$

Lemma A5: Let $u$ be given by (A16).

(a) Let $m = 0$ and $d \geq 2\lambda$. Then, for all sufficiently small $\epsilon > 0$ and $|h| > 0$,

$$|u(x+h) - u(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2},$$

for the case $m > 0$. Then we have

$$|u(x+h) - u(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

for the case $m > 0$.

Proof: We first consider the case $m = 0$. Then we have

$$|\eta(x+h) - \eta(x)| \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2},$$

with a constant $C > 0$. Therefore we get

$$0 < (x+h)^n - x^n \leq \frac{1}{\alpha(x+h) + \alpha(x)\rho_1[\eta(x)]^2}$$

Therefore, using Lemma A3, we get (A20).

(b) We prove (A23) only in the case $d > 2\lambda$ and $0 < \lambda < 1$. The other cases are easier. We write

$$u(x+h) - u(x) = \frac{1}{(x+h)^{\lambda}} \left( (x+h)^{1-\lambda} - x^{1-\lambda} \right) \eta(x+h)^{d-2} + \frac{1}{(x+h)^{\lambda}} \left( (x+h)^{1-\lambda} - x^{1-\lambda} \right) \eta(x) + \sum_{i=0}^{d-3} \frac{x^{d-3}-1}{\eta(x)^i}.$$
Then, Lemmas A3, A4, (A.19), and (A.20) give (A.23).

As for \( \rho_i \), one can easily find a number of examples which satisfy the conditions required. For example, one can take functions of the form

\[
\rho_i(x) = Q(x)/[1 + P(x)], \quad x > 0
\]

where \( P(x) \) and \( Q(x) \) are polynomials with positive coefficients and \( \deg P - \deg Q > 0 \) is sufficiently large.

**APPENDIX B: ESTIMATE FOR \(|\phi^0(x - i\epsilon)|\)**

In this appendix, we consider a sufficient condition for

\[ (A.11) \]

under the assumption in Lemma A1, \((A.11)\) holds.

**Proof:** We have

\[
\begin{align*}
D^{(\alpha)}(x) &= a^{(\alpha)}_0 - a^{(\alpha)}_1 x + \delta_{1j} \int \rho(k)^2 \, dk \\
&\quad + \Phi^{(\alpha)}(x) + i\varepsilon f^{(\alpha)}(x).
\end{align*}
\]

As stated in the proof of Lemma A1, \( \Phi^{(\alpha)}(x) \) is continuous in \( x \in \mathbb{R} \) and

\[
\Phi^{(\alpha)}(x) \to 0 \quad \text{as} \quad |x| \to \infty.
\]

Therefore \( D^{(\alpha)}(x) \) is continuous on \( \mathbb{R} \). For \( x < m, D^{(\alpha)}(x) = D^{(\alpha)}(x) \). By the Remark after the proof of Lemma A1 and condition \( d^{(\alpha)} > 0 \) (see (1.15)), we have

\[
\inf_{x \in [m, m + \delta]} |D^{(\alpha)}(x)| > 0
\]

with some constant \( \delta > 0 \) and hence, taking (1.16) into account, we get

\[
\inf_{x > 0, x > R} |D^{(\alpha)}(x - i\epsilon)| > 0.
\]

The positivity of \( \rho \) together with that of \( \eta \) and \( \eta' \) implies that

\[
\inf_{\delta \leq k \leq R} I^{(\alpha)}(x) > 0.
\]

Hence we have

\[
\inf_{\delta \leq k \leq R} |D^{(\alpha)}(x)| > 0,
\]

which, together with (1.16), gives

\[
\inf_{\delta \leq k \leq R} |D^{(\alpha)}(x - i\epsilon)| > 0.
\]

Estimates (B3)-(B5) yields (A1) (b).

**APPENDIX C: A NECESSARY CONDITION FOR EXPONENTIAL DECAY OF FOURIER TRANSFORMS**

In this section, we give a necessary condition for the Fourier transform \( \hat{f}(t) \) of an \( L^2(\mathbb{R}) \) function \( f(x) \) to decay exponentially as \( t \to \infty \) and hence a sufficient condition for \( f \) under which \( \hat{f} \) does not decay exponentially.

**Proposition C1:** Let \( f \neq 0 \) be in \( L^2(\mathbb{R}) \) and \( \hat{f}(t) \) be the Fourier transform of \( f \).

\[
\hat{f}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega x} f(x) \, dx. \quad \text{for} \quad t \in \mathbb{R}.
\]

Suppose that there exist positive constants \( C > 0 \) and \( a > 0 \) such that, for all \( \tau \in \mathbb{R} \),

\[
|\hat{f}(t)| < C e^{-\alpha t} \quad (C1)
\]

Then, sup \( \tau \), the support of \( f \), equals the whole real line \( \mathbb{R} \).

**Proof:** [cf. Ref. 15 (\$3.7, Theorem 3.3)] It follows from (C.1) and a general theorem [e.g., Ref. 3 (\$9.3, Theorem 9.13)] that \( f(x) \) has an analytic continuation \( f(z) \) to the set \( S_\alpha = \{ z \mid |z| < a \} \). Suppose that \( sup \tau f \neq R \). Then, the set \( A = \mathbb{R} / sup \tau f \) is an open set in \( \mathbb{R} \) and \( f(x) = 0 \) for all \( x \in A \). Hence \( f(z) = 0 \) for all \( z \in A \). Therefore, it follows from an elementary property of holomorphic function that \( f(x) = 0 \) for all \( x \in S_\alpha \). But this contradicts the assumption that \( f(x) \) does not vanish identically. Thus sup \( \tau f \) must be equal to \( \mathbb{R} \). □

From Proposition C.1, we have

**Corollary C2:** Let \( g \neq 0 \) be in \( L^2(\mathbb{R}) \) and put

\[
G_{a,b}(t) = \int_a^b e^{-i\omega x} g(x) \, dx.
\]

Suppose that \( -\infty < a < b < \infty \) or \( -\infty < a < b < \infty \). Then, \( G_{a,b}(t) \) does not decay exponentially as \( |t| \to \infty \).

**Proof:** We need only to apply Proposition C1 with \( f = \sqrt{2\pi} X_{a,b} \), where \( X_{a,b} \) is the characteristic function on \( [a,b] \): \( X_{a,b}(x) = 1, x \in [a,b] \); \( X_{a,b}(x) = 0, x \notin [a,b] \). □


