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The general framework of the \( N = 2 \) Wess–Zumino holomorphic supersymmetric quantum mechanics with polynomial superpotentials is extended to the case of nonpolynomial superpotentials \( V(z) (z \in \mathbb{C}) \) in a mathematically rigorous way. It is also proved that there exist no fermionic zero-energy states. Under some conditions for \( V \), the operator domain of the supercharges and the supersymmetric Hamiltonian are identified. As an example, the model with \( V(z) = \lambda e^{az} (\lambda \in \mathbb{C}, \{0\}, \alpha > 0) \) is analyzed in view of index theory. The following remarkable result is proved: There exist infinitely many bosonic zero-energy states which are localized in the momentum space dual to the \( \text{Im} z \) direction. The results are applied to two models in atomic and nuclear physics.

I. INTRODUCTION

In Ref. 1, Jaffe et al. considered two models of supersymmetric quantum mechanics (SSQM), which are the quantum mechanics versions of the two-dimensional, \( N = 1 \) and \( N = 2 \) Wess–Zumino quantum field models; they also computed the Witten index (= the number of bosonic zero-energy states minus the number of fermionic zero-energy states) in each model. In particular, it was proved that in the \( N = 2 \) Wess–Zumino SSQM with an arbitrary polynomial superpotential \( V(z) (z \in \mathbb{C}) \), there exist no fermionic zero-energy states (the "vanishing theorem") and the Witten index \( I_w \) is equal to the number of bosonic zero-energy states, with

\[
I_w = \text{deg } V - 1. \tag{1.1}
\]

In this paper, we consider the \( N = 2 \) Wess–Zumino SSQM with nonpolynomial holomorphic superpotentials and try to extend the results for the case of the polynomial potentials considered in Ref. 1. This is at least mathematically interesting: Formula (1.1) shows that the Witten index is determined by the order of singularity of the superpotential at \( z = \infty \) and suggests formally that the Witten index is infinite in the case of nonpolynomial holomorphic superpotentials, for they have the essential singularity at \( z = \infty \). Note, also, that a nonpolynomial entire function is the limit of a sequence \( \{V_n(z)\}_{n=1}^{\infty} \) of polynomials with \( \text{deg } V_n = n \).

In Sec. II, we describe in a mathematically rigorous way a fundamental framework for the Wess–Zumino holomorphic SSQM with not necessarily polynomial superpotentials. We shall show that some results in Ref. 1 can be extended. For example, the "vanishing theorem" holds also in the present case (Proposition 2.5). In Sec. III, we consider the case with \( V(z) = \lambda e^{az} (\lambda \in \mathbb{C}, \{0\}, \alpha > 0) \) and prove by identifying the space of the bosonic zero-energy states exactly that there exist infinitely many bosonic zero-energy states. Thus far as this special model is concerned, the result justifies the above formal argument. It is noted that every bosonic zero-energy state is localized in the momentum space dual to the \( \text{Im} z \) direction. In Sec. IV, we apply the result in Sec. III to two models in atomic and nuclear physics: One is a model of a nonrelativistic spin-1/2 particle in an external SU(2) gauge field and the other is a model of a nonrelativistic nucleon in a pion field. These models were discussed in Ref. 1 in order to give physical interpretation to the Wess–Zumino holomorphic SSQM. In each model, the potential is two-dimensional and periodic in one direction (e.g., the \( y \) direction). It is shown that each model has infinitely many zero-energy states which are localized in the momentum space dual to the \( y \) direction.

II. WESS–ZUMINO SSQM WITH GENERAL HOLOMORPHIC SUPERPOTTENTIALS

In this section we recapitulate the definition of the \( N = 2 \) Wess–Zumino holomorphic SSQM\(^1\) (cf., also, Refs. 2 and 3) and extend some mathematical results obtained in the case of polynomial potentials\(^1\) to the case of general holomorphic potentials.

The Hilbert space \( \mathcal{H} \) of state vectors for the model is given by

\[
\mathcal{H} = L^2(\mathbb{R}^2;\mathbb{C}) \tag{2.1}
\]

In order to define the supercharges, we introduce 4×4 matrices \( \psi_1 \) and \( \psi_2 \) by

\[
\psi_1 = \frac{1}{2}(0 I + \sigma_3 \ 0), \tag{2.2}
\]

\[
\psi_2 = \frac{1}{2}(0 -i \sigma_1 + \sigma_2 0),
\]

where \( \sigma_j, j = 1, 2, 3 \) are the Pauli matrices

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \ 
\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \ 
\sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{2.3}
\]

and \( I \) is the 2×2 identity matrix. The matrices \( \psi_1 \) and \( \psi_2 \) satisfy the anticommutation relations

\[
\{\psi_j, \psi_k^*\} = \delta_{jk}, \tag{2.4}
\]

\[
\{\psi_j, \psi_k\} = 0, \ j, k = 1, 2, \tag{2.5}
\]

where \( \{A, B\} \equiv AB + BA \).

Let \( V(z) \) be a holomorphic function on \( \mathbb{C} \) (not necessarily polynomial) and consider the operators

\[
Q_1 = i(\psi_2 \bar{\sigma} + \psi^*_1 \sigma) + i(\psi_1 (\partial V) - \psi^*_1 (\partial V)^*), \tag{2.6}
\]

\[
Q_2 = \psi_1 \bar{\sigma} - \psi^*_2 \sigma + \psi_1 (\partial V) + \psi^*_1 (\partial V)^*, \tag{2.7}
\]

where \( \partial = \partial / \partial z \) and \( \bar{\sigma} = \sigma / \partial z^* \) [the operators \( Q_i \) given by
(2.6) and (2.7) are different from those in Ref. 1. We shall use the usual identification of $C$ with $\mathbb{R}^2$ through the correspondence $z = x + iy \in C \mapsto (x, y) \in \mathbb{R}^2$. Then $Q_1$ and $Q_2$ can be considered as operators acting in $H$ given by (2.1). We put

$$D = C^\infty_0(\mathbb{R}^2; \mathbb{C}^4).$$

(2.8)

Proposition 2.1: The operators $Q_1$ and $Q_2$ are essentially self-adjoint on $D$. Further, every power of $Q_1$ (respectively, $Q_2$) is essentially self-adjoint on $D$.

Remark: In the case of polynomial potentials $V$, Proposition 2.1 was proved for $Q_1$ and $Q_2$ in Ref. 4 because $Q_1$ and $Q_2$ are constant matrices. Hence the “velocity of propagation” of Ref. 4, Theorem 2.2 gives the desired result on $Q_1$.

Proof: It is obvious that $Q_j$ is symmetric on $D$. We write it as

$$Q_j = -iL$$
on D, where

$$L = A_1 \frac{\partial}{\partial x} + A_2 \frac{\partial}{\partial y} + B(x, y),$$

with

$$A_1 = -\frac{i}{2}(\psi_2 + \psi_2^*), \quad A_2 = (i/2)(\psi_2^* - \psi_2), \quad B(x, y) = \psi^*(\partial V(z))^* - \psi, \partial V(z).$$

The operator $L$ is of the form of the first-order differential operators considered in Ref. 4 because $A_j, j = 1, 2$; and $B$ are $C^\infty$ $4 \times 4$ matrix-valued functions. Note that $A_1$ and $A_2$ are constant matrices. Hence the “velocity of propagation” (Ref. 4) associated to $L$ is constant. Then a direct application of Ref. 4, Theorem 2.2 gives the desired result on $Q_j$. The proof for the case of $Q_2$ is quite similar.

Remark: Note that $\{A_j, A_k\} = \delta_{jk}/2, j, k = 1, 2$. Hence $Q_1$ is a Dirac-type operator. The same holds for $Q_2$.

We shall denote the closure of $Q_j \upharpoonright D$ by $Q_j$. Then we have the following lemma.

Lemma 2.2:

$$Q_j^* \psi = Q_2 \psi.$$ (2.9)

Proof: Direct computations give

$$Q_1 \psi = Q_2 \psi$$

for all $\psi \in D$. Then, Proposition 2.1 implies (2.9).

We define the non-negative self-adjoint operator $H$ by

$$H \equiv Q_1^* Q_1 = Q_2^* Q_2.$$ (2.10)

Then we have

$$H^{1/2} = |Q_1| = |Q_2|$$ (2.11)

and hence, in particular,

$$D(Q_1) = D(Q_2) = D(H^{1/2}),$$ (2.12)

where $D(A)$ denotes the operator domain of operator $A$.

Lemma 2.3: Each $Q_j$ maps $D$ into itself and the anticommutation relation

$$\{Q_1, Q_2\} \psi = 0, \quad \psi \in D$$ (2.13)

holds. Further, we have

$$\{Q_1, Q_2\} \Phi + (Q_2^*, Q_1) \Phi = 0, \quad \Phi, \psi \in D(H^{1/2}).$$ (2.14)

Proof: Equation (2.13) follows from direct computations. By a limiting argument using Proposition 2.1, one can extend (2.13) in the form of (2.14).

Let

$$N_F = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}. \quad (2.15)$$

Lemma 2.4: For each $j = 1, 2$, $N_F$ maps $D(Q_j)$ into itself and the anticommutation relations

$$\{N_F, Q_j\} \psi = 0, \quad \psi \in D(Q_j), \quad j = 1, 2$$ (2.16)

hold.

Proof: We first prove (2.16) for $\psi$ in $D$. Then, a limiting argument using Proposition 2.1 gives the desired result.

The Hilbert space $H$ given by (2.1) has the following orthogonal decomposition:

$$H = H_+ \oplus H_-,$$ (2.17)

with

$$H_+ = \left\{ \begin{pmatrix} f_1 \\ 0 \\ 0 \end{pmatrix} \mid f_1, f_2 \in L^2(\mathbb{R}^2) \right\}, \quad (2.18)$$

and

$$H_- = \left\{ \begin{pmatrix} 0 \\ f_1 \\ f_2 \end{pmatrix} \mid f_1, f_2 \in L^2(\mathbb{R}^2) \right\}. \quad (2.19)$$

Obviously, we have

$$N_F \psi_\pm = \pm \psi_\pm, \quad \psi_\pm \in H_\pm. \quad (2.20)$$

In summary, we have proved that the quadruple $\{H, Q_1, Q_2, N_F\}$ is a SSQT with $N = 2$ supersymmetry in the sense of Ref. 5 (cf., also, Ref. 6); the operators $Q_1$ and $Q_2$ are the self-adjoint supercharges, $H$ is the supersymmetric Hamiltonian, and $N_F$ is the fermion number operator. The closed subspace $H_+$ (respectively, $H_-$) is the Hilbert space consisting of bosonic (respectively, fermionic) states.

On the domain $D$, $H$ is explicitly given as

$$H = -\partial \psi_2^*(\partial^2 V)^* - \psi_1^* \psi_2 \partial^2 V + |\partial V|^2. \quad (2.21)$$

By a general fact of a SSQT, $H$ is reduced by $H_\pm$; we shall denote the reduced part of $H$ to $H_\pm$ by $H_\pm$. We have

$$H_+ = H_+ + \left( \begin{array}{cc} 0 & -i(\partial^2 V) \\ i(\partial^2 V)^* & 0 \end{array} \right)$$ (2.22)

and

$$H_- = \left( -\partial \psi_2^* + |\partial V|^2 \right) \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (2.23)$$

on $D$, where we identify $H_\pm$ with $L^2(\mathbb{R}^2; \mathbb{C}^2)$.

We now proceed to the index problem. The Witten index $I_\omega$ is defined by the number of bosonic zero-energy states minus the number of fermionic zero-energy states:

$$I_\omega = n_+ - n_-, \quad (2.24)$$

with

$$n_\pm = \dim \ker H_{\pm}. \quad (2.25)$$

By Lemma 2.4 and (2.20), for each $j = 1, 2$ there exists a unique closed linear operator $Q_j^*: H_+ \to H_-$ such that

$$Q_j = \begin{pmatrix} 0 \\ Q_j^* \end{pmatrix}. \quad (2.26)$$

It follows from (2.10) that
\[ H_+ = Q_+^* Q_+ , \quad H_- = Q_+ Q_+^* , \quad j = 1,2 . \tag{2.27} \]

which imply that
\[ n_+ = \dim \ker Q_{j+} , \quad n_- = \dim \ker Q_{j+}^* , \quad j = 1,2 . \tag{2.28} \]

Hence we obtain
\[ I_w = \dim \ker Q_{j+} - \dim \ker Q_{j+}^* \equiv \text{index} \ Q_{j+} , \quad j = 1,2 . \tag{2.29} \]

Remark: The arguments leading to \((2.26)-(2.29)\) apply to every SSQT and the results are well known.

\textit{Proposition 2.5 (Vanishing theorem):} There exist no fermionic zero-energy states:
\[ n_- = 0 . \tag{2.30} \]

Remark: This result of \((2.30)\) has been established in the case where \(V(z)\) is a polynomial (Ref. 1, Proposition 6). In the case where \(V\) is not necessarily a polynomial, it may happen that \(H_-\) is not closed on \(D(\partial^2 V) \cap D(\partial V^2)\) and hence that \(H_-, \Omega = 0\) is not equivalent to \(-\partial \partial V = 0\) and \(|\partial V|^2 \Omega = 0\), as in the case of polynomial potentials \(V\).

\textit{Proof:} The operator \(h = -\partial \partial + |\partial V|^2\) is a two-dimensional Schrödinger operator with a non-negative potential. By Proposition 2.1, \(C_2^0(\mathbb{R}^2)\) is a core for \(h\). Thus we can apply Lemma A1 in the Appendix to obtain the desired result.

\(\Box\)

We next consider conditions for a vector to be in \(\ker H_+ = \ker Q_{1+}\) \(\{\text{see (2.25), (2.27), and (2.28).}\}\)

Formulas \((2.28)\) and \((2.29)\) show that as far as the index problem is concerned, it is sufficient to consider one of \(Q_j, j = 1,2\). Henceforth we write
\[ Q = Q_1, \quad Q_+ = Q_{1+} . \tag{2.31} \]

\textit{Lemma 2.6:} Suppose that \(D(Q_+) = D(\partial) \cap D(|\partial V|)\).

Then the following hold.

(i) Every vector \((f,g)\) in \(\ker Q_+\) satisfies
\[ \begin{align*}
-\partial \partial + |\partial V|^2 f + (\partial^2 V)(\partial V)^{-1} \partial f &= 0 , \tag{2.32} \\
-\partial \partial + |\partial V|^2 g + (\partial^2 V)(\partial V)^{-1} \partial g &= 0 . \tag{2.33}
\end{align*} \]

in the generalized sense.

(ii) Let \(f \in L^2(\mathbb{R}^2)\) be a vector satisfying \((2.32)\) in the generalized sense. Then \((f,g)\) is in \(\ker Q_+\) if and only if \(f\) is in \(D(\partial) \cap D(|\partial V|)\) and \((\partial V)^{-1} \partial f\) is in \(L^2(\mathbb{R}^2)\), with
\[ g = i(\partial V)^{-1} \partial f . \tag{2.34} \]

(iii) Let \(g \in L^2(\mathbb{R}^2)\) be a vector satisfying \((2.33)\) in the generalized sense. Then \((f,g)\) is in \(\ker Q_+\) if and only if \(g\) is in \(D(\partial) \cap D(|\partial V|)\) and \((\partial V)^{-1} \partial g\) is in \(L^2(\mathbb{R}^2)\), with
\[ f = -i(\partial V)^{-1} \partial g . \tag{2.35} \]

Remark: Lemma 2.6 is an elaborate and extended version of Ref. 1, Lemma 8.

\textit{Proof:} (i) By \((2.2), (2.3), (2.6),\) and the assumption \(D(Q_+) = D(\partial) \cap D(|\partial V|)\), we have
\[ Q_+ = \left( \begin{array}{cc}
- i(\partial V)^{-1} \partial & \partial \\
\partial & i(\partial V)
\end{array} \right) \tag{2.36} \]
on \(D(Q_+)\). Hence every vector \((f,g)\) is in \(\ker Q_+\) if and only if \((f,g)\) is in \(D(Q_+)\) and satisfies
\[ \partial g - i(\partial V)^{-1} \partial f = 0 \tag{2.37} \]

and
\[ \bar{\partial} f + i(\partial V) g = 0 . \tag{2.38} \]

Equation \((2.37)\) and the condition \(f \in D(\bar{\partial})\) imply that \(\bar{\partial} g\) exists as an \(L^2(\mathbb{R}^2)\) function with
\[ \bar{\partial} g - i(\partial V)^{-1} \partial f - i(\partial V)^{-1} \partial g = 0 . \tag{2.39} \]

It follows from \((2.37)\) and \((2.38)\) that
\[ f = -i(\partial V)^{-1} \partial g, \quad \bar{\partial} g = -i(\partial V) g . \]

Substituting these relations into \((2.39)\), we obtain \((2.33)\). Similarly, using \((2.38)\), we can show that \((2.32)\) holds.

(ii) The part "only if" is obvious by \((2.38)\). To prove the part "if," we first note that \((2.34)\) gives \((2.38)\). Hence it follows that \((\partial V) g\) is in \(L^2(\mathbb{R}^2)\) \([\text{i.e., } g \in D(\partial V)\] and
\[ \bar{\partial} f + i(\partial V)^{-1} \partial g + i(\partial V) \partial g = 0 . \tag{2.40} \]

Using \((2.32)\) and \((2.38)\) to rewrite \((2.40)\), we obtain \((2.37)\). In particular, we have \(g \in D(\bar{\partial})\). Thus we have proved that \((f,g)\) is in \(D(\partial) \cap D(\partial V)\) and satisfies \((2.37)\) and \((2.38)\).

Therefore \((f,g)\) is in \(\ker Q_+\).

(iii) Similar to the proof of (ii).

Finally, we consider conditions under which the assumption \(D(Q_+) = D(\partial) \cap D(\partial V)\) in Lemma 2.6 holds.

\textit{Lemma 2.7:} Suppose that there exists a constant \(r > 0\) such that for all \(z \in \mathbb{C}\) satisfying \(|\partial V(z)| > r\), the estimate
\[ |\partial V(z)|^2 < a|\partial V(z)|^2 + b \quad (2.41) \]
holds with the constants \(0 < a < 1\) and \(b > 0\). Then \(D(H_-) = D(\partial) \cap D(\partial V)|^2\) and \((2.23)\) holds as an operator equality.

\textit{Proof:} Let \(f\) be in \(C_\infty(\mathbb{R}^2;\mathbb{C})\). Then we have
\[ |H_- f|^2 = ||\partial \bar{\partial} f||^2 + ||(\partial V)^{-1} \partial f||^2 . \tag{2.42} \]

Via integration by parts, one can see that
\[ 2 Re(\partial \bar{\partial} f; |\partial V|^2 f) = ||(\partial V)^{-1} \partial f||^2 - ||(\partial V)^{-1} \partial f||^2 . \tag{2.43} \]

Hence we obtain
\[ |H_- f|^2 > ||\partial \bar{\partial} f||^2 + ||(\partial V)^{-1} \partial f||^2 - ||(\partial V)^{-1} \partial f||^2 . \tag{2.44} \]

Using \((2.41)\), we can show that
\[ ||(\partial V)^{-1} \partial f||^2 < (1-a)||\partial V|^2 f||^2 + (r^2 + b)||f||^2 . \tag{2.45} \]

Therefore, we obtain the estimate
\[ ||\partial \bar{\partial} f||^2 + (1-a)||\partial V|^2 f||^2 < ||H_- f||^2 + (r^2 + b)||f||^2 . \tag{2.46} \]

Since \(C_\infty(\mathbb{R}^2;\mathbb{C})\) is a core for \(H_-\) \((\text{Proposition 2.1, } (2.42)\) extends to all \(f\) in \(D(H_-)\), showing at the same time that \(D(H_-) \subset D(\partial) \cap D(\partial V)|^2\). Since \(H_-\) is self-adjoint, we conclude that \(D(H_-) = D(\partial) \cap D(\partial V)|^2\) and \(H_- = -\partial \partial + |\partial V|^2\). \(\Box\)

Remark: In the case of polynomial potentials \(V\), it is easy to see that \((2.41)\) holds, where \(a\) can be made arbitrarily small if \(r\) is taken sufficiently large.

\textit{Lemma 2.8:} Suppose that there exists \(r > 0\) such that \((2.41)\) holds with \(0 < a < 1\) and \(b > 0\). Then \(D(H_-) = D(\partial) \cap D(\partial V)|^2\) and \((2.22)\) holds as an operator equality.

\textit{Proof:} Let
and \( f \) be in \( D(H_\pm) \). Then by Lemma 2.7 and the above assumption, we have \( D(H_-) \subset D(H_f) \) and
\[
\|H_f\| \leq a \|\partial V\|_2 + b \|f\|_2.
\]
Using (2.42) extended to \( f \in D(H_-) \), we obtain
\[
\|H_f\|_2 \leq a \|\partial V\|_2 + b \|f\|_2.
\]
Since \( 0 < a < 1 \), we have \( 0 < a/(1 - a) < 1 \). Therefore, by a standard theorem (the Kato-Rellich theorem) (see, e.g., Ref. 7, Chap. V, Theorem 4.3 and Ref. 8, Theorem X.12), \( H_+ = H_- + H_1 \) [see (2.22)] is self-adjoint on \( D(H_-) \).

Remark: Polynomial potentials \( V \) satisfy the assumption of Lemma 2.8.

Lemma 2.9: Under the same assumption as in Lemma 2.8, we have \( D(Q_+) = D(\overline{\partial}) \cap D(\overline{\partial}V) \).

Proof: By Lemma 2.8 and its proof, the operators \( \overline{\partial} \) and \( |\overline{\partial}V|^2 \) are relatively bounded with respect to \( H_+ \) and hence, by a standard theorem (see, e.g., Ref. 7, Chap. VI, Theorem I.38 and Ref. 8, Theorem X.18), relatively form bounded with respect to \( H_+ \). Therefore, in particular, it follows that \( D(\overline{\partial}) \cap D(\overline{\partial}V) \supset D(H_+^{1/2}) = D(Q_+) \). Define the operators
\[
L_+ = \left( -i(\overline{\partial}V)^* \partial - i(\overline{\partial}V)^* \partial \right)
\]
and
\[
L_- = \left( i(\overline{\partial}V) \partial - i(\overline{\partial}V)^* \partial \right)
\]
on \( D(\overline{\partial}) \cap D(\overline{\partial}V) \). Then the above result shows that
\[
Q_+ \subset L_+.
\]
Obviously, the operator
\[
L = \begin{pmatrix} 0 & L_- \\ L_+ & 0 \end{pmatrix}
\]
is a symmetric extension of \( Q \upharpoonright D \). Hence we obtain \( Q = \overline{L} \) since \( Q = Q \upharpoonright D \) is self-adjoint. On the other hand, we have
\[
\overline{L} = \begin{pmatrix} 0 & \overline{L}_- \\ \overline{L}_+ & 0 \end{pmatrix}.
\]
By the uniqueness of \( Q_+ \), we obtain \( Q_+ = \overline{L}_+ \) and \( Q^* = \overline{L}_- \). Hence, by (2.43), we have \( Q_+ = L_+ = \overline{L}_- \). Therefore, \( L_+ \) is closed on \( D(\overline{\partial}) \cap D(\overline{\partial}V) \) and equal to \( Q_+ \).

III. THE MODEL WITH A SUPER POTENTIAL OF THE EXPONENTIAL TYPE

In this section, we consider the model with the potential
\[
V(z) = \lambda e^{az}, \quad z \in \mathbb{C},
\]
where \( \lambda \notin \mathbb{R} \setminus \{0\} \) and \( a > 0 \). Then \( H_+ \) takes the form
\[
H_+ = -\overline{\partial} \overline{\partial} + |\lambda|^2 \partial e^{2az} \text{Re} z + i\lambda^2 e^{2az} \begin{pmatrix} 0 & -\lambda e^{az} \\ \lambda e^{az} & 0 \end{pmatrix}.
\]
(3.2)
on \( D[\overline{\partial}^2] \), we have
\[
\partial V(z) = \lambda ae^{az}, \quad \overline{\partial} V(z) = \lambda e^{az}.
\]
For a measurable function \( u \) on \([0,2\pi]\), we define the functions \( f_u \) and \( f_u \) on \( \mathbb{R}^2 \) by
\[
f_u(x,y) = \int_0^{2\pi} u(p) e^{ax/2} W_0(\sigma - p)/(4|\lambda|e^{ax}) e^{ip} dp,
\]
\[
f_u(x,y) = \frac{e^{-a(x+y)(\partial/\partial x) + i\partial/\partial y} f_u(x,y),
\]
provided that the right-hand sides are meaningful, where \( W_0 \) is the Whittaker function (see e.g., Ref. 9, Chap. XVI). Let
\[
D_+ = \{ u \in L^2(\mathbb{R}) | \text{supp } u \subset (0,\alpha/2) \cup (\alpha/2,\alpha) \}.
\]
We shall prove the following proposition.

Proposition 3.1: Let \( H_+ \) be given by (3.2). Then every vector in \( \text{Ker } H_+ \) is of the form \( (f_u, f_u^*) \) or \( (f_u^*, f_u^*) \), with some \( u \) satisfying the condition \( u \in \mathbb{C} [0,\alpha] \) and \( \text{Ker } H_+ \supset \{ (f_u, f_u^*) | u \in D_+ \} \cup \{ (f_u^*, f_u^*) | u \in D_+ \} \).

(3.7)
In particular, \( H_+ \) has infinitely many zero-energy states:
\[
n_+ \to \infty.
\]
Remarks: (i) The above result shows that in the present model, supersymmetry is unbroken with infinitely degenerate vacua.

(ii) It should be noticed that the Fourier transform \( \tilde{f}_u(x,p) \) [respectively, \( \tilde{f}_u(x,p) \)] of \( f_u(x,y) \) [respectively, \( f_u(x,y) \)] with respect to \( p \) has compact support in \( \mathbb{R} \). This means physically that every zero-energy state of \( H_+ \) is strictly localized in the momentum space dual to the \( y \) direction.

(iii) (3.8)
Let \( V_N(z) = \lambda \sum_{n=0}^{N} \frac{(az)^n}{n!} \)
and let \( Q \) and \( H \) be \( Q \) and \( H \) with \( V = V_N \), respectively. Then by Ref. 1, Proposition 9 [see (1.1)], we have \( n_+ (N) \equiv \text{dim Ker } Q^+ \equiv \text{dim Ker } H^+ = N \). On the other hand, it is easy to see that \( Q \) and \( H \) converge \( Q \) and \( H \) in the strong resolvent sense as \( N \to \infty \). Formula (3.8) may be regarded as \( n_+ = \infty = \text{lim}_{N \to \infty} n_+ (N) \).

(iv) The corresponding model in the \( N = 1 \) Wess–Zumino SSQM (the Witten model) is given by the Hamiltonian
\[
H = \begin{pmatrix} 0 & 0 \\ H_+ & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ -d^2/dx^2 + \lambda^2 e^{2ax} \pm \lambda^2 e^{ax} \end{pmatrix},
\]
where \( \alpha \in \mathbb{R} \setminus \{0\} \). This model was discussed in Ref. 10 and it can be shown that \( \text{Ker } H \equiv \{ 0 \} \). This result also shows an essential difference between the \( N = 1 \) and \( N = 2 \) Wess–Zumino SSQM's.

Lemma 3.2: For all \( r > 0 \) and all \( \varepsilon \in \mathbb{C} \) with \( |\partial V(z)| \geq r \), the estimate
\[
|\partial V(z)| < (\alpha^2/r) |\partial V(z)|^2
\]
holds.

Proof: An elementary exercise.

Lemma 3.3: The operator \( H_+ \) is self-adjoint on \( D(\overline{\partial}^2) \cap D(\overline{\partial}V^2) \) and \( D(Q_+) = D(\overline{\partial}) \cap D(\overline{\partial}V) \).

Proof: By taking \( \tau \) sufficiently large in (3.9), the assumption of Lemma 2.8 is satisfied. Thus Lemmas 2.8 and 2.9 give the desired results.

The following lemma is derived from Lemma 2.6 (i) and (3.3).
Lemma 3.4: Every vector \((f,g)\) in \(Ker Q_+\) satisfies
\[
\left( -\frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} + 2a \frac{\partial}{\partial x} \right) f(x,y) = 0,
\]
where we put \(z = x + iy\).

Lemma 3.5: Let \(a \in \mathbb{R}, b > 0, c > 0,\) and \(E \in \mathbb{C}\) be constants.
(i) If \(Re E < 0,\) then
\[
\left( -\frac{d^2}{dx^2} + 2a \frac{d}{dx} + 4|\alpha|^2 e^{2ax} \right) f(x) = E f(x)
\]
has no solutions \(f \neq 0\) with \(f \in D(d^2/dx^2) \cap D(e^{2ax})\) in \(L^2(\mathbb{R})\).
(ii) Suppose that
\[
0 < |Re(\sqrt{a^2 - E})| < a, \quad Re E > 0
\]
and \(2\sqrt{a^2 - E}/b\) is not an integer.

Each nonzero solution \(f \in L^2(\mathbb{R})\) to Eq. (3.12) is given by
\[
f(x) = Ke^{i(b-2a)x}W_{0,\alpha^2 - E/b}(2\sqrt{c}e^{bx}/b),
\]
with a constant \(K \in \mathbb{C}\setminus \{0\}\), where \(W_{\alpha,m}(z)\) is the Whittaker function (see, e.g., Ref. 9, Chap. XVI).

Proof: (i) Via the elliptic regularity, every solution \(f \) to Eq. (3.12) is \(C^\infty\). Let \(f \in D(d^2/dx^2) \cap D(e^{2ax})\) be a nonzero solution to Eq. (3.12). Taking the inner product of \(f\) with \(f \in L^2(\mathbb{R})\), we obtain
\[
\|f\|^2 + 2a \|f', f\| + c\|e^{2ax}f\|^2 = E \|f\|^2.
\]

Since \((f', f)\) is pure imaginary, it follows that \(Re E > 0\). Thus the desired result follows.

(ii) Let \(f \in L^2(\mathbb{R})\) be a nonzero solution to Eq. (3.12) and define
\[
v(t) = t^{b-2a}/2b \log(b^2 t^2/4c), \quad t > 0.
\]
Then we have
\[
\|f\|^2 = \frac{1}{b} \int_0^\infty t^{2(a-b)/b} |v(t)|^2 dt < \infty
\]
and \(v\) satisfies the Whittaker equation
\[
\frac{d^2}{dt^2} v(t) + \left[ -\frac{1}{4} + \frac{1}{2} \sqrt{(a-E)/b} \right] v(t) = 0.
\]

Since \(2\sqrt{a^2 - E}/b\) is not an integer by assumption, the confluent hypergeometric functions \(M_{0,\alpha^2 - E/b}(t)\) and \(M_{0,-\alpha^2 - E/b}(t)\) (see, e.g., Ref. 9, Chap. XVI) form a fundamental system of solutions to (3.16); every solution to (3.16) is given by a linear combination of these functions. By taking the asymptotic property of \(M_{0,a}(t)\) as \(t \to 0\) and \(t \to \infty\) into account, we see that possible solutions to (3.16) with condition (3.15) are scalar multiples of the Whittaker function \(W_{0,\alpha^2 - E/b}(t)\), with
\[
0 < |Re(\sqrt{a^2 - E})| < a. \tag{3.17}
\]
Condition (3.17) comes from the integrability condition of \(t^{2(a-b)/b} |v(t)|^2\) near \(t = 0\). On the contrary, if we define \(f(x)\) by relation (3.14) with \(v(t) = W_{0,\alpha^2 - E/b}(t)\) under condition (3.15), then \(f\) is in \(L^2(\mathbb{R})\) \((f \neq 0)\) and satisfies Eq. (3.12).

Lemma 3.6: (i) Every solution \(f \in D(\bar{\partial}) \cap D(e^{2ax})\) to Eq. (3.10) has the form (3.4).
(ii) For all \( \alpha \in \mathbb{B} \), the function \(f_\alpha\) given by (3.4) is a solution to Eq. (3.10) with \(f_\alpha \in D(\bar{\partial}) \cap D(e^{2ax})\).

Remark: The sets of the solutions of Eq. (3.11) consist of the complex conjugates of the solutions \(f\) to (3.10).

Proof: (i) If \(f\) is in \(D(\bar{\partial}) \cap D(e^{2ax})\), then Eq. (3.10) is equivalent to
\[
\left( -\frac{\partial^2}{\partial x^2} + 2a \frac{\partial}{\partial x} + 4|\alpha|^2 e^{2ax} \right) \hat{f}(x,p) = E(p) \hat{f}(x,p),
\]
where \(E(p) = p(2a - p), \quad p \in \mathbb{R}\).

Via Lemma 3.5 (i), Eq. (3.18) has no nonzero solutions \(\hat{f}(\cdot, p) \in D(d^2/dx^2) \cap D(e^{2ax})\) if \(E(p) < 0\). Hence \(\hat{f}(\cdot, p) = 0\) for all \(p \geq 0, a\).

Let \(E(p) > 0\), i.e., \(0 < p < 2a\). Then by Lemma 3.5 (ii), every solution \(\hat{f}(\cdot, p) \in L^2(\mathbb{R})\) to Eq. (3.18) is given by
\[
\hat{f}(x,p) = u(p) e^{ax/2} W_{0,\alpha - p/\alpha} (4\alpha |\alpha|^2) f_\alpha(x,p),
\]
where \(u\) is a function on the set \(S = \{p \in \mathbb{R} | 0 < p < 2a, \alpha \neq a/2, \alpha \neq a\} \). Thus the desired result follows.

(ii) Let \(\alpha \in \mathbb{B}\). We need only show that \(f_\alpha\) is in \(D(\bar{\partial}) \cap D(e^{2ax})\). We write it as \(f_\alpha = f\). By the asymptotics of the Whittaker function \(W_{0,a}(t)\) at \(t = 0\) and \(t = \infty\) (see, e.g., Ref. 9, Chap. XVI), we see that \(\hat{f}\) and \(e^{2ax} \hat{f}\) are in \(L^2(\mathbb{R}')\). By using the recursion relation
\[
z W_{0,m}(z) = (z/2) W_{0,m}(z) - W_{1,m}(z),
\]
we can show that
\[
\frac{\partial}{\partial x} \hat{f}(x,p) = \frac{a}{2} \hat{f}(x,p) + 2|\alpha| e^{ax} f(x,p) - au(p) e^{ax/2} W_{1,\alpha - p/\alpha} (4\alpha |\alpha|^2).
\]
Each term on the rhs of (3.20) is in \(L^2(\mathbb{R}')\) and hence \(\hat{f}(x,p)/dx\) is in \(L^2(\mathbb{R}')\). By virtue of (3.18), this implies that \(\hat{f}(x,p)/dx\) is in \(L^2(\mathbb{R}')\). We can also see that \(p e^{ax} \hat{f}\) is in \(L^2(\mathbb{R}')\).

Lemma 3.7: Let \(f_\alpha\) be given by (3.4) with \(\alpha \in \mathbb{B}\). Then \(f_\alpha\) is in \(D(\partial) \cap D(e^{2ax})\) and \(e^{-ax} \partial f_\alpha\) is in \(L^2(\mathbb{R}')\).

Proof: By the proof of Lemma 3.6 we have \(f_\alpha \in D(\bar{\partial}) \cap D(e^{2ax})\). Since \(D(\bar{\partial}) \cap D(e^{2ax}) \subset D(\partial) \cap D(e^{2ax})\), we obtain \(f_\alpha \in D(\partial) \cap D(e^{2ax})\).

Let \(h(x,y) = e^{-ax} \partial f_\alpha(x,y)\). Then we have
\[
\hat{h}(x,p) = \frac{1}{2} e^{-ax} \left( \frac{\partial}{\partial x} f_\alpha(x,p) - pf_\alpha(x,p) \right).
\]
By using (3.20), we obtain
\[ 2\hat{h}(x,p) = R(x,p) + 2\lambda |\alpha^f_x(x,p)|, \]
where
\[ R(x,p) = u(p)e^{-\alpha x^2}[(\alpha/2 - p) W_{0j\alpha - p/j\alpha}(4|\lambda| e^{i\alpha x}) - \alpha W_{0j\alpha - p/j\alpha}(4|\lambda| e^{i\alpha x})]. \]
(3.21)

Since \( f_x \) is in \( L^2(\mathbb{R}^2) \), we need only show that the function \( R \) is in \( L^2(\mathbb{R}^2) \). It is easy to see that for every \( c \in \mathbb{R} \),
\[ \int_{\mathbb{R}^2} dp \int_{\mathbb{R}^2} dx |R(x,p)|^2 < \infty. \]

By the asymptotics of \( W_{0j\alpha} \) at \( z = 0 \) and by virtue of the condition \( \text{supp} u \subset (0,\alpha/2) \cup (\alpha/2,\alpha) \), we see that
\[ e^{\alpha x^2} R(x,p) \sim u(p)w_1(p) \]
and hence
\[ R(x,p) \sim u(p)w_2(p)e^{i\alpha x - (|\alpha - p|/\alpha)x} , \]
with the continuous functions \( w_1 \) and \( w_2 \) on the support of \( u \). Therefore, we have
\[ \int_{\mathbb{R}^2} dp \int_{\mathbb{R}^2} dx |R(x,p)|^2 < \infty. \]

Thus we obtain \( \text{Re}L^2(\mathbb{R}^2) \).

**Proof of Proposition 3.1:** Via Lemma 3.6, the set of solutions to (3.10) in \( D(\partial_d) \cap D(e^{\alpha x}) \) consist of just functions of the form \( f_x \) given by (3.4). If \( f_x^f \) and \( f_x^g \) given by (3.4) and (3.5), respectively, are in \( L^2(\mathbb{R}^2) \), then \( R(\cdot, p) \) defined by (3.21) must be in \( L^2(\mathbb{R}) \) for \( p \in \mathbb{R} \). We can show that if \( \alpha < p < 2\alpha \), then \( R(\cdot, p) \) is not in \( L^2(\mathbb{R}) \) (cf. the proof of Lemma 3.7). Hence we have \( \text{supp} u \subset [0,\alpha] \). Then the first assertion follows from Lemma 2.6(ii) and (iii) and the remark after Lemma 3.6.

Via Lemma 3.7, every \( f_x \) with \( u \in D_a \) satisfies the assumption of Lemma 2.6(ii). Therefore, for every \( u \in D_a \), the pair \( (f_x^f, f_x^g) \), with \( f_x^f \) given by (3.5), is in \( \text{Ker} Q \). Via Lemma 2.6(iii) and the remark after Lemma 3.6, we also have \( (f_x^f, f_x^g) \in \text{Ker} H_+ \) for every \( u \in D_a \). Thus we obtain (3.7). We have \( \dim D_a = \infty \) and, if the vectors \( u_1, u_2, \ldots, u_n \in D_a \) are linearly independent, then so are the vectors \( (f_x^f, f_x^g) \). Thus (3.8) follows.

**IV. APPLICATION**

In this section, we apply the result in Sec. III to models in atomic and nuclear physics, which were discussed in Ref. 1.

A. Nonrelativistic spin-\( \frac{1}{2} \) particle in an external SU(2) gauge field

Let \( r_{\alpha} = 1, 2, 3 \) be the generators of the SU(2) group. An external SU(2) gauge field \( A(x) = (A_1(x), A_2(x), A_3(x)) \), \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \) is given as \( A_j(x) = \frac{1}{\alpha} A_j(x) r_{\alpha} \), \( j = 1, 2, 3 \), where we take \( A_j(x) \) to be real valued. Then the Hamiltonian of a nonrelativistic spin-\( \frac{1}{2} \) particle with mass 1 coupled minimally to the gauge field is given by
\[ H_+ = \frac{1}{2}(-i\nabla - gA)^2 - \frac{1}{2} \sigma \cdot B, \]
(4.1)
where \( g \in \mathbb{R} \setminus \{0\} \) is a coupling constant, \( \nabla = (\partial/\partial x_1, \partial/\partial x_2, \partial/\partial x_3) \), \( \sigma = (\sigma_1, \sigma_2, \sigma_3) \), and \( B_j = g(c_r A_j) \). Let \( g(c_r A_j) \) be the Kronecker antisymmetric symbol.

We consider the following situation.

(a) \( A_1 = A_2 = 0, \) (ii) \( A_3 = 0, \) (iii) \( A_j(x) \) and \( A_j(x) \) depend only on \( x_1 \) and \( x_2 \), and (iv) \( \nabla_3 = 0 \), where condition (iv) means that we consider only state vectors independent of \( x_3 \) and identify them with elements in \( L^2(\mathbb{R}^2; \mathbb{C}^4) \). Let \( V \) be a holomorphic function on \( \mathbb{C} \) and \( H_0 \) be given by (2.21). Then it was shown in Ref. 1 that under condition (a), with \( A_j = iA_j = 2 \partial V/g \), \( H_+ \) can be written as
\[ H_+ = 2H \]
with a rearrangement of components.

**Proposition 4.1:** Suppose that condition (a) is satisfied. Let
\[ A_j(x_1, x_2) = (2\alpha \lambda /g)e^{ix_1} \cos x_2, \]
(4.3)
\[ A_3(x_1, x_2) = - (2\alpha \lambda /g)e^{ix_1} \sin x_2, \]
(4.4)
with \( \alpha > 0 \) and \( \lambda \in \mathbb{R} \setminus \{0\} \). Then \( H_+ \) has infinitely many zero-energy states \( \Psi \in L^2(\mathbb{R}^2; \mathbb{C}^4) \). Further, the Fourier transform \( \Phi(x_1, x_2) \) of every \( \Phi(x_1, x_2) \) with respect to \( x_2 \) has compact support in \( p \in \mathbb{R} \).

**Proof:** By (4.3) and (4.4), we have
\[ A_j = iA_j = 2 \partial V/g, \]
with \( V(x_1, x_2) = \lambda e^{i\alpha x_1} (z = x_1 + i\alpha x_2) \). Thus by (4.2) and Proposition 3.1, we obtain the desired result.

**Remark:** The gauge field given by (4.3) and (4.4) is periodic in the \( x_1 \) direction. This may be an origin of the existence of infinitely many zero-energy states and the localization of the states in the momentum space dual to the \( x_2 \) direction.

B. Nonrelativistic nucleon in an external pion field

The Hamiltonian of a nonrelativistic nucleon in an external pion field \( \phi(x) = (\phi_1(x), \phi_2(x), \phi_3(x)) \), \( x \in \mathbb{R}^3 \) is given by
\[ H_9 = -\frac{1}{2} \nabla^2 + ig\sigma \cdot \nabla \phi(x) + ig^2 \phi(x)^2. \]
(4.5)
(See Ref. 1.) Suppose that the following condition is satisfied.

**Condition (\( \phi \)):** (i) \( \phi_0 = 0 \), (ii) \( \phi_1 \) and \( \phi_2 \) depend only on \( x_1 \) and \( x_2 \), and (iii) \( \nabla_3 = 0 \).

Then it was shown in Ref. 1 that
\[ H_9 = 2H_+ \]
(4.6)
with \( \phi_i - i\phi_2 = -2i \partial V/g \).

**Proposition 4.2:** Suppose that condition (\( \phi \)) is satisfied. Let
\[ \phi_1(x_1, x_2) = (2\alpha \lambda /g)e^{ix_1} \cos x_2, \]
\[ \phi_2(x_1, x_2) = (2\alpha \lambda /g)e^{ix_1} \sin x_2, \]
with \( \alpha > 0 \) and \( \lambda \in \mathbb{R} \setminus \{0\} \). Then \( H_9 \) has infinitely many zero-energy states \( \Phi \in L^2(\mathbb{R}^2; \mathbb{C}^4) \). Further, the Fourier transform \( \Phi(x_1, x_2) \) of every \( \Phi(x_1, x_2) \) with respect to \( x_2 \) has compact support in \( p \in \mathbb{R} \).

**Proof:** Similar to the proof of Proposition 4.1.

\[ \square \]
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APPENDIX: KERNEL OF A SCHRODINGER OPERATOR

Let \( d \) be an arbitrarily fixed positive integer. Let \( U \) be a real-valued measurable function on \( \mathbb{R}^d \) and \( \Delta \) be the \( d \)-dimensional Laplacian, \( \Delta = \sum_{j=1}^{d} \frac{\partial^2}{\partial x_j^2} \), \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \). We consider the Schrödinger operator

\[
H_s = -\Delta + U
\]

acting in \( L^2(\mathbb{R}^d) \).

**Lemma A1:** Suppose that \( C_0^\infty(\mathbb{R}^d) \subset D(U) \) and \( U \geq 0 \). Let \( \overline{H}_s \) be the closure of \( H_s \mid C_0^\infty(\mathbb{R}^d) \). Then we have

\[
\text{Ker } \overline{H}_s = \{0\} \quad (A1)
\]

**Remark:** (i) It is obvious that under the condition \( C_0^\infty(\mathbb{R}^d) \subset D(U) \), \( H_s \mid C_0^\infty(\mathbb{R}^d) \) is closable and symmetric.

(ii) The domain \( D(\overline{H}_s) \) is not necessarily equal to \( D(\Delta) \cap D(U) \). This is the reason why we need a limiting argument to prove (A2) (see below).

**Proof:** Let \( f \in \text{Ker } \overline{H}_s \), \( \overline{H}_sf = 0 \). Then we can take a sequence \( \{f_n\} \subset C_0^\infty(\mathbb{R}^d) \) such that \( f_n \to f \) and \( H_s f_n \to 0 \) \((n \to \infty)\) : It follows from the latter that

\[
\sum_{j=1}^{d} \|D_j f_n\|^2 + \|U^{1/2} f_n\|^2 \to 0,
\]

where \( D_j = \partial / \partial x_j \). Hence we have \( D_j f_n \to 0 \), \( j = 1, \ldots, d \), and

\[
U^{1/2} f_n \to 0.
\]

Since \( D_j, j = 1, \ldots, d \), are closed, it follows that \( f \in D(D_j), j = 1, \ldots, d \), and

\[
D_j f = 0, \quad j = 1, \ldots, d,
\]

which, together with \( f \in L^2(\mathbb{R}^d) \), imply that \( f = 0 \). \( \square \)

---

11. In Ref. 10, the Witten index \( I_w \) is computed formally and the two different results \( I_w = -1 \) and \( I_w = 0 \) are derived according to the two different methods of calculation. We can prove rigorously that \( \text{Ker } H_s = \{0\} \) and hence \( I_w = 0 \). The method of the proof is similar to that in the present paper.