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ABSTRACT
An estimate of the summer Barents Sea circulation is constructed as a four-dimensional variational inverse of the monthly hydrographic and atmospheric climatologies. The reconstructed evolution of temperature, salinity, and velocity fields provides the best fit to climatological data and satisfies dynamical and kinematic constraints of a primitive equation ocean circulation model. The data-optimized Barents Sea state is in general agreement with the existing schemes of circulation in the region. The circulation is characterized by the 3.2 Sv inflow from the Norwegian Sea with the Norwegian Atlantic Current. Approximately 1.5 Sv of this inflow recirculates along the northern flank of Bear Island Trough, while the major branch of the current crosses the Barents Sea and outflows through Franz Josef Land—Novaya Zemliya and the Kara Gate straits with transports of 1.1 Sv and 0.6 Sv, respectively. The data assimilation reveals an eastward current between the Great and Central banks and cyclonic circulation in the region between Central Bank and Novaya Zemliya. These two circulation features have recently been confirmed in a number of publications. The reconstructed surface heat and salt fluxes are in qualitative and quantitative agreement with the known observational estimates. The posterior error analysis and sensitivity experiments provide additional arguments in support of the reliability of the data assimilation results.

© Canadian Meteorological and Oceanographic Society

1 Introduction

The Barents Sea (BS) is an important pathway for the mass, heat and salt exchange between the Atlantic and Arctic oceans. The analysis of recent and historical data (Schauer et al., 2002) shows that the outflow rate from the BS and characteristics of the exported water masses play a crucial role in the formation of the water properties in the Arctic Ocean. The water outflowing from the BS is a result of the transformation of warm (3°–6°C) and saline (34.6–34.9 psu) Norwegian Atlantic water carried by the Norwegian Atlantic Current (Fig. 1) into the BS between Bear Island and the northernmost coast of Norway (Fig. 1). Part of this current returns to the Norwegian Sea along the northern slope of Bear Island Trough, while the major branch of the current crosses the BS and outflows through the opening between Franz Josef Land (FJL) and Novaya Zemliya (NZ) and through the Kara Gate strait. In fall and winter, strong atmospheric cooling in the BS causes significant modification of the Atlantic water properties as the water mass propagates to the east. According to Midttun (1985), winter cooling in the numerous banks and shallows adjacent to NZ forms saline and cold dense water, which subducts along the bottom slopes and then outflows through the opening between NZ and FJL. The export of dense water from the BS reaches maximum values during the winter but still remains significant in summer (July–September). In summer, the atmosphere warms the
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surface layer at the rate of 50–200 W m$^{-2}$ (da Silva et al., 1994; Makshtas and Ivanov, 1997), and causes gradual ice melting in the northern regions of the BS resulting in significant surface fresh water fluxes.

In the last decade a large volume of temperature, salinity and hydro-chemical data have been collected in the region (ACSYS, 1999; Matishov et al., 1998). These data provided a solid background for analysis of the origin and transformation of the water masses in the BS (Pfirman et al., 1994; Jones et al., 1998; Aagaard et al., 1985). Unfortunately, the water mass analysis provides only indirect estimates of the absolute velocities and mass transports, while the number of direct velocity measurements in the region is obviously insufficient. According to Loeng and Saetre (2001), in the last three decades there were about 70 mooring velocity measurements. Most of these moorings were located in the western part of the BS and only four of them were deployed in the FJL–NZ strait in 1991–92. These four moorings revealed a clear seasonal cycle in the outflow from the BS with transports of 2.5–3.1 Sv in winter and about 1 Sv in summer. At the same time, Panteleev et al. (2004) obtained an estimate of 0.1 Sv for the inflow into the BS between NZ and FJL in September 1997. The recent year-long velocity measurements (Ingvaldsen et al., 2002) did not show a clear seasonal cycle but revealed strong monthly variability in the throughflow between the northernmost coast of Norway and Bear Island with the amplitude of the transport variations up to ±5 Sv, while the estimate of the mean net inflow into the BS is about 2 Sv. High transport variability in the BS can be attributed to the barotropic nature of the BS circulation (Blindheim, 1989; Haugan, 1999) and the strong seasonal and interannual variability of the Norwegian Atlantic Current (Furevik, 2001; Mork and Blindheim, 2000; Ingvaldsen et al., 2004).

The sparseness of velocity measurements and the strong variability of the currents make quantitative estimates of the general circulation in the BS a difficult task. In this situation, hydrographic climatology, which is available for the whole basin, is a reliable source of information on the BS circulation. Unfortunately, attempts to recover the BS circulation from hydrographic data are usually based on algorithms, which suffer from a number of problems. The dynamical
method for the calculation of geostrophic currents (Helland-Hansen, 1934) cannot recover absolute velocity unless a reference velocity is prescribed at some level in the ocean (Tantsiura, 1959; Uralov, 1960; Potanin and Korotkov, 1988), while application of sophisticated numerical models requires specification of the model boundary conditions and forcing, which are subjected to significant uncertainties (Harms, 1997; Yakovlev, 1999; Trofimov, 2000). These errors and uncertainties may explain the discrepancies between the results of various numerical simulations. For example, Yakovlev (1999) utilized open boundary conditions extracted from the Arctic Ocean circulation model which revealed a 0.3 Sv outflow between Svalbard and FJL, while Trofimov (2000) diagnosed a 0.4 Sv inflow into the BS.

In this paper, we utilize a method which closes the gap between the circulation estimates which rely heavily on observations (such as the dynamical method and water mass analysis), and the estimates based on dynamical constraints alone (such as model simulations). Our goal can be formulated as follows: we are looking for the BS circulation which is capable of reproducing the evolution of the hydrographic fields documented in climatological atlases, and which satisfies the dynamical constraints of a primitive equation model (Nechaev and Panteleev, 2000). To reproduce the evolution climatological data we tune the initial and boundary conditions of the model using a four-dimensional variational data assimilation (4D-var) technique (Le Dimet and Talagrand, 1986). The reliability of the reconstructed circulation is tested through the statistical analysis of the posterior errors: we generate a simulated ensemble of the assimilation results with respect to data errors and uncertainties in the specification of the data assimilation parameters.

The approach described in this paper has been successfully implemented in a number of studies (e.g., Grotov et al., 1998; Nechaev et al., 2004). The method allows us to overcome the reference velocity problem of the dynamical method and to minimize the effects of poorly known open boundary conditions and surface forcing. The region under investigation is shown in Fig. 1. The model domain covers the major water transformation regions in the BS, though it is slightly smaller than the conventional boundaries of the BS. The western boundary of the model domain was chosen east of Bear Island to avoid consideration of deeper areas and to reduce the computational cost of the data assimilation.

The paper is organized as follows. We start with the description of available data and their preliminary analysis (Section 2). The outline of the numerical model utilized, statistical hypotheses and specific details of the variational data assimilation procedure are discussed in Section 3. In Section 4 we present the major results of the reconstruction of the summer BS circulation and provide an error analysis of the data assimilation results. Discussion and conclusions are provided in Section 5.

2 Data
The reconstruction of the summer circulation in the BS is based on the following datasets: i) the climatological distributions of temperature and salinity from the BarKode hydrophysical atlas produced by ACSYS (1999); ii) the monthly mean surface drifter velocities collected in the region in 1991–95 (Poulain et al., 1996); iii) monthly wind stress climatology (da Silva et al., 1994); and iv) estimates of total transports through the segments of the open boundary taken from the literature. Data assimilation prescribes relative weights to different data according to the reliability of the observations. Therefore the analysis of the datasets in this section includes the specification of the prior data error variance. Variance of the data errors takes into account both instrumental and interpolation errors. The signals of processes which are not described by the model (e.g., interannual variability of the observations and data variability on weekly timescales) are also treated as data errors.

a Hydrography
Approximately 80,000 temperature and salinity profiles for July, August and September were extracted from the BarKode hydrophysical atlas (ACSYS, 1999) (the total number of profiles is 206,300). The assimilation of raw temperature/salinity profiles into the model is not computationally efficient since, in many cases, the individual profiles do not represent statistically independent climatological observations under the constraints of the model dynamics. Therefore the temperature/salinity data were first interpolated onto the model grid.

The model grid is a regular z-coordinate grid with a meridional resolution of 0.2° and a zonal resolution of 0.6°. Vertically, the grid has 17 levels with unequal spacing ranging from 7.5 m at the surface to 50 m at the deeper levels. The horizontal interpolation of temperature and salinity was performed by the algorithm, which has previously been used for the compilation of the BS region hydrographic atlas (Golubev et al., 1992; Matishov et al., 1998). The algorithm calculates the interpolated value as a weighted sum of the temperature/salinity data within the “radius of influence”, R, with the weights being the functions of the distance between the interpolated point and the data location. According to Denisov et al. (1987), this interpolation algorithm avoids oversmoothing of the interpolated fields in the straits and near the coast.

The standard deviation, $\sigma_C$, of the gridded temperature and salinity was estimated as

$$
\sigma_C = \left[1/(N-1) \sum_{n}^{N} \left(C_n - \bar{C}_{R,N}\right)^2\right]^{1/2}, \quad N > 3
$$

where $C$ stands for the temperature and salinity fields, $C = (T,S)$, $\bar{C}_{R,N}$ is the average of $C$ within a circle of radius $R$, and $N$ is the number of measurements within the circle. The radius $R$, with typical values of $R = 100$ km, is equal to the radius of influence used in the data interpolation.

The gridded temperature and salinity data at 30-m and temperature data at 200-m depth for July–September are shown in Fig. 2 and Fig. 3. An example of the spatial distribution of
temperature standard deviation, $\sigma_T$, is presented in the left panels of Fig. 3. Higher values of $\sigma_T$ in the central part of the BS indicate stronger natural variability in this region. The spatial irregularity of $\sigma_T$ in the northern part of the region is a consequence of data sparseness due to the rough ice conditions (Fig. 1). The spatial distribution of salinity, $\sigma_S$, exhibits similar features.

b **Drifter Velocities**

Monthly mean surface currents were estimated from a set of surface drifter trajectories collected from 1991–95 in the Norwegian Sea and the BS (Poulain et al., 1996). Since there were a limited number of drifters in the BS, temporal and spatial averaging was performed to obtain statistically reliable estimates for the surface currents. One-year long records of

---

Fig. 2 Summer climatological temperature (left panels, °C) and salinity (right panels, psu) distributions at 30-m depth. Arrows show the currents calculated from surface drifters (Poulain et al., 1996).
current meter moorings between Bear Island and the Norwegian coast (Ingvaldsen et al., 2002) revealed that the characteristic spatial scales of local currents vary between 50 km and 150 km. Adopting these typical scales for the southeastern BS we interpolated drifter velocities (where available) onto the model grid by using following the temporal and spatial averaging procedure:

\[
 u^* (x_0, y_0, t_0) = \sum w_i u(x_i, y_i, t_i) / \sum w_i,
\]

\[
w_i = \exp\left(-\frac{(t_i - t_0)^2}{\tau_i^2}\right) \exp\left(-\frac{t_i^2}{R^2}\right),
\]

where \( u(x_i, y_i, t_i) \) denotes drifter velocity at the point \( (x_i, y_i, t_i) \) obtained through finite difference differentiation along the
drifter trajectory with $d_r = 1$ day, $t_u = 17$ days, $R_u = 80$ km, $x_o, y_o$ are the coordinates of the grid node, $t_0$ is the fifteenth day of each summer month, $r_i^2 = (x_i - x_0)^2 + (y_i - y_0)^2$, and the summation is done over all drifters and all grid nodes in the area where the drifters are available. The standard deviation of the interpolated surface velocities was estimated as

$$\sigma_{u*} = |\mathbf{u}|/(N_{d} - 1)^{0.5} + 1 \text{ cm s}^{-1},$$

where $N_{d}$ is the number of statistically independent estimates of the velocity derived from drifter tracks. For the surface velocity data, which have been accepted for data assimilation, this number varied between 2 and 6, which gives an estimate for $\sigma_{u*}$ of approximately 30–50% of the local velocity amplitude.

The estimated surface velocities for July–September are shown in Fig. 2. Most of the surface drifters (Poulain et al., 1996) were observed in the western part of the BS, therefore, the estimates of the surface velocity are more reliable in the region between 25°E and 30°E, and the reliability of drifter velocity gradually decreases to the east. Drifter velocities located east from 40°E were ignored as statistically unreliable. The estimates of surface velocities obtained cover only a small part of the BS but they provide valuable information on the inflow conditions and the Norwegian Atlantic current.

A limited number of current measurements were collected in the BS by Norwegian scientists (Loeng and Saetre, 2001). We did not assimilate these data but used them for validation of data assimilation results.

c Volume Transports

The circulation in the BS is predominantly barotropic (Haugan, 1999), therefore the estimates of the transports through the different sections of the open boundary are very important for the reconstruction of the circulation. Historically, the first estimates of the transport in the BS were based on the calculation of geostrophic currents (Uralov, 1960; Potanin and Korotkov, 1988). Direct velocity measurements collected from 1960–97 allowed Loeng et al. (1997) to formulate a general scheme of the annual mean volume budget of the BS shown in Fig. 1.

Almost all investigators (e.g., Uralov, 1960; Potanin and Korotkov, 1988; Loeng et al., 1993) reported the presence of a clear seasonal cycle in the BS circulation. Therefore, the available estimates of the annual mean volume transport (Loeng et al., 1997) cannot be used directly for the reconstruction of the summer circulation and require some corrections to take into account seasonal variability. In this section, we present a brief analysis of the available volume transport estimates through the BS openings during the summer period.

According to Uralov (1960) and Potanin and Korotkov (1988), the water exchange between the BS and the White Sea is almost negligible (0.01 Sv) and equal to the fresh water discharge into the White Sea. The river discharge is usually well documented, therefore these estimates seem to be quite reliable.

Most of the transport estimates through the Kara Gate (Uralov, 1960; Potanin and Korotkov, 1988; Scherbinin, 2001) have a net outflow of 0.6–0.7 Sv. These estimates are based on both geostrophic calculations (Uralov, 1960) and direct velocity measurements (Scherbinin, 2001; Panteleev et al., 2004). In the current study we adopted the value of 0.65 ±0.2 Sv as the Kara Gate transport estimate.

The estimates of the net transport between FJL and NZ are rather controversial. The geostrophic calculations (Uralov, 1960; Timofeev, 1963) indicate a 0.2–0.5 Sv outflow from the BS, while the year-long velocity measurements (Loeng et al., 1993) reveal seasonal transport variations, with a net outflow of 0.8–0.9 Sv in summer and approximately 2.4 Sv in winter. The estimates of the transport made by Loeng et al. (1997), were based on the records from four moorings (the fifth mooring, which was the most northerly, was lost during the experiment) and did not take into account transports in the northern part of the strait. The presence of a westward current along the southern flank of FJL, which is documented in Tantsiuro (1959), may result in a slight overestimation of the net outflow through the FJL–NZ strait in Loeng et al. (1997). Therefore, for the data assimilation we used the transport estimates of Loeng et al. (1993) (0.8 Sv and 1.6 Sv for the transports in June and October respectively), and prescribed an outflow of 1 ±0.3 Sv as the summer transport through the FJL–NZ strait.

The transport between Spitsbergen and FJL has not been well studied. The analysis of water masses by Pfirman et al. (1994), and the study of the summer 1996 hydrographic data by Loyning (2000) both indicate inflow into the BS from the Arctic Ocean. In the absence of other estimates we follow the mass balance scheme of Loeng et al. (1997) and prescribe 0.4 ±0.2 Sv as a first guess for this inflow.

The velocity measurements in the western part of the BS from September–October 1978 (Blindheim, 1989) reveal an inflow of 3.1 Sv between Norway and 73°N latitude, and an outflow of 1.2 Sv along the southern flank of Bear Island. Ingvaldsen et al. (2002) present similar estimates for the summer transport but reported a strong monthly variability in the net transport between Norway and Bear Island with a standard deviation of 2 Sv. Both of these estimates are based on the velocity measurements along the southern part of the western boundary of the BS (south of 73.5°N), and cannot be treated as a net transport through the western opening of the BS. Therefore, in this study we derive the net transport estimate through the western open boundary of the model region using the condition of conservation of volume. The estimates of the inflow between 73°N and the Norwegian Atlantic current (Blindheim, 1989; Ingvaldsen et al., 2002) are used as independent data for cross-validation of assimilation results.

The estimates of the transports through different segments of the open boundary of the BS are summarized in the left and centre columns of Table 1. We incorporate a gradual increase in the transport through the western boundary and the FJL–NZ strait from July–September in agreement with the studies of Uralov (1960), Potanin and Korotkov (1988), and Loeng et al. (1993) which indicate an intensification of the BS circulation in October–November.
simplifications, which do not compromise the validity of the six-hour time step. The model is also subjected to a number of non-eddy-resolving mode on a relatively coarse grid with a relatively large time steps. The model is used in climatological (Madec et al., 1999). The model is implicit both designed at the Laboratoire d'Oceanographie Dynamique et de grid, approximations. The model can be viewed as a modification of the C- primitive equations under Boussinesq and hydrostatic approximations. The model is not necessarily as the atmospheric fluxes.

The second simplification is related to the turbulence closure. The mixing processes in the model are parametrized by the prescribed vertical and horizontal eddy diffusion coefficients and the hydrostatic adjustment algorithm. The non-uniform and non-stationary temperature and salinity vertical diffusivity coefficients for data assimilation experiments were obtained as an average over the ensemble of the forward runs of the model using Pacanowski and Philander’s (1981) turbulence closure. After that, these coefficients were smoothed in time and space and used as fixed parameters in the experiments outlined below. The values of the coefficients ranged between $5 \times 10^{-4}$ m$^2$ s$^{-1}$ at the surface and $2 \times 10^{-5}$ m$^2$ s$^{-1}$ near the bottom. The vertical momentum diffusivity coefficient was constant at $5 \times 10^{-5}$ m$^2$ s$^{-1}$. Horizontal momentum and temperature and salinity diffusivity coefficients were to set $10$ m$^2$ s$^{-1}$. In the data assimilation experiments we obtained an indication that this simplification might not be accurate in the shallow regions near the coast of Russia resulting in larger model data misfits. But we had to use this sub-optimal parametrization of the mixing processes since the adjoint code for more advanced turbulence closures is not yet available.

The adjoint code of the model was built analytically by transposition of the operator of the tangent linear model, linearized in the vicinity of the given solution of the forward model (Penenko, 1981; Wunsch, 1996). Application of the implicit scheme with large time steps results in a considerably reduction in storage requirements for variational data assimilation since, for non-linear problems, running the adjoint model requires storing the solution of the forward model at every time step. The tangent linear model was obtained by direct differentiation of the forward model code. Therefore, the tangent linear and adjoint models were the exact analytical consequences of the forward model. An illustration of the method for the construction of the adjoint procedure for the hydrostatic adjustment algorithm is presented in Appendix A.

In the course of data assimilation, the model solution is optimized by tuning free parameters (the so-called control vector) of

d **Meteorological Data**
The half-by-half degree gridded wind stresses were extracted from the monthly climatology of da Silva et al. (1994) and were linearly interpolated onto the model grid. The resulting wind stress fields are rather smooth with the characteristic spatial scales of the order of the basin size. To allow for the adjustment of the spatial details in the model forcing we used wind stress data with a relatively high error variance, equal to 40% of the wind stress spatial variability in the BS.

According to da Silva et al. (1994), surface heat fluxes in the BS are approximately 100 W m$^{-2}$, 30 W m$^{-2}$ and −50 W m$^{-2}$ in July, August, and September respectively. Summer mean surface salt fluxes vary from $1.0 \times 10^{-7}$ kg m$^{-2}$ s$^{-1}$ to $−4.0 \times 10^{-7}$ kg m$^{-2}$ s$^{-1}$. The spatial structure of the da Silva et al. (1994) climatological fluxes is extremely smooth and does not reflect ice melting in the northern regions. At the same time, realistic surface heat and salt fluxes depend strongly on the state of the oceanic mixed layer and may exhibit high spatial and temporal variability. Because of that, the surface heat and salt climatologies of da Silva et al. (1994) were not used as “flux data” in the assimilation procedure. Instead, the surface flux climatologies were compared with the reconstructed fluxes for the validation of the data assimilation results. In such a comparison we treat the da Silva et al. (1994) climatologies as independent data even though the typical values for heat/salt fluxes and the corresponding spatial scales were used for the calculation of the smoothness term weights in the cost function outlined in Section 3b.

**Table 1. Transports through the open boundaries of the BS (estimates taken from literature, first guess, and optimized).**

<table>
<thead>
<tr>
<th>Boundary part</th>
<th>Transport (Sv) from literature</th>
<th>First guess transport (Sv)</th>
<th>Optimized transport (Sv)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>July</td>
<td>August</td>
<td>September</td>
</tr>
<tr>
<td>western</td>
<td>1.2 – 2.1</td>
<td>1.14 ± 0.3</td>
<td>1.24 ± 0.3</td>
</tr>
<tr>
<td>southern</td>
<td>0.007</td>
<td>0.01 ± .005</td>
<td>0.01 ± .005</td>
</tr>
<tr>
<td>Kara Gate</td>
<td>0.6 – 0.7</td>
<td>−0.65 ± 2</td>
<td>−0.65 ± 2</td>
</tr>
<tr>
<td>FJL–NZ</td>
<td>0.0 – 1.35</td>
<td>−0.9 ± 0.3</td>
<td>−1.00 ± 0.3</td>
</tr>
<tr>
<td>northern</td>
<td>0.3</td>
<td>0.4 ± 0.2</td>
<td>0.4 ± 0.2</td>
</tr>
</tbody>
</table>

**3 Data assimilation technique**

**a Forward and Adjoint Models**

To derive the BS circulation from the data, the observational information should be combined with the information imposed by dynamical constraints. The dynamical constraints are formulated as a numerical model based on the set of conventional primitive equations under Boussinesq and hydrostatic approximations. The model can be viewed as a modification of the C-grid, z-coordinate Ocean General Circulation Model (OGCM) designed at the Laboratoire d’Oceanographie Dynamique et de Climatologie (Madec et al., 1999). The model is implicit both for barotropic and baroclinic modes permitting model runs with relatively large time steps. The model is used in “climatological” non-eddy-resolving mode on a relatively coarse grid with a six-hour time step. The model is also subjected to a number of simplifications, which do not compromise the validity of the major dynamical balances of the BS circulation. First of all, we do not utilize any ice model. This is acceptable because most of the basin is ice free in summer. On the other hand, surface fluxes, which can be modified by the presence of ice, are free parameters of the model to be tuned in data assimilation. So the surface fluxes obtained in data assimilation experiments can be interpreted as the fluxes at the ice-water interface, but not necessarily as the atmospheric fluxes.

The adjoint code of the model was built analytically by transposition of the operator of the tangent linear model, linearized in the vicinity of the given solution of the forward model (Penenko, 1981; Wunsch, 1996). Application of the implicit scheme with large time steps results in a considerable reduction in storage requirements for variational data assimilation since, for non-linear problems, running the adjoint model requires storing the solution of the forward model at every time step. The tangent linear model was obtained by direct differentiation of the forward model code. Therefore, the tangent linear and adjoint models were the exact analytical consequences of the forward model. An illustration of the method for the construction of the adjoint procedure for the hydrostatic adjustment algorithm is presented in Appendix A.

In the course of data assimilation, the model solution is optimized by tuning free parameters (the so-called control vector) of...
the model. The control vector of the model is composed of values of the functions specifying initial conditions, open boundary conditions and surface fluxes. The set of initial conditions of the model includes sea surface height (SSH) fields, temperature, salinity and horizontal components of velocity. Boundary components of the control vector are comprised of the distributions of temperature, salinity, and normal components of velocity specified on the open boundaries. The free-slip boundary condition for the tangent velocity component is set on the open boundary, therefore the values of the tangent velocity are not included in the control vector.

**b Cost Function**

The variational data assimilation can be formulated as a traditional least squares problem (Marchuk, 1974; Penenko, 1981; Le Dimet and Talagrand; 1986, Thacker and Long, 1988). The optimal solution of the model is found through constrained minimization of a quadratic cost function on the space of the model control vectors, where the cost function measures squared weighted distances between the model solution and data.

Statistical interpretation of the least squares method (Thacker, 1989; Wunsch, 1996) considers the cost function as an argument of the Gaussian probability distribution with the cost function weights being the inverse covariances of the corresponding data errors. Under the statistical interpretation the optimal solution is the most probable model state for the given data realization and prior error statistics.

Because of the sparseness of the oceanographic data and limited duration of observational time series, practical data assimilation methods commonly rely on the assumption that the errors of different observations are δ-correlated (Thacker, 1989). Under this assumption the cost function weights are represented by the diagonal matrices, with diagonal elements being equal to the reciprocals of the corresponding data error variances.

In the present study we use the cost function \( J \), which, in addition to the "real" climatological data described in Section 2, contains the so-called "bogus" data (Thacker, 1989) in the addition to the "real" climatological data described in Section 2. The variances of these terms enforce smoothness of the model solution and makes it tend to the observed data.

The spatial and temporal distributions of "real" data variances \( W_{\cdot \cdot} \) were discussed in the Section 2. The variances of the "bogus" data, \( W_{s} \), \( W_{s} \), \( W_{s} \), \( W_{s} \) and \( W_{s} \) are determined through the scale analysis: \( W_{s} = L_{s}^{4} \), \( W_{s} = L_{s}^{4} \), \( W_{s} = L_{s}^{4} \), \( W_{s} = L_{s}^{4} \). The scales \( L_{s} = 5 \) cm \( s^{-1} \), \( L_{s} = 10 \) cm are defined as typical variations of these variables in the first guess solution (Fig. 4), while the parameters \( C_{s} \), \( B_{s} \), \( T_{s} \), \( T_{s} \) are derived from characteristic spatial variability of the corresponding data. We utilized a uniform spatial scale for the wind stress fields \( L_{s} = 500 \) km, while spatial scales \( L_{s} \) and \( L_{u} \) were the functions of the local depth gradient and varied within the ranges 100–300 km and 50–150 km respectively. This setting of the characteristic scales allows us to avoid over smoothing of the model solution in the regions with strong topographic steering.

The mathematical aspects of the constrained minimization of \( J \) are outlined in a number of papers (e.g., Marchuk, 1974; Thacker, 1989; Penenko, 1981; Wunsch, 1996). We utilize a standard iterative method for cost function minimization. Starting with some prior estimate of the model control vector we perform the model run to obtain the so-called first guess solution. Given the solution of the forward model we compute the value of the cost function \( J \) and run the adjoint model backwards in time to estimate the gradient of the cost function with respect to the control vector. The gradient of the cost function is then used in the quasi-Newtonian optimization algorithm (Gilbert and Lemarechal, 1989) to find a better estimate of the control vector of the model. The procedure is repeated until the norm of the cost function gradient is sufficiently small.

Because of the model non-linearity, the cost function, \( J \), may have multiple local minima. The quasi-Newtonian optimization algorithm finds only one local minimum, which is the closest to the first guess solution. Therefore, the proper choice of the first guess solution is important. To prepare the first guess solution,
which is reasonably close to the observed data, the calculation of the first guess solution was performed in two steps. First, we solved 3D-var data assimilation problems to find the optimal steady state diagnostic velocity fields for July, August and September respectively. At this stage we are looking for the open boundary velocities, which minimize the cost function:

$$J_u^1 = \sum_K W_{u,K}^{-1} (u - u_k^*)^2 + \sum_N W_{V,n}^{-1} \left( \int_0^\Omega u|d\zeta| - V_n^* \right)^2$$

$$+ \int_\Omega W_{u}^{\Delta} (\Delta u)^2 d\Omega + \int_\Omega W_{\Delta}^{\Delta} (\Delta u)^2 dS,$$

$$z = 0.$$
separately for the July, August and September data under the dynamical constraints of the steady state diagnostic model. The cost function weights for 3D-var data assimilation are the same as for the full 4D-var problem. The cost function, Eq. (2), is minimized under the constraints of the steady state momentum and continuity equations. The advection terms are ignored in the momentum equation. The solution of the steady state model is optimized by tuning the normal velocity distribution on open boundaries. Temperature and salinity distributions and wind stress fields are kept fixed. The mathematical meaning of this approach is straightforward: the solution of the minimization problem should provide an optimal set of open boundary conditions which gives physically reasonable velocity and SSH fields in the interior of the model domain.

On the second step, we run the full model for the period between 15 July and 15 September. The model run starts from the velocity and SSH fields obtained diagnostically for July, while the initial distributions for temperature and salinity are taken from the corresponding climatological data (Fig. 2). The values of the fields on the open boundary and the surface fluxes are obtained by linear interpolation of the diagnosed states in time.

Figure 4 shows the evolution of the temperature field in the first guess solution at a depth of 30 m for the summer months. Inconsistencies between partly optimized velocity and non-optimized temperature and salinity on the open boundaries result in the formation of the artificial boundary layer along the western boundary. Comparison of the first guess solution with climatological data (Fig. 2a) reveals that the first guess solution gradually drifts away from the data.

Starting from the first guess solution (Fig. 4) we performed a minimization of the cost function, Eq. (1), for the entire set of data. To reduce the dimension of the control vector, the boundary conditions and surface fluxes were controlled once every six days with linear interpolation applied between the control time steps. The dimension of the control vector was approximately 250000 elements. Minimization of the cost function required about 300–500 iterations of the quasi-Newtonian optimization algorithm (Gilbert and Lemarechal, 1989) to reduce the gradient norm by 2–3 orders of magnitude.

4 Data assimilation results

4.1 Barents Sea Circulation

Optimized transports through the open boundaries of the BS are presented in the third column of Table 1. The 0.02-Sv inflow through the southern boundary overestimates the first guess transport of 0.01 Sv (the second column of Table 1), while the averaged transports through other boundaries lie within the error bars of prior transport estimates. Optimized transports gradually increase from July to September in agreement with the prior transport estimates.

The optimized transport between 73°N and the Norway coast (marked by the green dotted line in Fig. 1) is equal to 2.9, 3.1, and 3.6 Sv for July, August and September respectively. These values are in good agreement with the mean summer inflow of 3.1 Sv obtained by Ingvaldsen et al. (2002). As mentioned above, in a data assimilation experiment we utilize only the transport estimates through the entire western boundary of our region, therefore the transport observations of Ingvaldsen et al. (2002) can be treated as independent data supporting our results.

The evolution of the optimized fields of temperature and salinity at 30 m is shown in Fig. 5. The comparison between climatological data (Fig. 2), first guess solution (Fig. 4) and optimized temperature fields (Fig. 5) reveals that data assimilation strongly improves agreement between the modelled and observed fields. Significant improvement of the modelled temperature can be seen in the western and southern parts of the BS, where optimization has removed an artificial boundary layer and attracted the modelled temperature to the “two-tongue” distribution in the data (see the upper panels in Figs 2, 5 and 6).

Figure 6 shows normalized differences between the first guess temperature, $T_{fg}$, and data, and the optimized temperature, $T_{opt}$, and data, estimated as

$$
\varepsilon(z) = \left[ \int_S (T - T^w)^2 \, ds / \int_S (T - T_{fg})^2 \, ds \right]^{1/2}
$$

for each level. Here, $T^w$ is the mean climatological temperature at level $z$, $T = (T_{fg}, T_{opt})$. As was discussed in Section 4a, the optimized solution is much closer to the climatological data in August and September. Even more important is that the difference between optimized and climatological fields is uniform in time, while the first guess solution gradually departs from data. The relative errors, $\varepsilon(z)$, increase slightly with depth due to a significant decrease in the temperature variability in the lower layers, but the absolute errors remain smaller than the prior error estimates for the climatological data.

The regions with the worst visual agreement between climatological data and optimized temperature fields (Fig. 2 and Fig. 5) are located in the shallow regions of the south-eastern BS. There can be two reasons for this. Firstly, the climatological temperature (Fig. 3, left panels) and salinity (not shown) exhibit relatively high natural variability in these regions resulting in higher prior data error variances and lower cost function weights. Secondly, the vertical mixing in our model is defined by fixed coefficients, therefore the model cannot describe complicated mixing processes in the shallow regions. Note that in shallow regions the level of the 30-m depth is within the layer of the summer thermocline with a strong vertical gradient, therefore the model deficiencies
in the description of local vertical mixing should be the more pronounced at this level. A sharp increase in $\varepsilon(z)$ (Fig. 6) at the 20–30 m level in August–September supports this speculation.

The salinity distribution in the BS is more uniform due to an intense inflow of relatively uniform high salinity water (34.6–34.9 psu) by the Norwegian Atlantic Current (Figs 1 and 2) and relatively small ($2–3 \times 10^{-7}$ kg m$^{-2}$) averaged surface salt fluxes in the summer season (Fig. 4). Strong changes in salinity occur in the northern and south-eastern regions of the BS, where ice melting (northern regions) and river runoff (south-eastern regions) strongly affect the salinity distribution.

The optimized velocity fields at 30 m and the evolution of summer SSH are presented in Fig. 7. In agreement with prior estimates of drifter velocity errors, the surface currents in Fig. 7 are rather close to the drifter velocity data in the western
(25°E–30°E) part of the BS. In the region between 30°E and 40°E, the coincidence between drifter and model velocities gradually decreases due to larger drifter data errors.

In agreement with the schematics of the BS circulation (Fig. 1, Tantsiura (1959); Loeng et al., 1997), the Norwegian Atlantic Current flows into the BS, with velocities up to 20 cm s$^{-1}$ through the western boundary and flows eastward forming two jets. One of these jets outflows through the Kara Gate, while another jet follows the 200-m isobath and splits into two unequal branches near NZ. The more intense of these branches deflects offshore forming a loop and then again follows the 200-m isobath. The second branch deflects onshore and flows along the coast of NZ. The onshore branch is weak in July but in August it gradually intensifies with velocities reaching 5 cm s$^{-1}$ in September.

The northern branch of the Norwegian Atlantic Current follows the local topography (400-m depth isobath) and deflects northward. The major part of this branch recirculates through the western open boundary along the southern flank of Bear Island, while the remaining part flows north-eastward and forms the eastward current between Central and Great banks with an amplitude of 1–3 cm s$^{-1}$.

The currents north of 77°N are predominantly westward and south-westward with amplitudes of 2–7 cm s$^{-1}$. In the north-eastern region the westward currents are rather variable with time. The major branch of this current flows westward along the coast of FJL, while another branch turns southward and then flows out through the eastern open boundary, following the local topography. In the western BS, the south-westward currents are more stable and form a tongue of low salinity water (Figs 2 and 6, right panels) which enters the BS through the northern boundary.

The evolution of velocity and temperature fields at 200 m is shown in Fig. 8. Because of its barotropic origin, deep circulation resembles the circulation at the surface: the Norwegian Atlantic current flows into the BS, partly recirculates and forms two jets. The first jet follows the 200-m isobath, another jet, with velocities of about 2–5 cm s$^{-1}$, passes between the Central and Great banks. The locations of these jets correlate well with the locations of the tongues of warm water clearly seen in both climatological and optimized temperature fields at 200-m depth (Figs 3 and 9, right panels). Note that the amplitude of the optimized velocity decreases with depth in the north-eastern BS (Figs 7 and 8). Similar behaviour of the velocity field was observed by Loeng et al. (1993).

The optimized circulation pattern approximately agrees with the circulation scheme proposed by Tantsiura (1959), and adopted by other authors (e.g., Novitsky, 1961). However, there are two exceptions. In the reconstructed circulation one can notice the presence of an intense offshore branch of the NZ current and the current between the Central and Great banks (Figs 1, 7 and 8). These currents were recently described by Ozhigin et al. (2000) and Loeng and Satre (2001).

The variations of the onshore/offshore branches of the NZ current in July have a simple physical explanation based on the data used. According to Fig. 2, there is a temperature frontal zone at 73°N, 50°E near NZ in July, which prevents flow along NZ and amplifies the offshore current. This front disappears in September and the onshore branch of the NZ current becomes stronger.

The schematics of the circulation in the eastern BS were recently revised by Ozhigin et al. (2000), who found that the high salinity waters of the eastern BS are formed by significant transformation of Atlantic Water rather than having been carried by the Central current from the north-east (Tantsiura, 1959). High salinity waters form during cold winter periods along the NZ coast and at the Central Bank (Fig. 1) and then sink along the slope, inducing anticyclonic circulation in this region. Our results support this conclusion: Fig. 8 clearly
indicates predominantly north and north-eastward currents in the 42°–50°E and 71°–75°N region and weak south-westward and westward currents along the southern slope of the Central Bank.

The eastward current between the Central and Great banks was recently outlined by Loeng and Saetre (2001). The location of this current coincides with the location of the narrow tongue of warm water clearly seen in climatological temperature fields at 200-m depth between the Central and Great banks. Both direct velocity measurements (Fig. 7, thick arrows) and the results of Panteleev et al. (2004), based on the variational inversion of Acoustic Doppler Current Profiler (ADCP) and Conductivity-Temperature-Depth (CTD) measurements along 40°E longitude (Fig. 1), revealed an eastward
current between 74°N and 76°N with a similar increase in velocity with depth. Therefore, the eastward current between the Central and Great banks in summer has both physical and observational confirmation. Finally, it is worth noting that a similar eastward current between the Central and Great banks and the north and north-east transport between the Central Bank and NZ was obtained in a diagnostic calculation of Yakovlev (1999).

The optimal circulation agrees with the drifter velocity data (Fig. 2). The data assimilation results in the reduction of the relative error

\[ \varepsilon_u = \left( \frac{\sum (u - u^*)^2}{\sum u^2} \right)^{\frac{1}{2}}. \]
from 0.4–0.5 in the first guess solution to 0.25–0.35 in the optimized velocity field. In the region where the drifter data are assimilated, the amplitude of the velocities ranges between 5 and 15 cm s\(^{-1}\). Therefore, the optimized velocities do not contradict the prior assumptions about the drifter velocity errors (Section 2b), while the velocities obtained in the first guess solution have larger errors.

The time-averaged direct velocity measurements (Loeng and Sætre, 2001) are shown in Fig. 7 by thick arrows. Since the velocity data were averaged over different time periods (from ten days up to one year), a straightforward comparison of the observations and modelled results is problematic. Therefore, we plotted all velocities for each month of the reconstructed circulation regardless of the actual time and duration of the observations. A
detailed description of these velocities can be found in Appendix B (Table B1). Regardless of how we treat such velocity observations statistically, we can see a reasonable correspondence between measured and optimized velocities. The least agreement between observed and optimized velocities can be seen in the region 74°–76°N and 31°–33°E. In part, this difference in velocities can be explained by an insufficient period of data averaging and strong variability of the current in this region. According to Table B1, velocities at the second mooring were averaged over only eight days, while the velocity measurements at the fourth mooring were averaged over one month and were half the magnitude. High variability of the local currents is clearly seen from the velocity measurements at 74°32′N and 30°58′E (lines 15–20 in Table B1): the observed velocities had almost opposite directions for different years. It is noteworthy that both direct velocity measurements in the central part of the BS and model results reveal cyclonic circulation in the region 72°–75°N, 38°–46°E. According to Ozhigin et al. (2000), generation of cold and saline water on the Central Bank and NZ shallows during the winter season (Midttun, 1985) and permanent export of this water into the basin between Central Bank and NZ creates cyclonic circulation in this part of the BS. The reconstructed summer circulation supports this conclusion.

Some circulation schemes (Tantsiura, 1959; Midttun and Loeng, 1986; Ozhigin et al., 2000) and results of numerical modelling of the BS circulation (Trofimov, 2000) suggest the presence of narrow currents along the Norwegian coastline and the southern part of NZ. These currents are the consequence of the local temperature/salinity fronts (see for example Fig. 2 in Ingvaldsen et al. (2002), and characterized by relatively warm and fresh water. Temperature and salinity climatology (ACSYS, 1999) do not capture these coastal currents (Fig. 2). Therefore, we do not exclude the possibility that utilization of a different dataset or consideration of a different season would modify the results of the reconstruction in this region. For example, Trofimov (2000) used the October temperature and salinity data derived from a database collected by the Polar Scientific Research Institute of Marine Fisheries and Oceanography, Murmansk, and obtained an intense north-eastward current along NZ. Notice that, in our results, the onshore branch of the NZ current and the Norwegian Coastal current showed strong intensification in September (Fig. 7) and we may assume that they intensified further in October.

The strong near-shore NZ current along the southern coast of NZ obtained by Yakovlev (1999), is probably a consequence of the total 0.015 Sv flow into the BS through the Kara Gate obtained in his results instead of the commonly accepted 0.6 Sv outflow from the BS into the Kara Sea. The reversed Kara Gate throughflow in the results of Yakovlev (1999) may prevent the eastward current in the southern part of the BS from exiting through the Kara Gate and redirect it backward along NZ.

b Surface Fluxes

Figure 9 shows the distribution of the optimized surface heat and salt fluxes in summer. The surface heat flux is roughly proportional to the difference between the atmospheric and sea surface temperature. Taking into account that spatial scales in the atmosphere are essentially larger than in the ocean, the “noisy” structure of the optimized heat fluxes seems to be realistic.

The spatial structure of the optimized surface salt fluxes (Fig. 9, right panels), is very uniform in the central and western parts of the BS with absolute values between ±10.0 × 10^{-7} kg m^{-2} s^{-1}. The surface salt flux depends on evaporation and precipitation. In the absence of strong temperature gradients between the sea surface and the atmosphere (the situation observed in the BS in summer), the evaporation and precipitation should have a meteorological spatial scale. So, the spatial structure of salt fluxes obtained in the western and central parts is physically reasonable.

The optimized surface salt fluxes in the northern and eastern regions of the BS are negative and range from −20 × 10^{-7} kg m^{-2} s^{-1} to −100 × 10^{-7} kg m^{-2} s^{-1}. During July and August, the strong negative salt fluxes in the northern region (78°–80°N) of the BS correlate with weak positive (0–40 W m^{-2}) and negative (−30 to 0 W m^{-2}) surface heat fluxes. Taking into account the small influence of the advective processes on the evolution of the ice cover in the BS (Makshtas and Ivanov, 1990), we can explain this correlation by the ice melting in July and August, and the gradual retreat of the ice edge shown in Fig. 9 by the dotted line. The ice edge locations observed in August and September are close to each other indicating an equilibrium of the ice melt and growth processes. The optimized solution reveals the corresponding decrease in amplitude of the heat and salt surface fluxes in the northern regions of the BS in September (Fig. 9).

The influence of negative surface salt fluxes with an amplitude of 50–100 × 10^{-7} kg m^{-2} s^{-1} during July and August is approximately equivalent to the ice melting at an average rate of 0.25–0.50 m mo^{-1}. Nikolaev et al. (1984) reported that typical ice thickness in the marginal zones is 0.8–1.5 m, with ice concentration gradually increasing from 0 up to 100% within a distance of about 100 km from the ice edge. Under the assumption that in August and September ice is imported into the BS and then melts in the vicinity of the ice edge, the reconstructed salt flux magnitude gives a typical mean ice thickness estimate of 0.5–1.0 m, which is in agreement with the independent estimates of Nikolaev et al. (1984).

According to Fig. 9, the maximum positive heat fluxes are located in the central (73°N, 39°E) part of the BS in July and August. We used the results of the National Centers for Environment Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis (http://www.cdc.noaa.gov/cdc/reanalysis/index.html) and estimated the mean surface heat flux for the following regions (73°N, 30°E), (73°N, 39°E), (73°N, 45°E) during August, which were found to be 46, 81 and 74 W m^{-2} respectively. These numbers are also plotted in Fig. 9. As can be seen, the August NCEP/NCAR surface heat fluxes reveal a maximum at 73°N, 39°E and a significant decrease in the surface heat fluxes in the western part of the BS. We speculate that the pattern of surface heat fluxes is associated with local surface temperature distribution (Fig. 2, left panels), which
reveals the spot of relatively cold water in July–August at 73°N, 39°E.

A simplified description of vertical mixing may cause significant errors in temperature and salinity evolution in shallow regions. Because of that, the negative salt fluxes in the south-eastern part of the BS may indicate an artificial model response. At the same time, our model utilizes boundary conditions with zero heat and salt fluxes along the lateral boundaries, and does not take into account some important processes such as river discharge (e.g., the Pechora river) or summer glaciers melting on NZ. Therefore, the negative salt fluxes can also be treated as compensation for zero lateral boundary fresh water fluxes. Note that the magnitude of negative salt fluxes along NZ and in the northern BS decreases in September when the drop in the air temperature should decrease the fresh water discharge.

In order to analyse the obtained heat fluxes in the central part of the BS, we grouped the available estimates in Table 2. It can be seen that the optimized heat fluxes are in good agreement with the observations of Makshtas and Ivanov (1997), are in slightly poorer agreement with the NCEP/NCAR reanalysis results and are approximately 30–50 W m\(^{-2}\) higher than the heat fluxes of da Silva et al. (1997). Since da Silva et al. (1994) and the NCEP/NCAR climatological fields are over smoothed in the BS and in the Arctic, we believe that the reconstructed heat fluxes are more realistic than da Silva and NCEP/NCAR climatologies and reflect the local features of the BS circulation better.

c Error Estimates

The standard posterior error analysis through the inversion of the Hessian matrix associated with the cost function, Eq. (1), (Thacker, 1989) is computationally prohibitive in our study because of the large dimension (250,000 elements) of the control vector. Therefore, we conducted the posterior error analysis based on a sample variance estimate for an ensemble of data assimilation results.

Since the circulation in the BS is essentially barotropic, it is reasonable to assume that the uncertainties in the drifter velocity data and the errors in transport estimates are a major contribution to the uncertainties of the assimilated solution. If so, the error covariance of the optimized velocities and/or SSH can be estimated as the covariance of the ensemble of optimal solutions generated by adding random noise (with the amplitude of the corresponding data error, see Sections 2b and 2c) to drifter velocities and transport estimates. Drifter data provide information on the Norwegian Atlantic current and can be treated as one datum. Consequently we disturb only six parameters (five estimates of the transport and drifter velocity amplitude) in order to determine the major part of the uncertainties of the velocity and SSH fields in the BS.

Following the hypothesis outlined, we conducted ten constrained minimizations of the cost function, Eq. (1), with the perturbed “barotropic” data (drifter velocities and transport estimates) and computed the field of normalized standard deviation for the ensemble of optimal velocities and standard deviation estimate for the ensemble of optimal SSH. Because of limited ensemble dimension (ten elements), the derived fields were smoothed with a 130-km cut-off spatial filter and the final results are presented in Fig. 10.

The analysis of Figs 7 and 10 demonstrates that the obtained climatological summer circulation is statistically reliable in the major part of the BS. The regions with strong relative variability in the ensemble are located in the northern part of the BS, near NZ and in Bear Island Trough. Note that the error analysis reveals a relatively high level of variability at 75°N, 31°S, that is in the location where long-term velocity observations also show strong variability in the currents (see Fig. 7 and Table B1).

According to Fig. 10, the reconstructed current between the Great and Central banks and cyclonic circulation between Central Bank and NZ are relatively reliable, while some of the commonly accepted features are not. For example, the circulation scheme proposed by Tantsiura (1959), indicates the presence of a continuous westward current in the northern part of the BS (Fig. 1). Our results (Fig. 7) show a similar current in July, but the error analysis shows that the statistical reliability of this current is very weak (Fig. 10, left panels). Note that in August and September the reconstruction of the circulation in the northern BS is more reliable than in July, but the westward current entering through the eastern boundary of the region does not continue to flow westward and retroreflects eastward near 79°N, 50°E.

One of the potential problems in the variational approach is the sensitivity of the optimized solution with respect to the choice of the first guess solution. A set of numerical experiments started from different first guess solutions has revealed very small changes in the optimized SSH, velocity, temperature, salinity, wind stress fields, and moderate variability in the optimized surface heat flux at the beginning and end of the data assimilation period. Sensitivity of the surface heat and salt fluxes with respect to the first guess solution may have several explanations. Firstly, the absence of surface heat flux data in the cost function, Eq. (1) allows these fields to vary within a broader range than other model variables, which are constrained by data. Secondly, in the middle of the assimilated period (August), the optimized model solution is constrained by a larger amount of temperature and salinity data than at the end and/or beginning of the period.

Based on the error analysis and the sensitivity study of the data assimilation results we may conclude that the problem of the

### Table 2

<table>
<thead>
<tr>
<th>Month</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>July</td>
<td>100</td>
<td>155</td>
<td>140</td>
<td>–</td>
<td>80 – 180</td>
</tr>
<tr>
<td>Aug.</td>
<td>30</td>
<td>75</td>
<td>100</td>
<td>–</td>
<td>60 – 160</td>
</tr>
<tr>
<td>Oct.</td>
<td>–140</td>
<td>–160</td>
<td>–80</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
reconstruction of the summer BS circulation from climatological data is well posed. Well-posedness of the problem is conditioned by the proper choice of the non-eddy resolving parameters and grid resolution of the model, by introduction of smoothness terms into the cost function, Eq. (1), and reduction of the control vector dimension. The latter was achieved through the linear interpolation in time of the boundary conditions of the model.

From the dynamical point of view, the well-posedness of the data assimilation problem can be illustrated as follows. Within the frames of the non-eddy resolving nearly geostrophic dynamics, the fields of temperature, salinity and wind stresses determine the vertical shear of the velocity in the BS. Given the low frequency of variability of these fields in the model, these fields are well constrained by hydrographic and wind stress

Fig. 10  Distribution of the normalized standard deviation ($\sigma_u/abs(\vec{u})$) for the ensemble of optimal velocities (left panels) and standard deviation for the ensemble of the optimal SSH (right panels, cm).
data. To recover the absolute or reference velocity in the BS, the model imposes additional volume, heat, and salt mass balance constraints on the circulation. Additional data sources such as surface velocities and transport estimates, combined with the bogus data enforcing smoothness of the optimal fields, make the reconstructed absolute velocity more reliable.

5 Summary
We present a quantitative estimate of summer climatological circulation in the BS derived from hydrographic and velocity observations. The circulation is obtained through the variational optimization of initial and boundary conditions of a non-eddy resolving ocean model. The optimized circulation is dynamically balanced within the framework of the model and consistent with the evolution of temperature and salinity fields documented in the BarKode hydrophysical atlas (ACSYS, 1999).

The climatological circulation is characterized by an intense (3.2 Sv) Norwegian Atlantic Current, with average velocities reaching 10–15 cm s\(^{-1}\). Approximately 1.5 Sv of this inflow recirculates along the northern flank of Bear Island Trough, while the major branch of the current crosses the BS and flows out through the FJL–NZ and Kara Gate straits with transports of 1.1 Sv and 0.7 Sv, respectively. The optimized transport between 73\(^\circ\)N and the Norway coast gradually increases from 2.9 Sv in July, to 3.1 Sv in August and 3.6 Sv in September. These values are in good agreement with the independent estimate of the mean summer inflow of 3.1 Sv obtained by Ingvaldsen et al. (2002).

The circulation is in agreement, with a general scheme proposed by Tantsiura (1959) and adopted by other authors (e.g., Novitsky, 1961; Loeng et al., 1997). In addition, the data assimilation is able to reconstruct the details, which had been missed in the general circulation scheme. The optimized solution reveals an eastward current between Great and Central banks and cyclonic circulation in the region between Central Bank and NZ. These circulation features have recently been confirmed in a number of publications (Ozhigin et al., 2000; Loeng and Saetre, 2001).

The reconstructed surface heat and salt fluxes can be treated as independent estimates of the surface heat and salt fluxes in the BS region. Good agreement with available climatological estimates (da Silva et al., 1994; Kalnay et al., 1996) and actual measurements (Makhtus and Ivanov, 1997) allows us to suggest that similar estimates can be obtained for other parts of the Arctic Ocean. Flux estimates derived from hydrographic data by an inverse method could be very useful in the regions covered by ice, providing an alternative estimate for poorly known fluxes at the sea-ice boundary.

The error analysis and the study of sensitivity with respect to the choice of the first guess solution demonstrate that our results are statistically reliable. The highest reliability is achieved in the middle of the assimilation period, while the results at the beginning and the end of the assimilation period can be influenced by the uncertainties in the first guess solution.

Finally, we would like to note that the data assimilation approach has a strong advantage compared with the traditional estimates of the ocean state obtained through the geostrophic calculations and numerical modelling. The main advantage of the circulation obtained from data assimilation is that it agrees closely with the existing data and that all circulation fields (temperature, salinity, velocity, surface heat, salt and momentum fluxes) are dynamically balanced and provide the information on the evolution of the currents. The geostrophic calculations can only use one type of data (temperature/salinity) and may only reproduce the circulation averaged over the data period. The application of a high resolution OGCM allows us to obtain the non-stationary climatological currents and partially take into account different types of data, but these results are usually obtained by using the nudging (or restoring) technique (for example Maslowski et al. (2004)), which strongly violates the conservation of heat and salt in the model (Awaji et al., 2003). The variational technique has proved to be extremely flexible and robust (Stammer et al., 2002). The 4D-var data assimilation algorithm used has demonstrated a very high level of efficiency and controllability. This is the result of semi-implicit non-linear model formulation (Nechaev and Panteleev, 2000), which was developed specifically for the solution of the 4D-var problem. The potential drawback of the data assimilation model used is the simplified parameterization of the vertical mixing. In future we are planning to incorporate the K-profile parametrization (KPP) vertical mixing scheme (Large et al., 1994) and its adjoint into the inverse model.
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Appendix A
A standard way to parametrize convective adjustment in hydrostatic systems is to represent this process in the form of non-linear diffusion:

$$\hat{\mathbf{f}} \mathbf{p} = \mu \partial_x \theta (\rho_c) \partial_x \rho,$$

where

$$\theta(x) = \begin{cases} 0, & x \leq 0 \\ 1, & x > 0 \end{cases} \quad (A1)$$

and $\mu$ is a sufficiently large constant, so that the convective relaxation timescale is much shorter than the timescales of the fastest processes resolved by the system. In the present study we use a standard approximation of $\hat{\mathbf{f}}$ which is usually called

$$\hat{\mathbf{f}} \sim \frac{2}{\rho_c} \left( \frac{\partial \rho}{\partial x} \right)^2.$$
the finite-difference convective adjustment scheme. The operator $\hat{\Pi}$ is represented in the form

$$\hat{\Pi} = \prod_{s=1}^{N(p)} \hat{\Pi}_k(s)$$

where $\hat{\Pi}_k(s)$ is the “elementary” mixing operator, performing a mass-conserving average between the layers $\rho_k$ and $\rho_{k+1}$:

$$\hat{\Pi}_k = \begin{bmatrix} 0 & 1 \\ 1 & -1 \end{bmatrix} + \frac{1}{2} \delta(\Delta \rho_k) \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}$$

and $N(p)$ is the total number of elementary mixing events necessary to project a given profile $\{\rho_k\}$, $k = 1, \ldots, K$ onto the one with $\Delta \rho_k = \rho_k - \rho_{k+1} \leq 0$ (for simplicity we assume homogeneity of the vertical grid $\delta_{s_1} = \delta_{s_2} = \ldots = \delta_{s_K}$). The tangent linear operator to $\hat{\Pi}_k$ is

$$\hat{\Pi}_k' = \hat{\Pi}_k + \frac{1}{2} \Delta \rho_k \delta(\Delta \rho_k) \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix} = \hat{\Pi}_k.$$ 

Therefore the adjoint finite difference convective adjustment can be represented in the form

$$\hat{\Pi}^T = \prod_{s=1}^{N(p)} \hat{\Pi}_k^T(s).$$

In practice we have to store space-time coordinates of all the elementary convective events during the “forward” run of the model and then apply their transposes in the reverse order when running the adjoint code.

Appendix B
From the early 1970s until 1996 the current measurements in the BS have been carried out at more than 70 locations by different Norwegian institutions. Unfortunately, most of the results were published in data reports with limited accessibility. Loeng and Saetre (2001) provide the analysis of these velocity measurements in the BS and present the time-averaged velocities at each current meter. In Table B1 we reproduce the time-averaged velocity values (Loeng and Saetre, 2001) obtained at 25 moorings located inside the model domain and shown in Fig. 7. Note that the time period for averaging of velocity data varies for different current meters from 8 days to 400 days. Also, not all of the data correspond to the summer season. This complicates the quantitative comparison of the current meter data with data assimilation results.

Table B1. Summary of the time-averaged mooring velocities described by Loeng and Saetre (2001). Current meter locations are shown in Fig. 7.

<table>
<thead>
<tr>
<th>N</th>
<th>Position (“N,” “E”)</th>
<th>Depth (m)</th>
<th>start/stop days</th>
<th>$u$ cm s$^{-1}$</th>
<th>$v$ cm s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75°00' 34°57&quot;</td>
<td>50</td>
<td>18.09.88–28.10.88</td>
<td>-1.52</td>
<td>1.14</td>
</tr>
<tr>
<td>2</td>
<td>75°15' 31°59&quot;</td>
<td>45</td>
<td>11.07.79–19.07.79</td>
<td>3.40</td>
<td>6.68</td>
</tr>
<tr>
<td>3</td>
<td>74°00' 31°11&quot;</td>
<td>50</td>
<td>25.06.81–07.07.81</td>
<td>-1.03</td>
<td>2.82</td>
</tr>
<tr>
<td>4</td>
<td>75°29' 32°10&quot;</td>
<td>25</td>
<td>05.07.81–08.08.81</td>
<td>2.68</td>
<td>3.98</td>
</tr>
<tr>
<td>5</td>
<td>73°05' 40°01&quot;</td>
<td>25</td>
<td>25.08.89–21.10.89</td>
<td>0.47</td>
<td>-1.21</td>
</tr>
<tr>
<td>6</td>
<td>74°30' 39°58&quot;</td>
<td>20</td>
<td>26.08.89–10.10.89</td>
<td>-0.54</td>
<td>-0.45</td>
</tr>
<tr>
<td>7</td>
<td>74°30' 43°01&quot;</td>
<td>25</td>
<td>26.08.89–24.10.89</td>
<td>-1.00</td>
<td>-1.73</td>
</tr>
<tr>
<td>8</td>
<td>76°00' 34°60&quot;</td>
<td>60</td>
<td>13.09.92–30.09.93</td>
<td>1.32</td>
<td>1.37</td>
</tr>
<tr>
<td>9</td>
<td>76°26' 34°59&quot;</td>
<td>60</td>
<td>13.09.92–30.09.93</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>10</td>
<td>80°00' 30°00&quot;</td>
<td>75</td>
<td>30.07.80–25.08.81</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>11</td>
<td>71°04' 31°00&quot;</td>
<td>30</td>
<td>19.09.89–18.10.89</td>
<td>1.81</td>
<td>-2.40</td>
</tr>
<tr>
<td>12</td>
<td>72°30' 31°00&quot;</td>
<td>100</td>
<td>19.09.89–22.11.89</td>
<td>3.45</td>
<td>3.33</td>
</tr>
<tr>
<td>13</td>
<td>73°00' 32°00&quot;</td>
<td>50</td>
<td>18.09.89–22.11.89</td>
<td>6.40</td>
<td>-1.60</td>
</tr>
<tr>
<td>14</td>
<td>73°40' 31°01&quot;</td>
<td>100</td>
<td>18.09.89–22.11.89</td>
<td>3.96</td>
<td>2.88</td>
</tr>
<tr>
<td>15</td>
<td>74°32' 30°58&quot;</td>
<td>50</td>
<td>01.07.85–01.09.85</td>
<td>1.41</td>
<td>0.75</td>
</tr>
<tr>
<td>16</td>
<td>74°32' 30°58&quot;</td>
<td>50</td>
<td>01.07.85–01.09.85</td>
<td>-0.84</td>
<td>-4.32</td>
</tr>
<tr>
<td>17</td>
<td>74°32' 30°58&quot;</td>
<td>50</td>
<td>01.07.86–01.08.86</td>
<td>1.57</td>
<td>3.89</td>
</tr>
<tr>
<td>18</td>
<td>74°32' 30°58&quot;</td>
<td>50</td>
<td>01.08.86–01.09.86</td>
<td>0.38</td>
<td>3.58</td>
</tr>
<tr>
<td>19</td>
<td>74°32' 30°58&quot;</td>
<td>50</td>
<td>01.08.86–01.09.86</td>
<td>1.23</td>
<td>3.38</td>
</tr>
<tr>
<td>20</td>
<td>74°32' 30°58&quot;</td>
<td>50</td>
<td>01.09.86–01.10.86</td>
<td>1.23</td>
<td>1.32</td>
</tr>
<tr>
<td>21</td>
<td>75°20' 25°01&quot;</td>
<td>25</td>
<td>12.11.87–03.06.88</td>
<td>-2.69</td>
<td>0.24</td>
</tr>
<tr>
<td>22</td>
<td>70°57' 41°00&quot;</td>
<td>75</td>
<td>14.09.94–15.09.95</td>
<td>3.03</td>
<td>-1.75</td>
</tr>
<tr>
<td>23</td>
<td>77°09' 29°52&quot;</td>
<td>85</td>
<td>03.10.93–10.09.94</td>
<td>1.01</td>
<td>1.49</td>
</tr>
<tr>
<td>24</td>
<td>72°00' 31°00&quot;</td>
<td>50</td>
<td>01.09.89–30.09.89</td>
<td>2.09</td>
<td>5.73</td>
</tr>
<tr>
<td>25</td>
<td>73°10' 43°34'</td>
<td>50</td>
<td>07.08–03.09</td>
<td>2.99</td>
<td>2.51</td>
</tr>
</tbody>
</table>
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