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Abstract

The Grad-Shafranov equation describes the magnetic flux distribution of plasma in an axisymmetric system like a tokamak-type nuclear fusion device. The equation is transformed into an equivalent boundary integral equation by expanding the inhomogeneous term related to the plasma current into a polynomial. In the present research, the singularity of the fundamental solution, which consists of two elliptic integrals, and the properties of singular integrals have been minutely investigated. The discontinuous quadratic boundary elements have been introduced to give an accurate solution with a small number of boundary elements. Ampere’s circuital law has been applied to estimate the total plasma current from the boundary integral of the poloidal field, and based on this idea, a new scheme to calculate the eigenvalue has also been proposed.
1. Introduction

In a tokamak-type nuclear fusion device, the plasma particles are confined in a torus vacuum vessel by a magnetic field. The confinement performance of plasma depends on the magnetic field configuration in the vessel. The torus plasma in a 3-dimensional (3-D) space can be regarded as axisymmetric in the toroidal direction, so that the magnetic field configuration is often analyzed using the Grad-Shafranov equation for a 2-D, r-z system. This equation describes the magnetohydrodynamic (MHD) equilibrium of plasma in terms of the poloidal magnetic flux $\psi$.

The boundary element method (BEM) is well suited for solving the Grad-Shafranov equation, since an online analysis requires frequent preparation and modification of geometric data following the change in plasma shape during the operation of an actual fusion device. The inhomogeneous term related to the plasma current in the equation hampers the transformation of the equation into the boundary integral one. Itagaki et al. successfully transformed the domain integral caused by the inhomogeneous term into an equivalent boundary integral, by expanding the inhomogeneous term into a 2-D polynomial, using a particular solution corresponding to the polynomial, and applying Green’s second identity. Further, Itagaki et al. applied the above boundary element formulation to an inverse analysis where the plasma current density profile was reconstructed from signals of magnetic sensors located outside the plasma. However, only the constant boundary element approximation, as the simplest discretization model, was used in the above two papers.

As the Grad-Shafranov equation deals with the axisymmetric problem, the fundamental solution has a somewhat complicated mathematical form that includes elliptic integrals. Accordingly, one needs to investigate carefully the singularity of this fundamental solution and also the properties of singular integrals. Unfortunately these aspects were not discussed in the above two papers; they have not yet been reported.

In the present paper, the authors clarify the characteristics of the fundamental solution and its
boundary integrals, which are peculiar to the Grad-Shafranov equation. Some points to note when performing numerical integrations are also given. The discontinuous (non-conforming) quadratic boundary elements [5] have been introduced to realize accurate solutions with a small number of boundary elements. Here, the reason why the authors concern themselves with the discontinuous elements is that one needs to deal with the so-called “X-point”, a type of corner point having two normal derivatives of magnetic flux (not differentiable), which will be later found in Fig.9.

Itagaki et al. [3,4] evaluated the total plasma current by directly integrating the polynomial-expanded inhomogeneous term. In the present work the authors propose an alternative technique based on Ampere’s circuital law, i.e., a boundary integral of the poloidal field. Utilizing this new technique, a smart method of eigenvalue computation is also proposed. Numerical examples are given in Section 6.

2. Boundary integral equation for the Grad-Shafranov equation

For an axisymmetric (r,z) system, the differential form of Ampere’s law $\mu_0 j = \nabla \times B$ can be reduced to a partial differential equation

$$-\Delta \psi = -\left\{ r \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} \right) + \frac{\partial^2}{\partial z^2} \right\} \psi = \mu_0 r j_\psi$$

in terms of magnetic flux $\psi$ [1]. Here, $j_\psi$ denotes the toroidal component of of the plasma current, and $\mu_0$ is the permeability of a vacuum. Applying also the equilibrium condition that the plasma pressure is balanced by the magnetic forces, $j \times B = \nabla p$, Eq.(1) is rewritten in the form [1]

$$-\Delta \psi = \mu_0 r^2 \frac{dp}{d\psi} + \frac{d}{d\psi} \left( \frac{F^2}{2} \right) = \mu_0 r j_\psi,$$

where $p$ is the plasma pressure and $F$ is the poloidal current function. Equation (2) is called the Grad-Shafranov equation, however, the authors call both Eqs.(1) and (2) the Grad-Shafranov equation in the present paper for convenience.
One here introduces the fundamental solution $\psi^r$ that satisfies a subsidiary equation

$$-\Delta \psi^r = r \delta_i,$$

where Dirac’s delta function $\delta_i$ means $\delta(r-a)\delta(z-b)$ with the spike at the point $i$ having the coordinates $(a,b)$. Physically, Eq.(3) describes the magnetic flux for an arbitrary field point $(r,z)$ caused by a unit toroidal current located at the point $(a,b)$. The detailed form of the fundamental solution is given by

$$\psi^r = \frac{\sqrt{ar}}{\pi k} \left[ 1 - \frac{k^2}{2} \right] K(k) - E(k)$$

with

$$k^2 = \frac{4ar}{(r+a)^2 + (z-b)^2},$$

where $K(k)$ and $E(k)$ are the complete elliptic integrals of the first and second kinds, respectively.

Itagaki et al [3] showed that the above Grad-Shafranov equation can be transformed into an equivalent boundary-only integral equation in terms of the plasma boundary $\Gamma$,

$$c_i \psi_i - \int_{\Gamma} \left( \frac{\psi^r}{r} \frac{\partial \psi^r}{\partial n} - \frac{\psi}{r} \frac{\partial \psi}{\partial n} \right) d\Gamma = \sum_{l,m} \alpha_{l,m} \left\{ c_i \phi^{l(m)}_i - \int_{\Gamma} \left( \frac{\psi^r}{r} \frac{\partial \phi^{l(m)}_i}{\partial n} - \frac{\phi^{l(m)}_i}{r} \frac{\partial \psi^r}{\partial n} \right) d\Gamma \right\},$$

by assuming a polynomial expansion of the RHS of Eq.(1):

$$\mu r j_i = \sum_{l,m} \alpha_{i,lm} \xi^l \eta^m. \quad (l \geq 0, m \geq 0).$$

Here, $\xi$ and $\eta$ are dimensionless coordinates $\xi = r / L_r$ and $\eta = (z - z_0) / L_z$, respectively with appropriate constants $L_r$, $L_z$ and $z_0$. Note here that Eq.(7) itself does not include any information related to the equilibrium condition, $J \times B = \nabla p$, explicitly. In an actual analysis, one needs to add a restriction to consider this equilibrium condition, as will be shown later in Eq.(56).

The constant $c_i$ in Eq.(6) depends on the local boundary geometry under consideration: $c_i = 1.0$ for an internal point, while $c_i = 1/2$ on a smooth boundary (see also section 4.3). The
quantity $\varphi^{(l, m)}$ means a particular solution that satisfies the Grad-Shafranov equation with a monomial source:

$$-\Delta \varphi^{(l, m)} = \xi^l \eta^m \left( \frac{r - z_0}{L_z} \right)^m, \quad (l \geq 0, \ m \geq 0) \quad (8)$$

The detailed form of $\varphi^{(l, m)}$ is written as an infinite series [3]:

$$\varphi^{(l, m)} = -\frac{L_z \xi^l \eta^{m+2}}{(m+1)(m+2)} \left[ 1 + \sum_{i=1}^{m} \sum_{j=1}^{l} \left\{ \frac{(l - 2s + 2)(l - 2s)}{(m + 2s + 1)(m + 2s + 2)} \left( \frac{L \eta}{L_z \xi} \right)^2 \right\} \right]. \quad (9)$$

3. Discretization

3.1 Constant boundary elements

The constant boundary element can be regarded as the simplest 'discontinuous' element, which is convenient to model the plasma boundary including the X-point, since the value of a physical quantity is assumed to be constant on each element and equal to the value at the mid-node of the element. In this case Eq.(6) for a given 'i' point becomes in a discretized form

$$c_i \psi_i - \sum_{j=1}^{N} \left( \frac{\partial \psi}{\partial n} \right)_{\Gamma_j} \int_{\Gamma_j} \frac{\psi^*}{r} d\Gamma + \sum_{j=1}^{N} \psi_i \int_{\Gamma_j} \frac{1}{r} \frac{\partial \psi^*}{\partial n} d\Gamma = \sum_{j=1}^{N} \alpha_{ij} \left\{ c_i \varphi^{(l, m)}_j - \sum_{j=1}^{N} \left\{ \frac{\psi^*}{r} \frac{\partial \varphi^{(l, m)}_j}{\partial n} - \frac{\varphi^{(l, m)}_j}{r} \frac{\partial \psi^*}{\partial n} \right\} d\Gamma \right\}, \quad (10)$$

where $N$ denotes the total number of boundary elements. Equation (10) can be rewritten as

$$c_i \psi_i - \sum_{j=1}^{N} G_{ij} \frac{\partial \psi}{\partial n}_{\Gamma_j} + \sum_{j=1}^{N} \hat{H}_{ij} \psi_j = Q_i, \quad (i = 1, 2, \ldots, N), \quad (11)$$

when one defines the quantities

$$G_{ij} = \int_{\Gamma_j} \frac{\psi^*}{r} d\Gamma, \quad \hat{H}_{ij} = \int_{\Gamma_j} \frac{1}{r} \frac{\partial \psi^*}{\partial n} d\Gamma, \quad (12)$$

and
\[
Q_i = \sum_{l,m} \alpha_{l,m} \left\{ c_i \phi^{l,m}_i - \sum_{j=1}^N \left( \frac{\psi^*}{r} \frac{\partial \phi^{j,m}_j}{\partial n} - \frac{\phi^{l,m}_i}{r} \frac{\partial \psi^*}{\partial n} \right) d\Gamma \right\}.
\]

Now one also defines \( H_{ij} \) as

\[
H_{ij} = \begin{cases} 
\hat{H}_{ij} & (i \neq j) \\
\hat{c}_i + \hat{H}_{ii} & (i = j).
\end{cases}
\]

It is known that, when the Laplace equation is solved using straight line elements such as constant or linear boundary elements, \( \hat{H}_{ii} \) is zero due to the orthogonality of the integral path and the normal direction \([2]\). This is not true when solving the Grad-Shafranov equation for the reason described later in Section 4.2.

Using the above notation, Eq.(11) is further rewritten as

\[
\sum_{j=1}^N H_{ij} \psi_j - \sum_{j=1}^N G_{ij} \left( \frac{\partial \psi_j}{\partial n} \right)_j = Q_i,
\]

and the whole set in matrix form becomes

\[
H \psi - G q = Q.
\]

### 3.2 Discontinuous quadratic elements

The geometrical shape of a quadratic element is expressed as

\[
x(\zeta) = f_1(\zeta)x_1 + f_2(\zeta)x_2 + f_3(\zeta)x_3
\]

in terms of three shape functions

\[
f_1(\zeta) = \frac{1}{2} \zeta (\zeta - 1), \quad f_2(\zeta) = (1 - \zeta)(1 + \zeta), \quad f_3(\zeta) = \frac{1}{2} \zeta (\zeta + 1) \quad (-1 \leq \zeta \leq 1)
\]

with the coordinates at three mesh points, \( x_1, x_2, x_3 \), on the element. The quantities \( \psi \) and \( \partial \psi / \partial n \) are also interpolated as

\[
\psi(\zeta) = \Phi_1(\zeta)\psi_1 + \Phi_2(\zeta)\psi_2 + \Phi_3(\zeta)\psi_3
\]

and
\[
\frac{\partial \psi^e(\zeta)}{\partial n} = \Phi_1(\zeta) \left( \frac{\partial \psi}{\partial n} \right)_1 + \Phi_2(\zeta) \left( \frac{\partial \psi}{\partial n} \right)_2 + \Phi_3(\zeta) \left( \frac{\partial \psi}{\partial n} \right)_3 .
\] (19b)

The interpolation functions for the discontinuous quadratic elements, however, are different from the shape functions of Eq.(18), since the node points at both ends are shifted inwards. The interpolation functions adopted here have the forms

\[
\Phi_1(\zeta) = \frac{3}{4} \zeta \left( \frac{3}{2} \zeta - 1 \right), \quad \Phi_2(\zeta) = \left( 1 - \frac{3}{2} \zeta \right) \left( 1 + \frac{3}{2} \zeta \right), \quad \Phi_3(\zeta) = \frac{3}{4} \left( \frac{3}{2} \zeta + 1 \right) .
\] (20)

The boundary integrals on \( \Gamma_j \) can then be discretized as

\[
\int_{r_j} \frac{\psi^e}{r} \frac{\partial \psi^e}{\partial n} \, d\Gamma = \int_{r_j} \left\{ \Phi_1(\zeta) \psi_{j1} + \Phi_2(\zeta) \psi_{j2} + \Phi_3(\zeta) \psi_{j3} \right\} \frac{1}{r} \frac{\partial \psi^e}{\partial n} \, d\Gamma
\]

\[
= \psi_{j1} h_{j1} + \psi_{j2} h_{j2} + \psi_{j3} h_{j3} ,
\] (21a)

and

\[
\int_{r_j} \frac{\psi^e}{r} \left( \frac{\partial \psi}{\partial n} \right)_j \, d\Gamma = \int_{r_j} \left\{ \Phi_1(\zeta) \left( \frac{\partial \psi}{\partial n} \right)_1 + \Phi_2(\zeta) \left( \frac{\partial \psi}{\partial n} \right)_2 + \Phi_3(\zeta) \left( \frac{\partial \psi}{\partial n} \right)_3 \right\} \frac{\psi^e}{r} \, d\Gamma
\]

\[
= \left( \frac{\partial \psi}{\partial n} \right) g_{i,j1} + \left( \frac{\partial \psi}{\partial n} \right) g_{i,j2} + \left( \frac{\partial \psi}{\partial n} \right) g_{i,j3} ,
\] (21b)

where

\[
h_{j1} = \int_{r_j} \Phi_1(\zeta) \frac{1}{r} \frac{\partial \psi^e}{\partial n} \, d\Gamma, \quad h_{j2} = \int_{r_j} \Phi_2(\zeta) \frac{1}{r} \frac{\partial \psi^e}{\partial n} \, d\Gamma, \quad h_{j3} = \int_{r_j} \Phi_3(\zeta) \frac{1}{r} \frac{\partial \psi^e}{\partial n} \, d\Gamma
\] (22a)

and

\[
g_{i,j1} = \int_{r_j} \Phi_1(\zeta) \frac{\psi^e}{r} \, d\Gamma, \quad g_{i,j2} = \int_{r_j} \Phi_2(\zeta) \frac{\psi^e}{r} \, d\Gamma, \quad g_{i,j3} = \int_{r_j} \Phi_3(\zeta) \frac{\psi^e}{r} \, d\Gamma
\] (22b)

The total number of node points is \( 3N \) corresponding to a total of \( N \) boundary elements. Now one defines the quantities

\[
\hat{H}_g = \begin{cases} 
    h_{j1} & (j1 = 1, 4, 7, \ldots, 3N - 2) \\
    h_{j2} & (j2 = 2, 5, 8, \ldots, 3N - 1) \\
    h_{j3} & (j3 = 3, 6, 9, \ldots, 3N)
\end{cases}, \quad G_g = \begin{cases} 
    g_{i,j1} & (j1 = 1, 4, 7, \ldots, 3N - 2) \\
    g_{i,j2} & (j2 = 2, 5, 8, \ldots, 3N - 1) \\
    g_{i,j3} & (j3 = 3, 6, 9, \ldots, 3N)
\end{cases}
\] (23)

\[
Q_i = \sum_{l,m} \alpha_{l,m} \left\{ c_{l,m} \frac{\psi^e}{r} - \sum_{j=1}^{N} \left( \frac{\psi^e}{r} \frac{\partial \varphi^{l,m}}{\partial n} - \frac{\varphi^{l,m}}{r} \frac{\partial \psi^e}{\partial n} \right) \right\} \, d\Gamma,
\] (24)

and
\[ H_{ij} = \begin{cases} \hat{H}_{ij} & (i \neq j) \\ c_i + \hat{H}_{ii} & (i = j) \end{cases} \] (25)

It should be noted here again that \( \hat{H}_{ii} \neq 0 \) even if the shape of a boundary element is a straight line.

The original boundary integral equation is now reduced to the discretized form

\[ \sum_{j=1}^{3N} H_{ij} \psi_j - \sum_{j=1}^{3N} G_{ij} \left( \frac{\partial \psi}{\partial n} \right)_j = Q_i \quad (i = 1, 2, \ldots, 3N). \] (26)

4. Remarks on the singular integrals

When the source point \((a, b)\) and the field point \((r, z)\) are located far from each other, the ordinary Gaussian quadrature gives an acceptable accuracy for each boundary integral in Eq.(6). However, if the points are close to each other, especially when the source point is located within the boundary element under consideration, special care must be taken concerning singular integrals. The fundamental solution given by Eq.(4) contains the two elliptic integrals. When the field point approaches the source point, these elliptic integrals can be approximated as [6]

\[ K(k) \approx \frac{1}{2} \log \left( \frac{16}{1-k^2} \right) = \log \frac{1}{\varepsilon} + \log \left( 4\sqrt{\varepsilon^2 + 4ar} \right) \] (27a)

and

\[ E(k) = 1, \] (27b)

where \( \varepsilon = \sqrt{(r-a)^2 + (z-b)^2} \) is the distance between the source point and the field point. In this section, starting with Eqs.(27a) and (27b), one investigates the singularity of the fundamental solution, the properties of singular integrals, and a technique to eliminate the singularity.

4.1 Integrals in terms of \( \psi' / r \)

Substituting Eqs.(27a) and (27b) into Eq.(4), the fundamental solution becomes approximated as
\[
\psi^* = \frac{\sqrt{e^2 + 4ar}}{2\pi} \left[ e^{2ar} \left\{ \frac{1}{e} + \log(4\sqrt{e^2 + 4ar}) \right\} - 1 \right] \rightarrow \frac{a}{2\pi} \log \frac{1}{e} + \frac{a^2}{2\pi} \log 8a - \frac{a}{\pi}
\]

(28)

when \( r \rightarrow a, e \rightarrow 0 \). That is, this fundamental solution represents only a ‘weak’ singularity.

Consequently, the boundary integrals in terms of \( \psi^*/r \) can be performed as

\[
\int_r \frac{\psi^*}{r} d\Gamma = \int_r \left( \frac{\psi^*}{r} - \frac{1}{2\pi} \log \frac{1}{e} \right) d\Gamma + \int_r \frac{1}{2\pi} \log \frac{1}{e} d\Gamma
\]

(29a)

and

\[
\int_r \frac{\psi^*}{r} \frac{\partial \phi}{\partial n} d\Gamma = \int_r \left( \frac{\psi^*}{r} \frac{\partial \phi}{\partial n} - \frac{1}{2\pi} \log \frac{1}{e} \frac{\partial \phi}{\partial n} \right) d\Gamma + \int_r \frac{1}{2\pi} \log \frac{1}{e} \frac{\partial \phi}{\partial n} d\Gamma,
\]

(29b)

when the source point \((a,b)\) is located within the boundary element under consideration. The standard Gaussian quadrature rule can be applied to the first term of the RHS in each of Eqs.(29a) and (29b). The second integral of the RHS in each equation can be analytically calculated when using constant or linear boundary elements [2], or can be dealt with accurately using the logarithmic Gaussian quadrature formula [7].

4.2 Integrals in terms of \((1/r)(\partial \psi^*/\partial n)\)

The normal derivative of the fundamental solution is given by

\[
\frac{\partial \psi^*}{\partial n} = n \cdot \left( \frac{\partial \psi^*}{\partial r}, \frac{\partial \psi^*}{\partial z} \right) = \frac{\partial \psi^*}{\partial r} n_r + \frac{\partial \psi^*}{\partial z} n_z,
\]

(30)

where

\[
\frac{\partial \psi^*}{\partial r} = \frac{r}{2\pi \sqrt{(r+a)^2 + (z-b)^2}} \left[ K(k) - \frac{r^2 - a^2 + (z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right],
\]

(31a)

\[
\frac{\partial \psi^*}{\partial z} = \frac{1}{2\pi \sqrt{(r+a)^2 + (z-b)^2}} \left[ K(k) - \frac{r^2 + a^2 + (z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right]
\]

(31b)

and \( n = (n_r, n_z) \). When the two points \((r,z)\) and \((a,b)\) approach each other, the following approximations can be used:
\[
\frac{\partial \psi'}{\partial r} = \frac{1}{2\pi} \frac{r}{\sqrt{\epsilon^2 + 4ar}} \left[ \log \frac{1}{\epsilon} + \log(4\sqrt{\epsilon^2 + 4ar}) - 1 - \frac{2a(r-a)}{\epsilon^2} \right]
\]
(32a)

and

\[
\frac{\partial \psi'}{\partial z} = \frac{1}{2\pi} \frac{z-b}{\sqrt{\epsilon^2 + 4ar}} \left[ \log \frac{1}{\epsilon} + \log(4\sqrt{\epsilon^2 + 4ar}) - 1 - \frac{2ar}{\epsilon^2} \right].
\]
(32b)

Then the normal derivative can be written in the form

\[
\frac{\partial \psi'}{\partial n} = \frac{1}{2\pi} \frac{1}{\sqrt{\epsilon^2 + 4ar}} \times \left\{ \begin{array}{l} \{rn_j + (z-b)n_j\} \left\{ \log \frac{1}{\epsilon} + \log(4\sqrt{\epsilon^2 + 4ar}) - 1 \right\} - 2ar n_i (r-a) + n_i (z-b) \end{array} \right\}. \]
(33)

Hereafter, \( \theta \) denotes the angle between the straight line segment from \((a,b)\) to \((r,z)\) and the \( r \)-axis. The quantities \( \epsilon_r \) and \( \epsilon_z \) can then be written as

\[
\epsilon_r = r-a = \epsilon \cos \theta, \quad \epsilon_z = z-b = \epsilon \sin \theta.
\]
(34)

Equation (33) can be simplified when \( \epsilon \to 0 \), since

\[
\lim_{\epsilon \to 0} (z-b) \log \frac{1}{\epsilon} = \lim_{\epsilon \to 0} \sin \theta \cdot \epsilon \log \frac{1}{\epsilon} = 0.
\]

Thus, when \( \epsilon \to 0 \),

\[
\frac{\partial \psi'}{\partial n} \to \frac{1}{2\pi} \frac{1}{2a} \left\{ \begin{array}{l} \{rn_j + (z-b)n_j\} \left\{ \log \frac{1}{\epsilon} + \log(8a - 1) - 2ar n_i (r-a) + n_i (z-b) \right\} \end{array} \right\}. \]
(35)

Next, one investigates the quantity \( (n_i \epsilon_r + n_i \epsilon_z)/(\epsilon_i^2 + \epsilon_z^2) \) in Eq.(35). The coordinates \( r \) and \( z \) are expressed by polynomials

\[
r(s) = a_0 + a_1 s + a_2 s^2 + \cdots, \quad z(s) = b_0 + b_1 s + b_2 s^2 + \cdots,
\]
(36)

using the parameter \( s \). The order of each polynomial depends on the order of boundary elements used. The unit normal vector is \( n = (n_r, n_z) = (dz/d\Gamma, -dr/d\Gamma) \). However, it can be rewritten as

\[
n = \frac{1}{|J|} \left( \frac{dz}{ds}, -\frac{dr}{ds} \right), \quad \text{i.e.,} \quad n_r = \frac{1}{|J|} \frac{dz}{ds}, \quad n_z = -\frac{1}{|J|} \frac{dr}{ds}, \]
(37)

using the Jacobian

\[
|J| = \sqrt{(dr/ds)^2 + (dz/ds)^2}
\]
(38)
and \(d\Gamma = |J| \, ds\). It therefore follows that \(\partial \psi / \partial n\) is always accompanied by \(d\Gamma = |J| \, ds\) in the integral

\[
\int_c \varphi \frac{\partial \psi}{\partial n} \, d\Gamma = \int_c \varphi \frac{\partial \psi}{\partial n} \, |J| \, ds.
\]  

(39)

In order to investigate the limit of the quantity

\[
n_n, \varepsilon_z + n_n, \varepsilon_z \varepsilon_z + \varepsilon_z^2 \varepsilon \varepsilon \int_c \frac{\partial^2 \psi}{\partial n^2} \, d\Gamma = \frac{1}{|J|} \frac{d\varepsilon_s - \varepsilon_z \, dr}{d\psi \, + \varepsilon_z^2 \, ds} \times |J| \, ds = \varepsilon_i \frac{d\varepsilon_s - \varepsilon_z \, dr}{\varepsilon_z^2 + \varepsilon_z^2 \, ds}.
\]

(40)

it is enough to estimate

\[
(Limit) = \lim_{\varepsilon_i \to 0} \varepsilon_i \frac{d\varepsilon_s - \varepsilon_z \, dr}{\varepsilon_z^2 + \varepsilon_z^2} = \lim_{\varepsilon_i \to 0} \varepsilon_i \frac{d\varepsilon_s - \varepsilon_z \, dr}{\varepsilon_z^2 + \varepsilon_z^2} = \lim_{\varepsilon_i \to 0} \varepsilon_i \frac{d\varepsilon_s - \varepsilon_z \, dr}{\varepsilon_z^2 + \varepsilon_z^2}.
\]

(41)

In the RHS of Eq.(41), the numerator and the denominator have been differentiated in terms of \(s\) according to L'Hopital’s rule. Further, it can be rewritten as

\[
(Limit) = \lim_{\varepsilon_i \to 0} \frac{\varepsilon_i \frac{d^2 \varepsilon_s}{ds^2} - \varepsilon_z \frac{d^2 \varepsilon_s}{ds^2}}{2 \varepsilon_i \frac{d\varepsilon_s}{ds} + \varepsilon_z \frac{d\varepsilon_s}{ds}}.
\]

(42)

if one uses the relationships \(d\varepsilon_s / ds = dr / ds\) and \(d\varepsilon_z / ds = dz / ds\). For straight-line elements like constant and linear elements, this limit is zero since \(d^2 r / ds^2 = d^2 z / ds^2 = 0\). One also obtains

\[
(Limit) = \lim_{\varepsilon_i \to 0} \frac{1}{2} \left[ \varepsilon_i \frac{d^2 \varepsilon_r}{ds^2} + \varepsilon_z \frac{d^2 \varepsilon_r}{ds^2} \right] + \frac{d \varepsilon_r}{ds} + \frac{d \varepsilon_z}{ds} + \frac{d \varepsilon_z}{ds} + \frac{d \varepsilon_z}{ds}.
\]

(43)

by differentiating again the numerator and the denominator of Eq.(42), so that the limit of Eq.(43) is finite when using quadratic elements. Applying the L'Hopital’s rule repeatedly in this way, it can be concluded that the limit of \((n_n, \varepsilon_i + n_n, \varepsilon_z) d\Gamma / (\varepsilon_z^2 + \varepsilon_z^2)\) when \(\varepsilon \to 0\) is finite for arbitrary orders of boundary elements.

As a result, the normal derivative of the fundamental solution can be approximated in the form
\[ \frac{\partial \psi'}{\partial n} = \frac{1}{2\pi} \frac{n}{2} \log \frac{1}{\varepsilon} + \text{const.} \tag{44} \]

when the points \((a, b)\) and \((r, z)\) approach each other. Note here that only the \(r\)-directional component \(n_r\) of the unit normal vector appears in Eq.(44). In conclusion, Eq.(44) represents not a strong but a ‘weak’ singularity at the most. That is, the level of singularity of \(\frac{\partial \psi'}{\partial n}\) is the same as that of \(\psi'\) (see Section 4.1). Numerically the boundary integral in terms of \((1/r)(\partial \psi' / \partial n)\) can be performed as

\[
\int_r \frac{1}{r} \frac{\partial \psi'}{\partial n} \, d\Gamma = \int_r \left( \frac{1}{r} \frac{\partial \psi'}{\partial n} - \frac{n_r}{2\pi} \log \frac{1}{\varepsilon} \right) \, d\Gamma + \int_r \frac{n_r}{2\pi} \log \frac{1}{\varepsilon} \, d\Gamma
\tag{45a}
\]
or

\[
\int_r \frac{1}{r} \frac{\partial \psi'}{\partial n} \phi \, d\Gamma = \int_r \left( \frac{1}{r} \frac{\partial \psi'}{\partial n} \phi - \frac{n_r}{2\pi} \log \frac{1}{\varepsilon} \phi \right) \, d\Gamma + \int_r \frac{n_r}{2\pi} \log \frac{1}{\varepsilon} \phi \, d\Gamma \tag{45b}
\]

when the point \((a, b)\) is located within the boundary element under consideration. In each equation, the ordinary Gaussian quadrature rule can be applied to the first integral of the RHS, since the singularity is eliminated by the subtraction. The second integral can be performed analytically for constant and linear elements [2], or can be dealt with accurately using the logarithmic Gaussian quadrature formula [7].

### 4.3 Free term

Suppose a special space where the magnetic flux \(\psi\) is everywhere constant, i.e., \(\frac{\partial \psi}{\partial n} = 0\). It should be noted that, in this case, the LHS of the Grad-Shafranov equation (1) is zero due to the second derivative of \(\psi\), so that \(\mu_0 r_{j\phi}\) of the RHS must be zero. Physically this means that a zero toroidal current generates no poloidal magnetic field. Because of this, also in the boundary integral equation

\[
c_i \psi_i - \int_r \left( \frac{\psi'}{r} \frac{\partial \psi'}{\partial n} - \frac{\psi'}{r} \frac{\partial \psi'}{\partial n} \right) \, d\Gamma = \sum_{l,m} \alpha_{i,m} \left\{ c_i \phi_{m}^{l,m} - \int_r \phi_{m}^{l,m} - \phi_{m}^{l,m} \frac{\partial \psi'}{\partial n} \, d\Gamma \right\}, \tag{46}
\]

the RHS, which arises from \(\mu_0 r_{j\phi}\), must be zero, and one finds that the free term \(c_i\) is given by
\[ c_i = -\int_{\Gamma} \left( \frac{1}{r} \frac{\partial \psi^*}{\partial n} \right) d\Gamma. \]  

(47)

In actual numerical computations, one calculates the quantity

\[ c_i + \hat{H}_i = -\sum_{j \neq i} H_{ij}, \]  

(48)

where the symbols were those introduced in Section 3. It should be noted that \( \hat{H}_i \) is not zero even for the straight-line elements unlike the same quantity derived from the Laplace equation \([2]\). This is due to the form of \( \partial \psi^*/\partial n \) given by Eq.(44), while \( \partial \psi^*/\partial n = (-1/2\pi)(\partial\psi/\partial n) \) for the Laplace equation. The quantity \( c_i + \hat{H}_i \) in the present work is not always 1/2 even on a smooth boundary; actually the value of \( c_i + \hat{H}_i \) fluctuates around 1/2.

![Fig.1  Boundary surface augmented by a small semicircle of radius \( \epsilon \)](image)

Apart from the above approach, the value of the free term is derived as follows. Consider a small semicircle of radius \( \epsilon \) on the boundary as depicted in Fig.1. The source point \( i \) is assumed to be at the center of this semicircle and afterwards the radius \( \epsilon \) is reduced to zero \([2]\). In this case one should start with the boundary integral equation for an internal point

\[ \psi_i - \int_{\Gamma} \left( \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} - \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} \right) d\Gamma = \sum_{m,n} \alpha_{i,m} \left\{ \phi_i^{*,(m)} - \int_{\Gamma} \left( \frac{\psi^*}{r} \frac{\partial \phi^{*,(m)}}{\partial n} - \frac{\phi^{*,(m)}}{r} \frac{\partial \psi^*}{\partial n} \right) d\Gamma \right\}. \]  

(49)

not with Eq.(46). Each of the boundary integrals of the LHS is divided into two parts, i.e.,

\[ \int_{\Gamma} \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} d\Gamma = \int_{\Gamma} \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} d\Gamma + \int_{\Gamma} \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} d\Gamma \]  

(50a)

and

\[ \int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma = \int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma + \int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma. \]  

(50b)

The limit of the integral along the small semicircle in Eq.(50a) can be reduced as

\[ \lim_{\epsilon \to 0} \int_{\Gamma_{i\epsilon}} \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \int_{\Gamma_{i\epsilon}} \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} d\Gamma \]

\[ \to \lim_{\epsilon \to 0} \frac{\psi}{\partial n} \int_{\Gamma_{i\epsilon}} \frac{a}{2\pi} \log \frac{1}{\epsilon} + \frac{a}{2\pi} \log 8a - \frac{a}{\pi} d\theta = 0. \]
i.e., this limit does not introduce any new term in Eq.(49). Here, Eq.(28) was used together with the fact that \( \lim_{\epsilon \to 0} \epsilon \log(1/\epsilon) = 0 \). In contrast, the limit of the integral in Eq.(50b) is reduced to

\[
\lim_{\epsilon \to 0} \int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma_{\epsilon} = \lim_{\epsilon \to 0} \int_{\theta_i}^{\theta_f} \frac{1}{2\pi} \left[ \log \frac{1}{\epsilon} + \log 8a - 1 \right] - \frac{2a}{\epsilon^2} \left( n_i (r-a) + n_i (z-b) \right) \epsilon d\theta
\]

(51)

Now, using the relationships

\[
r - a = \epsilon \cos \theta, \quad z - b = \epsilon \sin \theta, \quad n_i = \cos \theta, \quad n_i = \sin \theta,
\]

one obtains

\[
\lim_{\epsilon \to 0} \int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma_{\epsilon} = \lim_{\epsilon \to 0} \int_{\theta_i}^{\theta_f} \frac{1}{2\pi} (\epsilon \cos^2 \theta + \epsilon \sin^2 \theta) d\theta = -\frac{\theta_f - \theta_i}{2\pi}, \quad \psi_i = -\frac{2\pi - \theta_i}{2\pi} \psi_i,
\]

(53)

where \( \theta_i \) means the internal angle which the boundary \( \Gamma - \Gamma_{\epsilon} \) makes at the point \( i \). If one rewrites as

\[
\int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \int_{\Gamma - \Gamma_{\epsilon}} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma \quad \text{and} \quad \int_{\Gamma} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \int_{\Gamma - \Gamma_{\epsilon}} \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} d\Gamma,
\]

(54)

eventually, the LHS of Eq.(49) is rewritten in the form

\[
\psi_i - \frac{1}{2\pi} \left( \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} - \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} \right) d\Gamma \rightarrow \frac{\theta_i}{2\pi} \psi_i - \frac{1}{2\pi} \left( \frac{\psi}{r} \frac{\partial \psi^*}{\partial n} - \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} \right) d\Gamma,
\]

(55)

e i.e. the free term is given by \( c_i = \theta_i / 2\pi \).

5. A new method for the eigenvalue iteration

The RHS of the Grad-Shafranov equation is often approximated in a simple correlation form as a function of \( r \) and \( \psi \), e.g.,

\[
\mu_{0r}j_{pe}(r, \psi) = c_0 \beta_p r^2 + (1 - \beta_p) R_0^2 (1 - X)^{0.6},
\]

(56)

where \( c_0, \beta_p \) and \( R_0 \) are constants. The quantity \( X \) is the normalized flux defined by
\[ X = (\psi - \psi_M)/(\psi_S - \psi_M), \] where \( \psi_M \) and \( \psi_S \) are the values of \( \psi \) at the magnetic axis and on the plasma boundary, respectively. Equation (56) is a function of the unknown magnetic flux \( \psi \).

Because of this, the Grad-Shafranov equation is usually solved iteratively as an eigenvalue problem.

### 5.1 New iteration scheme

Now, the Grad-Shafranov equation is rewritten as

\[ -\Delta \psi^{(k)} = \lambda^{(k)} \cdot \mu_0 r \cdot j_\phi (r, \psi^{(k-1)}) \quad (k \geq 1) \quad (57) \]

with the scaling factor \( \lambda^{(k)} \) at the \( k \)-th iteration stage. The value of \( \mu_0 r \cdot j_\phi (r, \psi^{(k-1)}) \) is calculated using a correlation form like Eq.(56). In this section, the authors propose a new method to seek \( \lambda^{(k)} \), which is different from the method that was introduced in the previous work [3]. In the new method, the total plasma current \( I_{\text{tot}} \) is introduced as an input data. The scaling factor \( \lambda^{(k)} \) is updated in such a way that the restriction

\[ \lambda^{(k)} \int_\Omega j_\phi (r, \psi^{(k-1)}) d\Omega = I_{\text{tot}} \quad (58) \]

is always preserved through the iteration. That is, the new value of \( \lambda^{(k)} \) is given by

\[ \lambda^{(k)} = \lambda^{(k-1)} \frac{I_{\text{tot}}}{\int_\Omega \lambda^{(k-1)} j_\phi (r, \psi^{(k-1)}) d\Omega}. \quad (59) \]

A uniform source \( \lambda^{(1)} \cdot \mu_0 r \cdot j_\phi = \text{const.} \) and \( \lambda^{(1)} = 1.0 \) are assumed as the initial estimates, then solving Eq.(57) using the BEM, one obtains \( \partial \psi^{(1)} / \partial n \) at all node points along the boundary. It is interesting to point out here that the domain integral in Eq.(59) for \( k = 1 \) can be evaluated utilizing these values of \( \partial \psi^{(1)} / \partial n \), as will be described in Section 5.3. Thus, \( \lambda^{(2)} \) is calculated from Eq.(59). At this stage, one has also obtained the distribution of magnetic flux \( \psi^{(1)} \) in the plasma domain and then \( j_\phi (r, \psi^{(1)}) \). Sampling the values of \( \mu_0 r \cdot j_\phi (r, \psi^{(1)}) \) for points in the plasma domain [3], one determines the expansion coefficients \( \alpha_{l,m} \) in Eq.(7), which will be used next in the computation of \( \psi^{(2)} \). Once \( \lambda^{(2)} \) has been calculated in this way, one again computes \( \psi^{(2)} \).
using the BEM scheme. The above procedure is repeated until a given convergence criterion, e.g.,

$$\epsilon^{(k)} = \left| \lambda^{(k)} - \lambda^{(k-1)} \right| / \lambda^{(k-1)} < 10^{-5}$$

is satisfied.

5.2 Proof of the convergence

The iterative scheme in Section 5.1 is basically the same as the “inverse power method [8,9]” and also the fission source iteration method in a nuclear reactor analysis [10] for seeking the fundamental eigenvalue. In the following discussion, the notation \( j_p^{(k)} = j_p(r, \psi^{(k)}) \) is used for simplicity. The current density is updated recursively following the scheme

\[
j_p^{(k)} = L \lambda^{(k)} j_p^{(k-1)} \quad (k \geq 1).
\]

One assumes that the system operator \( L \) is associated with a complete orthonormal set of eigenvectors \( v_j \) with corresponding eigenvalues \( \lambda_j \) such that

\[
L v_j = \frac{1}{\lambda_j} v_j \quad \text{for} \quad j = 1, 2, 3, \ldots, n.
\]

The eigenvalues are ordered in increasing magnitude; that is,

\[
| \lambda_1 | < | \lambda_2 | \leq | \lambda_3 | \leq \cdots \leq | \lambda_n |.
\]

The initial guess of current density is now expanded in terms of \( v_j \), that is,

\[
j_p^{(0)} = c_1 v_1 + c_2 v_2 + \cdots + c_n v_n = \sum_j c_j v_j.
\]

According to Eq.(61), the current density is updated in the following way:

\[
j_p^{(1)} = L \lambda^{(1)} j_p^{(0)} = \lambda^{(1)} \sum_j c_j \left( L v_j \right) = \lambda^{(1)} \sum_j \frac{c_j}{\lambda_j} v_j,
\]

\[
j_p^{(2)} = L \lambda^{(2)} j_p^{(1)} = \lambda^{(2)} \lambda^{(1)} \sum_j \frac{c_j}{\lambda_j} \left( L v_j \right) = \lambda^{(2)} \lambda^{(1)} \sum_j \frac{c_j}{\lambda_j^2} v_j,
\]

............
\begin{align*}
\mathbf{j}_{p}^{(k-2)} &= \mathbf{L} \lambda^{(k-2)} \mathbf{j}_{p}^{(k-3)} \\
&= \frac{\lambda^{(k-2)} \lambda^{(k-3)} \cdots \lambda^{(2)} \lambda^{(1)}}{\lambda_{1}^{(k-2)}} \left\{ c_{1} \mathbf{v}_{1} + c_{2} \left( \frac{\lambda_{1}}{\lambda_{2}} \right)^{k-2} \mathbf{v}_{2} + \cdots + c_{n} \left( \frac{\lambda_{1}}{\lambda_{n}} \right)^{k-2} \mathbf{v}_{n} \right\}, \quad (66a) \\
\mathbf{j}_{p}^{(k-1)} &= \mathbf{L} \lambda^{(k-1)} \mathbf{j}_{p}^{(k-2)} \\
&= \frac{\lambda^{(k-1)} \lambda^{(k-2)} \cdots \lambda^{(2)} \lambda^{(1)}}{\lambda_{1}^{(k-1)}} \left\{ c_{1} \mathbf{v}_{1} + c_{2} \left( \frac{\lambda_{1}}{\lambda_{2}} \right)^{k-1} \mathbf{v}_{2} + \cdots + c_{n} \left( \frac{\lambda_{1}}{\lambda_{n}} \right)^{k-1} \mathbf{v}_{n} \right\}, \quad (66b)
\end{align*}

Since it was assumed that \(|\lambda_{j}| < 1\) for each \(j = 2, 3, \ldots, n\), Eqs. (66a) and (66b) converge to

\begin{align*}
\lim_{k \to \infty} \mathbf{j}_{p}^{(k-2)} &= \lim_{k \to \infty} \frac{\lambda^{(k-2)} \lambda^{(k-3)} \cdots \lambda^{(2)} \lambda^{(1)}}{\lambda_{1}^{(k-2)}} c_{1} \mathbf{v}_{1}, \quad (67a) \\
\lim_{k \to \infty} \mathbf{j}_{p}^{(k-1)} &= \lim_{k \to \infty} \frac{\lambda^{(k-1)} \lambda^{(k-2)} \cdots \lambda^{(2)} \lambda^{(1)}}{\lambda_{1}^{(k-1)}} c_{1} \mathbf{v}_{1}, \quad (67b)
\end{align*}

respectively after a large number of iterations. Recalling Eq. (58), i.e.,

\begin{equation}
I_{\text{tot}} = \lambda^{(1)} \int_{\Omega} \mathbf{j}_{p}^{(1-2)} d\mathbf{v} = \lambda^{(1)} \int_{\Omega} \mathbf{j}_{p}^{(1-2)} d\mathbf{v} = \cdots = \lambda^{(1)} \int_{\Omega} \mathbf{j}_{p}^{(0)} d\mathbf{v},
\end{equation}

one can write as

\begin{align*}
\lim_{k \to \infty} \lambda^{(k-1)} \int_{\Omega} \mathbf{j}_{p}^{(k-2)} d\mathbf{v} &= \lim_{k \to \infty} \frac{\lambda^{(k-1)} \lambda^{(k-2)} \cdots \lambda^{(2)} \lambda^{(1)}}{\lambda_{1}^{(k-2)}} c_{1} \int_{\Omega} \mathbf{v} d\mathbf{v} = I_{\text{tot}}, \quad (69a) \\
\text{or}
\lim_{k \to \infty} \lambda^{(1)} \int_{\Omega} \mathbf{j}_{p}^{(k-1-1)} d\mathbf{v} &= \lim_{k \to \infty} \frac{\lambda^{(1)} \lambda^{(1-1)} \lambda^{(1-2)} \cdots \lambda^{(1-2)} \lambda^{(1)}}{\lambda_{1}^{(k-1)}} c_{1} \int_{\Omega} \mathbf{v} d\mathbf{v} = I_{\text{tot}}. \quad (69b)
\end{align*}

Dividing Eq. (69b) by Eq. (69a), one finds

\begin{equation}
\lim_{k \to \infty} \frac{\lambda^{(k)} \lambda^{(1)} \lambda^{(1-1)} \lambda^{(1-2)} \cdots \lambda^{(1-2)} \lambda^{(1)}}{\lambda_{1}^{(k-1)}} c_{1} \int_{\Omega} \mathbf{v} d\mathbf{v} = \lim_{k \to \infty} \frac{\lambda^{(1)}}{\lambda_{1}} = 1. \quad (70)
\end{equation}

Consequently the scaling factor \(\lambda^{(k)}\) converges to the smallest eigenvalue:

\begin{equation}
\lim_{k \to \infty} \lambda^{(k)} = \lambda_{1}. \quad (71)
\end{equation}

Also, the converged current density has the direction of the corresponding eigenvector \(\mathbf{v}_{1}\), i.e.,

\begin{equation}
\lim_{k \to \infty} \lambda^{(1)} \mathbf{j}_{p}^{(k-1)} = \frac{I_{\text{tot}}}{\int_{\Omega} \mathbf{v}_{1} d\mathbf{v}} \mathbf{v}_{1}, \quad (72)
\end{equation}
due to the relationship
\[
\lim_{k \to \infty} \frac{\lambda_{k+1} \lambda_{k+2} \ldots \lambda_{k+2} \lambda_{k+1}}{\lambda_{k+1}} c_l = \frac{I_{\text{tot}}}{\int_{\Omega} v_r d\Omega}.
\] (73)

5.3 New boundary expression of the total current

Corresponding to the given total current \( I_{\text{tot}} \), one needs to evaluate the domain integral in Eq.(59) through the iteration. Itagaki et al. [3,4] transformed the polynomial-expanded domain integral
\[
\int_{\Omega} j_p(r, \psi) d\Omega = \sum_{l,m} \alpha_{l,m} \int_{\Omega} \left( \frac{\xi^l \eta^m}{\mu_0 r} \right) d\Omega
\] (74)
into a boundary integral by using the particular solution \( \phi^{(l,m)} \) that satisfies \( \nabla^2 \phi^{(l,m)} = \xi^l \eta^m \) and applying the Gauss theorem. The new technique proposed here is more elegant in the sense that it does not rely on the polynomial expansion.

According to Ampere’s law, the total current \( I_{\text{tot}} \) flowing through the area enclosed by a closed path can be determined using the line integral of the poloidal field \( B_p \) around the closed path, as
\[
I_{\text{tot}} = \frac{1}{\mu_0} \oint B_p ds.
\] (75)
As the poloidal field is given by \( B_p = (1/r) \partial \psi / \partial n \), the domain integral in Eq.(59) can be transformed into a circular integral along the plasma boundary, i.e.,
\[
\int_{\partial \Omega} \lambda^{(k-1)} j_p(r, \psi^{(k-1)}) d\Gamma = \frac{1}{\mu_0} \int r \frac{1}{r} \frac{\partial \psi^{(k)}}{\partial n} d\Gamma.
\] (76)
The computation of this circular integral is quite simple, and does not require any complicated numerical operation arising from polynomial expansion.

6. Numerical examples

6.1 Rectangular plasma

Assume a hypothetical rectangular plasma as shown in Fig.2. The boundary condition \( \psi = 0 \) is
imposed along each side of the rectangle. In this case, an analytic solution exists [3] for the equation with a monomial $r' z^m$ source term

$$-\left\{ r \frac{\partial}{\partial r}\left( \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} \right) \right\} \psi = r' z^m \quad (l \geq 0, m \geq 0).$$

(77)

One assumes here the sizes: $a = 0.5[m], b = 0.5[m], \text{ and } R = 1.0[m]$.

**Fig.2** Rectangular plasma

Boundary element analyses were performed using the constant and the discontinuous quadratic boundary elements. In the constant element calculation, each side of the rectangle was equally divided, and a total of 72 elements, i.e., 72 node points, were employed. In the discontinuous quadratic element calculation, a total of 24 boundary elements were taken in such a way that the number of node points is equal to that used in the constant element calculation (=72). Comparisons were made between the analytic and the boundary element solutions for all combinations of integers $l$ and $m$ in the range $0 \leq l + m \leq 8$.

As an example, **Fig.3** shows the contour map of the discontinuous quadratic boundary element solution of $\psi$ for a monomial source $r^3 z^2$. As for the constant element calculation for the same problem, the relative error from the analytic solution, defined by $(\text{BEM-analytic}/\text{analytic}) \times 100$, is illustrated in **Fig.4** and **Fig.5**. In **Fig.4**, the relative deviations are plotted along the lines $z=0.01m, 0.11m, 0.21m, 0.31m$ and $0.41m$. **Figure 5** is a contour map. The relative error in the discontinuous quadratic element calculation is also shown in **Fig.6** and **Fig.7**. The region where the relative error is less than 0.01% in the discontinuous quadratic element calculation is much larger than that in the constant element calculation in spite of the same number of node points being adopted. An error larger than 1% is found near the edges and corners in the both calculations; however, the absolute values of $\psi$ are extremely small in these places. Almost the same level of accuracy was also demonstrated for each of other combinations of $l$ and $m$. 
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<table>
<thead>
<tr>
<th>Fig.3</th>
<th>Discontinuous quadratic boundary element solution of magnetic flux profile for $r^3 z^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig.4</td>
<td>Relative error between the constant element and the analytic solution</td>
</tr>
<tr>
<td>Fig.5</td>
<td>Contours of relative error in the constant element solution</td>
</tr>
<tr>
<td>Fig.6</td>
<td>Relative error between the discontinuous quadratic element and the analytic solution</td>
</tr>
<tr>
<td>Fig.7</td>
<td>Contours of relative error in the discontinuous quadratic element solution</td>
</tr>
</tbody>
</table>

### 6.2 Tokamak geometry

One here considers the problem of modelling the JT-60 tokamak-device. By courtesy of Japan Atomic Energy Research Institute (JAERI), the reference data of plasma boundary, distributions of plasma current density and magnetic flux were first provided. These had been obtained from an analysis using a reliable equilibrium code, SELENE, which is based on the finite element method [11]. An equilibrium computation was made based on a “hollow” current profile parametrization that has the form

$$
\psi_{ij}(r) = c_0 \beta \rho r^2 + (1 - \beta_0) R_0^2 (1 + 3X - 4X^2).
$$

(78)

Here, $X = (\psi - \psi_\phi)/\psi_\phi$, in which $\psi_\phi$ and $\psi_\delta$ are the values of $\psi$ on the magnetic axis and on the boundary, while $\beta_\delta$ ($= 0.70199$) and $R_0$ ($= 3.39927 \text{ m}$) denote the poloidal beta and the characteristic major radius, respectively.

This problem was again analyzed using the BEM as a fixed boundary problem. Only the boundary shape among the SELENE computing results was transferred to the BEM computation as input data. The boundary condition $\psi = 0$ was imposed at each nodal point along the boundary. The same current profile parametrization shown above was again assumed. The complete polynomial of the 8-th order was adopted to approximate the $\mu_i r_i$ distribution, and hence the polynomial consists of a total of 45 terms. To determine the polynomial expansion coefficients, a total of 1758 sampling points was automatically generated within the domain. The plasma boundary is approximated by a
total of 57 discontinuous quadratic boundary elements, i.e., a total of 171 node points was employed.

A total of 7 iterations was required in the BEM analysis when the eigenvalue deviation defined by Eq.(60) was reduced to less than $10^{-5}$. The profile of magnetic flux function thus obtained from the discontinuous quadratic BEM calculation is compared with the SELENE calculation results, as shown in Fig.8. The plasma current profiles are also compared in Fig.9. In each figure, the solid lines show the BEM solutions, while the dashed lines denote the reference results obtained using the SELENE code. The BEM results show good agreement with the reference data, and this demonstrates the validity of the present boundary-only integral formulation, especially of the polynomial expansion approximation of $\mu_0 j_\phi$.

<table>
<thead>
<tr>
<th>Fig.8</th>
<th>Contours of plasma current density in JT-60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig.9</td>
<td>Contours of magnetic flux in JT-60</td>
</tr>
</tbody>
</table>

7. Conclusions

The singularity of the fundamental solution and the properties of singular integrals peculiar to the Grad-Shafranov equation have been carefully investigated. For example, the value of $\hat{H}_\phi$ given in Section 3 is not zero even for the straight-line elements unlike the same quantity derived from the Laplace equation. It has been confirmed that the fundamental solution, its derivative, and all derived boundary integrals represent not a strong but a ‘weak’ singularity at the most. These weak singular integrals can be managed with the subtraction scheme shown in Eqs.(29a), (29b), (45a) and (45b), and then by using the standard and the logarithmic Gaussian quadrature rules or analytic integrals.

On the basis of the above facts, the discontinuous quadratic boundary elements have been introduced to give more accurate solutions than those obtained by using constant elements.

The new eigenvalue calculation scheme based on the total current estimated according to
Ampere’s law has been proposed and the test calculation demonstrates its validity.
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