Scattering attenuation, dispersion and reflection of $SH$ waves in two-dimensional elastic media with densely distributed cracks
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SUMMARY

We compute the synthetic seismograms of multiply scattered $SH$ waves in 2-D elastic media with densely distributed parallel cracks. We assume randomly distributed cracks in a rectangular-bounded region, which simulate a cracked zone. The crack surfaces are assumed to be stress-free. When the incident wavelength is longer than the crack size, the delay in the arrival of the primary wave is observed at stations beyond the cracked zone and the amplitude of the primary wave is amplified in the cracked zone in the synthetic seismograms. This is because the cracked zone behaves as a low velocity and soft material to the incident long-wavelength wave due to the crack distribution. When the half-wavelength of the incident wave is shorter than the crack length, the scattered waves are clearly observed in the synthetic seismograms and the amplitude of the primary wave is largely attenuated beyond the cracked zone. The calculated attenuation coefficient $Q^{-1}$ of the primary wave is directly proportional to the crack density in the range of $na^2 \leq 0.1$, where $n$ and $a$ are the number density and half the length of cracks, respectively. This is consistent with that obtained by a stochastic analysis based on Foldy's approximation. A periodic distribution of cracks in a zone is considered as an utterly different model in order to investigate the effect of spatial distributions on the attenuation and dispersion of seismic waves. When cracks are distributed densely, the values of $Q^{-1}$ for the periodic crack distribution appear to differ from those for the random distribution of cracks in the low wavenumber range. This suggests that the effect of multiple interactions among densely distributed cracks depends not only on the density but also on the spatial distribution of cracks at low wavenumbers. The calculated phase velocity of the primary wave is consistent with that from the stochastic analysis in the range of $na^2 \leq 0.1$ and does not depend on the spatial distribution of cracks. This suggests that the multiple crack interactions have a smaller effect on the phase velocity. Therefore, the crack density can be estimated from the values of the phase velocity for the cases of densely distributed cracks even if the effect of the multiple crack interactions is not considered. We can clearly observe the reflected waves in the synthetic seismograms. The elastic constant of a single anisotropic layer equivalent to the cracked zone is derived from the crack density at the long-wavelength limit. The reflection coefficients calculated from the synthetic seismograms are consistent with those of the anisotropic layer calculated from its elastic constants and thickness in low wavenumber range. This means that a fracture zone distributed parallel cracks is considered as an anisotropic layer for long incident wavelengths. Therefore, the elastic constants, crack density and the thickness of the fracture zone can be estimated from the frequency dependence of the reflection coefficients for long incident wavelengths. On the contrary the wavenumber dependence of the reflection coefficients cannot be explained theoretically in the high wavenumber range.
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1 INTRODUCTION

It is known that the Earth's crust is permeated by large numbers of cracks. In particular, the presence of densely distributed cracks is revealed in fault zones. Major crustal faults are not discrete planar faults but form fault zones. In general, a fault zone consists of several fault segments (e.g. Tchalenko 1970; Tchalenko & Berberian 1975). Each fault segment contains a great number of cracks on a
smaller scale. It is also revealed from seismic observations, such as shear wave splitting (Leary et al. 1987) and P-wave polarization anomalies (Li et al. 1987), that a fault zone is characterized as a zone of densely distributed cracks aligned parallel to the fault plane. Televiewer observations in boreholes also reveal the presence of distribution of parallel cracks within fault zones (Leary et al. 1987; Malin et al. 1988). Moreover it is shown from the KTB deep drilling and reflection experiments that the continental upper crust is highly fractured and that most of the reflected waves come from fracture zones or faults (Emmermann & Lauterjung 1997).

Cracks generally cause scattering for incident elastic waves, and dispersion and attenuation occur as a result. It is important to investigate dispersion and attenuation of elastic waves caused by distributed cracks for the prediction of large earthquakes. It is theoretically shown by Yamashita & Knopoff (1989, 1992) that large earthquakes are caused by the abrupt coalescence of pre-existing cracks; the crack distribution changes temporally in the crack coalescence process. If we can estimate the temporal variation of crack distribution from the observation of scattered waves, we may be able to monitor the earthquake preparation process.

Statistical elastic properties of media with distributed cracks have been studied intensively on the assumption of low wavenumber approximation (e.g. Hudson 1980, 1981). The importance of crack interactions has been investigated for the static case. Kachanov (1992) calculated the effective Young’s modulus for solids with either randomly oriented or parallel cracks and indicated that the approximation of non-interacting cracks is applicable to the domain of strong interactions. Davis & Knopoff (1995) calculated the shear modulus of solids containing randomly oriented antiplane cracks and found that the mean-field approximation in which the cracks do not interact is appropriate up to quite high crack densities. Kachanov (1992) inferred the underlying reason is that the competing effects of stress shielding and stress amplification cancel each other. In contrast to the above, Dahm & Becker (1998) calculated the shear modulus for highly fractured inplane cracks and indicated that crack interactions are important at high crack densities.

Another problem is a wavenumber dependence of the crack interactions. Muijres et al. (1998) calculated acoustic wave propagation in a 2-D medium with many small cracks and observed an apparent attenuation and a time delay with respect to the incident field. They still assumed the wavelength considerably longer than the crack length. It is, however, essential to assume a wide wavenumber range to estimate the sizes of cracks from seismic waves. Some authors theoretically treat elastic wave scattering by distributed cracks without the low wavenumber approximation (e.g. Kikuchi 1981a,b; Yamashita 1990; Kawahara & Yamashita 1992). They employ the idea of the mean wave formalism and the approximation introduced by Foldy (1945). This approximation neglects crack interactions, so that it is valid when the distribution density of the cracks is low. However, the crack interactions cannot be neglected in treating problems of scattering in a medium with densely distributed cracks, such as in a fault zone. Numerical approaches are useful in order to investigate the effects of crack interactions for a wide wavenumber range. Murai et al. (1995) rigorously treated multiple crack interactions by applying a boundary integral equation method (BIEM) to the crack scattering problem. They could not deal with large numbers of cracks because they faced the difficulty of core memory and CPU time limits. Kelner et al. (1999) proposed a method to consider a large number of cracks; they used a boundary element method where the Green’s functions are computed by the discrete wavenumber method. However, they gave no attention to media with densely distributed cracks. Vlastos et al. (2003) treated densely distributed cracks by finite-difference methods and investigated effects of crack sizes and spatial distributions. However, they did not investigate the attenuation and dispersion quantitatively. Murai & Yamashita (1998) proposed a method to treat multiple scattering of elastic waves due to densely distributed parallel cracks efficiently for arbitrary wavenumbers.

In this paper, we investigate the attenuation and dispersion of SH waves propagating through a zone of randomly distributed parallel cracks. We use BIEM developed by Murai et al. (1995). We can compute scattered waves taking account of multiple interactions among large numbers of cracks by BIEM because a state of the art computer is now available; we treat about five times as many cracks as those in Murai et al. (1995). We assume up to extremely high crack density, which has not been treated for the dynamic case before. It is important to check the validity of the conventional methods quantitatively because the low crack density has been assumed in estimating the crack density (e.g. Leary et al. 1987; Li et al. 2001). The crack surfaces are assumed to be stress-free. We compute the displacement field in the wavenumber domain, and obtain the synthetic waveforms by the Fourier transform. Next we evaluate the attenuation and dispersion of SH waves due to crack scattering by the same procedure Murai et al. (1995) used. These results are compared with those in the long-wavelength limit and those obtained by Kawahara & Yamashita (1992), who assumed randomly homogeneous distribution of cracks and analysed a stochastic wave equation based on Foldy’s (1945) approximation. In addition we assume an elastic medium with periodic distribution of cracks in a zone as an utterly different model for the highest crack density assumed in the present paper in order to investigate the effect of spatial distributions on the attenuation and dispersion of seismic waves. We use the method introduced by Murai & Yamashita (1998), which is simple enough and enables us to obtain the solution for the case of the periodic distribution of cracks. We show that the attenuation of incident waves is affected by both of the crack density and the spatial distributions for the low wavenumber ranges when the distribution density of the cracks becomes higher. Finally, we investigate the wavenumber dependence of reflection coefficients of the cracked zone. We show that a zone of densely distributed parallel cracks behaves as an anisotropic layer in the low wavenumber range. In contrast, the reflection coefficients fluctuate greatly among observation stations and their wavenumber dependence becomes far from that predicted theoretically in the high wavenumber range. We show it is possible to estimate the crack density and thickness of a cracked zone by fitting the reflection coefficients to those of an anisotropic layer for incident long-wavelength waves.

2 SPATIAL DISTRIBUTION OF CRACKS

We consider a 2-D isotropic homogeneous elastic medium with N cracks randomly distributed in a rectangular-bounded region (Fig. 1). All the cracks are assumed to have the same length 2a and the same strike direction, which coincides with the X-axis in the defined coordinate system (X, Y). The sides of the rectangular-bounded region have lengths of 68.0a and 13.6a in the X and Y directions, respectively. The length of the cracked region in the X direction is assumed to be five times of that in the Y direction in order to consider a zonal distribution of cracks. The statistical distribution of cracks is now assumed to be homogeneous and the number density v is defined as v = N/924.8a2. We determine the centre of each crack (pj, qj) (j = 1, . . . , N) by generating 2N uniform
In this section, we compute the synthetic seismograms in the time domain by Fourier transforming the solutions for 535 wavenumbers in the range from 0.01 to 5.35 wavenumber of the wavelets, $\nu a^2$ is assumed to be 0.1. The rows of random numbers between 0 and 1, which are multiplied by $68.0a$ and $13.6a$ for $p$, $q$, respectively. If a centre of a crack is determined with a distance less than $2a$ from a centre of a neighbour, we revoke and determine it again by generating two more uniform random numbers.

A SH plane wave incident upon the lower boundary of the cracked region is assumed in the form

$$u_0(X, Y) = \exp[jk(X \cos \varphi + Y \sin \varphi)], \quad (1)$$

where $j$ is the imaginary unit, $k$ is the wavenumber and $\varphi$ is the angle between the $X$-axis and the propagation direction of the incident plane wave. Here the time factor $\exp(-j\omega t)$ is omitted for brevity, where $\omega = k\beta$ and $\beta$ is the shear wave velocity of the matrix.

All the crack surfaces are assumed to be stress-free. We assume $\nu a^2 = 0.05, 0.075$ and 0.1 and $\varphi = 90^\circ$ and $45^\circ$. The highest crack density 0.1 is larger than those assumed for the dynamic case before: 0.02 in Murai et al. (1995) and 0.075 in Kelner et al. (1999). We compute the synthetic seismograms by using the method employed by Murai et al. (1995). Observation stations are denoted by triangles in Fig. 1. 137 stations are located along each of the lines $Y = 13.6a$, $6.8a$ and $-27.2a$ in the range $0 \leq X \leq 68.0a$ with the interval of $0.5a$; note that the stations at $Y = 6.8a$ are located at the centre of the cracked zone.

### 3 SYNTHETIC SEISMOGRAMS

In this section, we compute the synthetic seismograms in the time domain. The seismograms in the time domain are obtained by Fourier transforming the solutions for 535 wavenumbers in the range from $ka = 0.01$ to 5.35. We use the Ricker wavelet as the time function of the incident waves. It is given by

$$s(t) = \frac{\beta k_0}{2\sqrt{\pi}} \left[ \frac{1}{2} - \left( \frac{\beta k_0 t}{2} \right)^2 \right] \exp \left[ -\left( \frac{\beta k_0 t}{2} \right)^2 \right], \quad (2)$$

whose spectrum is

$$S(k) = \frac{k^2}{k_c^2} \exp \left( -\frac{k^2}{k_c^2} \right). \quad (3)$$

where $k_c$, is the characteristic (peak) wavenumber of the wavelet (see Fig. 2).

The synthetic displacement seismograms for the crack distribution in Fig. 1 are shown in Figs 3 and 5, where normal incidence of SH plane waves are assumed; the seismograms for the same $k_c$ value are drawn in the same scale except that the later arrivals in Fig. 3(c) are drawn in the five times as large scale as others. In this model the crack density $\nu a^2$ is 0.1, which is the densest distribution of cracks assumed in this study. The characteristic non-dimensional wavenumber of the wavelets, $k_c$, is assumed to be 0.25 in Fig. 3. The wavenumber corresponds to the characteristic wavelength, $\lambda_c = 2\pi/k_c$, of about $25.1a$, which is much longer than the crack size. The seismograms at the stations along the lines $Y = 13.6a, 6.8a$ and $-27.2a$ are shown in Figs 3(a), (b) and (c), respectively. These figures show that the scattered wave energy is relatively weak when the wavelength of the incident wave is longer than the crack size. The peak amplitude of the primary wave shows little attenuation in Fig. 3(a). The delay in the arrival of the primary wave is observed at stations beyond the cracked region, which is due to scattering by distributed cracks; note that the peak of the primary wave would arrive exactly at time $\beta t/a = 13.6$ when no crack existed. This is because the cracked zone behaves as a low-velocity zone due to the crack distribution. We can observe the effect at the ends of the crack distribution region; it is clearly seen that the time delay for the peak amplitude arrivals of the primary wave is smaller at the stations close to the ends of the crack distribution region. In Fig. 3(b) the peak amplitude of the primary wave is amplified at $Y = 6.8a$ in the cracked zone, which is clearly shown by the peak amplitudes of the primary wave normalized by that of the incident wave (solid curve in Fig. 4); the normalized amplitudes are larger than unity at almost all the stations. This is because the cracked zone also behaves
as a soft material to the incident long-wavelength wave due to the crack distribution. However, this phenomenon does not mean that the amplitude is increasing with the propagating distance. It is true that the amplitudes are larger in the cracked zone than that of the incident wave, but it is attenuated as shown by the broken curve in Fig. 4 after the wave propagates in the cracked zone. Here the normalized amplitudes are larger than unity at the stations close to the ends of the crack distribution region. This is the effect at the ends of the crack distribution region, which will be stated for details in the next section. We can observe the reflected waves in Fig. 3(c). The first peak of the wave reflected at the lower boundary of the cracked region arrives at time around $\beta t/a = 27.2$ and the opposite phase reflected at the upper boundary arrives at around $\beta t/a = 50 \sim 60$. The duration of the reflected waves is almost the same as the two way traveltime of the incident wave propagating within the cracked zone.

The seismograms for $k_c a = 2.0$ corresponding to $\lambda_c = 3.14a$ at the stations along the lines $Y = 13.6a$, $6.8a$ and $-27.2a$ are shown in Figs 5(a), (b) and (c), respectively. We can clearly observe the scattered waves when the half-wavelength of the incident wave is shorter than the crack length. The fluctuations are larger in both arrival times and amplitudes in Fig. 5 than in Fig. 3; the standard deviations of the fluctuations in arrival times and amplitudes of the primary peak in Fig. 3(a) are 0.57 and 0.017, respectively, while 1.1 and 0.15 in Fig. 5(a), respectively. The peak amplitude of the primary wave is largely attenuated as observed in Fig. 5(a). This phenomenon means that the energy of the primary waves flows into...
the coda portion due to scattering. It is also shown in Fig. 5(a) that the time delay of the primary wave is smaller than that shown in Fig. 3(a). The effects at the ends of the crack distribution region are as clear as in Fig. 3(a); it is clearly seen that the amplitude is larger at the stations close to the ends of the crack distribution region in addition to the smaller time delay for the peak amplitude arrivals of the primary wave. There exist ‘shadows’ in Fig. 5(b) at stations immediately above cracks, that is, the stations in the ranges $10a \leq X \leq 15a$ and $50a \leq X \leq 60a$ (see Fig. 1). This phenomenon can be understood as the high-wavenumber behaviour of wave propagation described by the geometrical ray theory (Cervený 2001, pp. 612–613); no rays penetrate through crack surfaces by the ray theoretical approach. The amplitudes of the reflected waves are larger in Fig. 5(c) than in Fig. 3(c). This is because higher-wavenumber energy is more abundant in the waves scattered from the cracked zone as in Figs 5(a) and (b). The duration of the reflected waves has a tendency to increase for higher crack density at high wavenumbers.

4 ATTENUATION COEFFICIENT $Q^{-1}$ AND PHASE VELOCITY $v$

It was shown in the preceding section that the distributed cracks generally cause attenuation for the primary wave and the time delay for the peak amplitude arrivals. We now quantitatively investigate the propagation of the primary wave in the cracked region. In other words, we evaluate the attenuation coefficient $Q^{-1}$ and the phase velocity $v$.

We apply a Butterworth bandpass filter with octave bandwidth to the synthetic seismograms for the stations beyond the cracked zone. We estimate $Q^{-1}$ and $v$ from the peak amplitude of the primary wave and its traveltime from $Y = 0$ to $Y = h$ for four non-dimensional wavenumbers, $ka = 0.5, 1.0, 2.0$ and $4.0$ by applying the same procedure as Murai et al. (1995), where $h$ is the width of the cracked zone, that is, $13.6a$. These wavenumbers correspond to wavelengths of about $12.6a$, $6.28a$, $3.14a$ and $1.57a$, respectively. $Q^{-1}$ and $v$ are obtained at each station by using the following equations:

$$A(h) = A_0 \exp \left( -\frac{k\beta h}{2vQ \sin \varphi} \right), \quad (4)$$

$$\frac{v}{\beta} = \frac{t_\nu}{t_\nu^*}, \quad (5)$$

where $A_0$ is the peak amplitude of the incident wave, $t_\nu = h/\beta \sin \varphi$ is the traveltime of the primary peak from $Y = 0$ to $Y = h$ without cracks, $A(h)$ and $t_\nu^* = h/v \sin \varphi$ are the peak amplitude of the primary wave at $Y = h$ and its traveltime from $Y = 0$ to $Y = h$, respectively. The width of the cracked zones, which is $h = 13.6a$, is assumed to be longer than $12.6a$ that is the longest wavelength of the lowest wavenumber, that is, $ka = 0.5$, assumed here.

Now the effects at the ends of the crack distribution region, which are clearly seen in the preceding section, have to be avoided. We can find out which stations suffer from such effects by the following procedure. We consider an elastic medium with periodic distribution of cracks in a zone as illustrated in Fig. 6(a). The crack density $va^2$ is 0.1 which is the same as that in Fig. 1. The synthetic seismograms can be computed by the same procedure as in the preceding section. In addition we can compute synthetic seismograms for the same periodic distribution of cracks except for the infinite distribution in the $X$ direction by the method introduced by Murai & Yamashita (1998). The effects at the ends of the crack distribution region can be seen by comparing both results. Fig. 6(b) shows comparison of the peak amplitudes of the primary wave at $Y = 13.6a$ normalized by those of the incident wave, where $\varphi = 90^\circ$ and $ka = 0.5$ are assumed. The effects are clearly seen at the stations whose distance from the ends of the crack distribution region is less than $12.6a$, which is the characteristic wavelength of the incident Ricker wavelet. In a similar way, we select stations whose $X$-coordinates are in the range $(h \cos \varphi + 12.6a)/\sin \varphi \leq X \leq L - 12.6a$ in the calculation of $Q^{-1}$ and $v$, where $L$ is the length of the cracked zone in the $X$ direction, that is, $68.0a$; note that $12.6a$ is the longest wavelength to estimate $Q^{-1}$ and $v$. We calculate the mean values and the standard deviations of $Q^{-1}$ and $v$ from the calculated values of $A(h)$ and $t_\nu^*$ through eqs (4) and (5).

The wavenumber dependence of $Q^{-1}$ for the assumed crack density is plotted in Fig. 7 with open circles. Each symbol stands for the mean value obtained by averaging over the stations; the error bar denotes the standard deviation. Figs 7(a), (b) and (c) show the values of $Q^{-1}$ in the case of normal incidence ($\varphi = 90^\circ$) for the crack distribution models with the density $va^2 = 0.05, 0.075$ and 0.1, respectively. These figures show that $Q^{-1}$ takes the peak value near $ka = 1 \sim 2$; this means that the crack scattering is dominant when the half-wavelength of the incident wave is close to the crack length. This property is consistent with previous studies concerning attenuation of elastic waves in media with cracks or cavities (Benites et al. 1992; Murai et al. 1995; Kelner et al. 1999). The values of $Q^{-1}$ obtained by Kawahara & Yamashita (1992) based on Foldy’s (1945) approximation are plotted as solid curves in Fig. 7. We note that our results agree well with theirs even for the case of the high crack density, that is, $va^2 = 0.1$. Fig. 7(d) shows the values of $Q^{-1}$ for the case of oblique incidence ($\varphi = 45^\circ$) and $va^2 = 0.1$. In this figure the values of $Q^{-1}$ are smaller than those for the case of normal incidence shown in Fig. 7(c). This can be explained from the characteristics of SH-type motion and the propagation direction of the incident wave represented by eq. (1); there is a smaller resistance to the incident wave for smaller $\varphi$. 
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Next we investigate the wavenumber dependence of the phase velocity \( v \). The values of \( (\beta - v) / \beta \) are plotted in Fig. 8 with the open circles for the assumed crack density. Each symbol represents the mean value obtained by averaging over the stations; the error bar denotes the standard deviation. Figs 8(a), (b) and (c) show the values of \( (\beta - v) / \beta \) in the case of normal incidence (\( \varphi = 90^{\circ} \)) for the crack distribution models with the density \( va^2 = 0.05, 0.075 \) and 0.1, respectively. Fig. 8(d) shows the values of \( (\beta - v) / \beta \) for the case of oblique incidence (\( \varphi = 45^{\circ} \)) and \( va^2 = 0.1 \). The standard deviations are large at \( ka = 2.0 \) and 4.0. This is because the time delay of the primary wave is small and the deviations are relatively large at the high wavenumber as described in the preceding section. Kawahara & Yamashita’s (1992) results are plotted by solid curves in Fig. 8. This figure shows our results agree well with theirs even for the case of densely distributed cracks; \( \beta - v \) is directly proportional to the crack density to the high crack density, that is, \( va^2 = 0.1 \). This suggests the multiple crack interactions have a smaller effect to the phase velocity. Therefore, the crack density can be estimated from the values of the phase velocity for the cases of densely distributed cracks even if the effect of the multiple crack interactions is not considered.

Moreover we compare our results with those predicted by the theory of homogeneous media equivalent to a fractured material for long incident wavelength. The velocity at the low wavenumber limit is given to the first order in \( va^2 \) by Ohno et al. (2001) as

\[
(\beta - v) / \beta = \frac{\pi}{2} va^2 \sin^2 \varphi / 2. 
\]

Their values are plotted by the broken lines in Fig. 8. In the low wavenumber domain, our results are very close to the values obtained on the assumption of low wavenumber approximation. This result is in agreement with the previous study by Kelner et al. (1999). Inversely we try to estimate the crack density by using eq. (6) from the phase velocities obtained above for the case of \( va^2 = 0.1 \). We obtained the values of \( (\beta - v) / \beta \) as 0.164 and 0.090 for \( \varphi = 90^{\circ} \) and 45\(^{\circ}\), respectively for \( ka = 0.5 \). When these values are substituted into eq. (6), the crack density is estimated as \( va^2 = 0.10 \) and 0.11 for \( \varphi = 90^{\circ} \) and 45\(^{\circ}\), respectively. These values are very close to the correct density of 0.1. This suggests the low wavenumber approximation is good enough even for the case of \( va^2 = 0.1 \).

Finally, we investigate the wavenumber dependence of \( Q^{-1} \) and \( v \) for the case of the periodic distribution of cracks shown in Fig. 6(a) as an utterly different model in order to investigate the effect of spatial distributions on the attenuation and dispersion of seismic waves. The crack density \( va^2 \) is 0.1, which is the highest density assumed in the present paper. We use the method introduced by Murai & Yamashita (1998) to compute the synthetic seismograms for the infinite crack distribution in the \( X \) direction. The wavenumber domain solutions are calculated for the same wavenumbers for the same stations as in...
the case of the random distribution of cracks. The values of $Q^{-1}$ and
$(\beta - v)/\beta$ for the periodic distribution of cracks are also plotted as
open squares in Figs 7(c) and (d), and Figs 8(c) and (d), respectively.
We assume normal incidence to the crack surfaces ($\varphi = 90^\circ$) in
Figs 7(c) and 8(c), and oblique incidence ($\varphi = 45^\circ$) in Figs 7(d) and
8(d), respectively. Figs 7(c) and (d) show the values of $Q^{-1}$ for the
periodic crack distribution seem to differ from those for the random
distribution of cracks at $ka = 0.5$. This suggests that the effect of
multiple interactions among densely distributed cracks depends on
not only the density but also the spatial distribution of cracks at
low wavenumbers. On the other hand Figs 8(c) and (d) show that the
values of $(\beta - v)/\beta$ do not depend on the spatial distribution
of cracks. This suggests that the multiple crack interactions have
a smaller effect to the phase velocity as stated before and that the
values of $\beta - v$ depend only on the crack density.

5 REFLECTION COEFFICIENTS

In the present paper, we assume a zonal distribution of parallel
cracks, which is considered to be a fracture zone. It was shown
in Figs 3(c) and 5(c) that the cracked zone excites the reflected
waves. In general it is possible to estimate an internal structure of a
fracture zone by investigating a frequency dependence of reflection
coefficients. This is the same analysis as that for estimating an internal
structure of a reflected body in a mid-crust (e.g. Ake & Sanford
1988; Matsumoto & Hasegawa 1996). We investigate the wavenumber
dependence of reflection coefficients of the cracked zone in this
section. We assume the randomly distributed cracks with the density
$\nu a^2 = 0.1$ as illustrated in Fig. 1.

The reflection coefficients are calculated by the following proce-
dure. First, we compute the synthetic seismograms at stations in the
incidence media with the Ricker wavelet as the source time function;
we assume the Ricker wavelets whose $k_a$ are 0.25, 0.5, 1.0, 2.0 and
4.0. The stations are located along the line $Y = 27.2a$ in the range
$0 \leq X \leq 68.0a$ with the interval of 0.5a (Fig. 1). Next, we calculate
the amplitude spectrum for each Ricker wavelet source time func-
tion in a time window of $80\beta/a$ edge length. The spectral window
is shown in Figs 3(c) and 5(c) for the case of normal incidence
($\varphi = 90^\circ$) as an example. Finally, the amplitude spectrum for each
Ricker wavelet is normalized by that of each source time function to
eliminate the contribution of source spectra. The reflection coefficient
for each Ricker wavelet is calculated for the range of $0.09/a \leq k \leq 4 k_a/3$ for $k_a = 0.25$, and $2 k_a/3 \leq k \leq 4 k_a/3$ for $k_a = 0.5,
1.0, 2.0$ and 4.0, respectively. Here we find which stations should
be selected for calculation of the reflection coefficients in order to
avoid the possible effects at the ends of the crack distribution region
by the same way as for estimation of $Q^{-1}$ and $v$ in the preceding
section. We consider the periodic distribution of cracks shown in
Fig. 6(a) and compare the reflection coefficients with those for the
case of the infinite distribution in the $X$ direction. We select stations
whose $X$-coordinates are in the range $(-Y_s \cos \varphi + 12.6a)/\sin \varphi \leq
X \leq \min \{ L - (Y_s \cos \varphi + 12.6a)/\sin \varphi, L \}$, where $Y_s$ is the
$Y$-coordinate of the observation stations to calculate the reflection
coefficients. The reflection coefficients are plotted in Fig. 9.


Each broken curve stands for the mean value obtained by averaging over the stations and the grey-shaded range denotes one standard deviation.

Fig. 9(a) shows the reflection coefficient for the case of normal incidence. This figure shows that the reflection coefficient has peaks periodically for $ka \leq 0.4$. The wavenumber dependence is identical with that of a single low-velocity layer (e.g. Ake & Sanford 1988; Watanabe 1993; Matsumoto & Hasegawa 1996); peaks of the reflection coefficient appear when $w = (\lambda/4)(2m - 1)$, where $w$ is the thickness of the low-velocity layer, $\lambda$ is the wavelength and $m = 1, 2, \ldots$ (Fuchs 1969). Such wavenumber dependence is explained by the interference of resonated waves in a layer (Ake & Sanford 1988). We now try to estimate the velocity and thickness of the fracture zone by fitting the reflection coefficient to that of a single low-velocity layer in the range of $0.09 \leq ka \leq 0.4$. The best-fit model is estimated as $v/\beta = 0.807$ and $w = 12.2a$ and the calculated reflection coefficient from the single low-velocity layer model is plotted by the solid curve in Fig. 9(a). In the preceding section, $v/\beta$ of this cracked zone with the width of $13.6a$ is estimated to be $0.832$ for $ka = 0.5$. We find the velocity and thickness of the fracture zone can be estimated correctly from the wavenumber dependence of reflection coefficient in the low wavenumber range for the case of normal incidence. On the contrary the periodical behaviour of the reflection coefficient is lost in the high wavenumber range. The mean value seems to be almost constant for $ka > 1.0$ although the error range becomes very large. This is because the coherency of the wavefield disappears due to scattering and the interference does not occur.

Next, we consider a case of oblique incidence. A broken curve in Fig. 9(b) shows the reflection coefficient for the case of $\varphi = 45^\circ$. This figure shows the periodical behaviour of the reflection coefficient for $ka \leq 0.4$ as Fig. 9(a). We estimate the velocity and thickness of the fracture zone by the same procedure as for the case of normal incidence. The best-fit model is estimated as $v/\beta = 0.682$ and $w = 9.59a$ and the calculated reflection coefficient from the single low-velocity layer model is plotted by the solid curve in Fig. 9(b). The velocity structure is not estimated correctly; it is obvious that the width is underestimated. Moreover the velocity is also underestimated by the analysis of the reflection coefficient for the case of oblique incidence; $v/\beta$ of this cracked zone model is estimated to be $0.910$ for $ka = 0.5$ in the preceding section. Such a misestimate for the oblique incidence is considered to be caused by seismic anisotropy of parallel cracks. The wavenumber dependence is similar to that for the case of normal incidence in the high wavenumber range; the mean value seems to be almost constant for $ka > 1.0$ but somewhat smaller than that in Fig. 9(a) although the error range is very large. The smaller amplitudes of the reflected waves can be explained from the characteristics of $SH$-type motion; there is a smaller resistance to the incident wave represented by eq. (1) for smaller $\varphi$ as stated in the preceding section. However, the reflection coefficient at the high wavenumber range does not seem to depend on the crack density.

We now consider reflection from a single anisotropic layer equivalent to the cracked zone. Appendix A gives the definition of the coordinate system and the computation of the reflection coefficients of an anisotropic layer and the $SH$ wave velocity propagating in an anisotropic medium. Because the single anisotropic layer is equivalent to the cracked zone, $v$ in eq. (6) equals to $v_\varphi$ in eq. (A26) at the low wavenumber limit. Therefore, the relation between the crack density $va^2$ and the elastic constant $c_{3233}$ is obtained from eqs (6) and (A26) as

$$c_{3233} = \frac{\sin^2 \varphi (2 - \pi va^2 \sin^2 \varphi)^2}{4 - \cos^2 \varphi (2 - \pi va^2 \sin^2 \varphi)^2}.$$  \hspace{1cm} (7)

For $va^2 = 0.1$ and $\varphi = 90^\circ$, the elastic constant of the anisotropic layer equivalent to the cracked zone illustrated in Fig. 1 is obtained as $c_{3233} = 0.711\mu$ from eq. (7). The reflection coefficients calculated for the single anisotropic layer with $c_{3233} = 0.711\mu$, $c_{1212} = \mu$, $c_{2121} = 0$ and $w = 13.6a$ are plotted by the dotted curves in Fig. 9. This figure shows that the reflection coefficients calculated from the synthetic seismograms agree well with those of the anisotropic layer in the range of $ka \leq 0.4$ for both the cases of $\varphi = 90^\circ$ and $45^\circ$. Therefore, a fracture zone distributed parallel cracks is considered as an anisotropic layer rather than a low-velocity layer and the elastic constants, crack density and the thickness of the
The primary wave is amplified observed at stations beyond the cracked zone and the amplitude of the primary wave is largely attenuated beyond the cracked zone. The crack surfaces are assumed to be stress-free. When the incident wave is shorter than the crack length, the scattered waves are clearly observed in the synthetic seismograms and the amplitude of the primary wave is largely attenuated beyond the cracked zone. The crack scattering is dominant when the half-wavelength of the incident wave is close to the crack length. The values of $Q^{-1}$ are directly proportional to the crack density in the range of $va^2 < 0.1$ and consistent with those obtained by Kawahara & Yamashita (1992), who assumed Foldy’s (1945) approximation. Because they employed the idea of the mean wave formalism, their values of $Q^{-1}$ are those of the coherent wave motion scattered by randomly distributed cracks and do not mean the mean values obtained from the amplitudes of the single wave traces. However, coincidence of both results stands for the possibility that the values of $Q^{-1}$ estimated from real seismic waves are explained by those obtained by using mean wave formalism even for the case of densely distributed cracks. In addition we assume the case of the periodic distribution of cracks in a zone as an utterly different model in order to investigate the effect of spatial distributions on the attenuation and dispersion of seismic waves. When cracks are distributed densely ($va^2 = 0.1$), the values of $Q^{-1}$ for the periodic crack distribution appear to differ from those for the random distribution of cracks in the low wavenumber ranges. This suggests that the effect of multiple interactions among densely distributed cracks depends on not only the density but also the spatial distribution of cracks at low wavenumbers. Keller (1964) indicated that the effective properties of cracked materials depend on the higher-order statistics of the crack distribution for higher crack densities, which is also summarized by Hudson & Knopoff (1989). Varadan et al. (1989) introduced the pair-correlation function as the higher-order statistics of the crack distribution. Although these studies suggest that the spatial distributions of cracks have an effect on the properties of wave propagation for higher crack densities, the wavenumber dependence is not referred because the size of the scatterer is assumed to be small compared to the incident wavelength. The present paper reveals that the effect of the spatial distributions of cracks is visible for $Q^{-1}$ in the low wavenumber ranges. The accumulation of seismological measurements suggests that $Q^{-1}$ of $S$ waves in the lithosphere has a peak at around 0.5 Hz (e.g. Aki 1980). Considering our result that $Q^{-1}$ is more sensitive to the spatial distribution of cracks at lower wavenumbers, it will be possible to detect the temporal variation of $Q^{-1}$ associated with the earthquake occurrence process especially for $Q^{-1}$ below the frequency of 0.5 Hz estimated in the epicentral region of imminent large earthquakes because the crack distribution changes temporally in the crack coalescence process before large earthquakes (Yamashita & Knopoff 1989, 1992).

On the other hand our results on $(\beta - v)/\beta$ are always consistent with Kawahara & Yamashita’s (1992) in the range of $va^2 < 0.1$ and do not depend on the spatial distribution of cracks. This suggests that the multiple crack interactions have a smaller effect to the phase velocity and that the value of $\beta - v$ is directly proportional to the crack density even for the case of densely distributed cracks.
Although this conclusion was indicated for the static case by the previous works (Kachanov 1992; Davis & Knopoff 1995), it is revealed to be applicable for a wide wavenumber range in this paper. Therefore, the crack density can be estimated from the values of the phase velocity for the cases of densely distributed cracks even if the effect of the multiple crack interactions is not considered.

We can clearly observe the reflected waves in the synthetic seismograms. The wavenumber dependence of the reflection coefficients has peaks periodically in the low wavenumber range. The wavenumber dependence is identical with that of a single low-velocity layer and a cracked zone seems to be a low-velocity layer for incident long wavelengths. The velocity and thickness of the cracked zone are estimated by fitting the reflection coefficient to that of a single low-velocity layer. It is shown that the velocity structure is estimated correctly for the case of normal incidence. However, both the width and velocity are underestimated for the case of oblique incidence. Such a misestimate is considered to be caused by seismic anisotropy of parallel cracks. Therefore, it is possible to obtain a wrong structure from the analysis of the reflection coefficient if the fracture zone containing a number of parallel cracks is simply assumed as a low-velocity layer. Then we consider a single anisotropic layer equivalent to the cracked zone. The elastic constant of such an anisotropic medium is derived from the crack density at the long-wavelength limit. The reflection coefficients calculated from the synthetic seismograms are consistent with those of the anisotropic layer calculated from its elastic constants and thickness for both the cases of normal and oblique incidence. This means that a fracture zone distributed parallel cracks is considered as an anisotropic layer rather than a low-velocity layer for long incident wavelengths. Therefore, the elastic constants, crack density and the thickness of the fracture zone can be estimated from the frequency dependence of the reflection coefficients for long incident wavelengths. On the contrary the reflection coefficients are highly fluctuated station by station due to scattering and the periodical behaviour is lost in the high wavenumber range. The wavenumber dependence cannot be explained theoretically.

It is revealed from seismic observations that aligned cracks are densely distributed in a fault zone (Leary et al. 1987; Li et al. 1987). The crack density in a fault zone has been estimated on a basis of the static elastic properties of cracked media on the assumption of low wavenumber approximation (e.g. Leary et al. 1987). However, it is not possible to estimate the sizes of cracks based on such an assumption. In this paper, we investigate the elastic properties of media with densely distributed cracks in a wide wavenumber range so that the results obtained here will be the basis to estimate a dominant crack length in a fracture zone.

Some authors considering distribution of circular cracks in 3-D media. Gross & Zhang (1992), Zhang & Gross (1993) and Eriksson et al. (1995) calculated attenuation and dispersion of elastic waves propagating in a medium containing a random distribution of penny-shaped microcracks by using Foldy’s (1945) theory. They assumed a dilute distribution of cracks and neglected the effects of crack interactions. On the other hand, Hudson (1980) and a series of papers (e.g. Hudson 1986; Hudson et al. 1996) studied statistical elastic properties of media with distributed circular cracks in taking account of the second-order crack-crack interactions on the assumption of long wavelength approximation. There exists no study on crack scattering in 3-D media in consideration of the crack interactions for a wide wavenumber range. Further study is required to extend the present computations to 3-D simulations in order to detect crack distributions and investigate the mechanical properties of cracked media from seismic waves.

In the present paper, we assume the stress-free boundary condition on the crack surfaces. However, the existence of fluid is more realistic in cracked media. Some literature treats seismic wave propagation through material containing partially saturated cracks and/or fluid-saturated porous media with cracks although the incident wavelength is still assumed to be long compared to the size of cracks (Hudson 1988; Pointer et al. 2000; Hudson et al. 2001). In such media fluid flow occurs either within cracks or between cracks or cracks into a porous matrix. It is indicated that the movement of interstitial fluids within a cracked solid can have a significant effect on attenuation and dispersion of seismic waves even for long wavelength propagating through the solid (Pointer et al. 2000). It is also a future work that the present computations will include the effects of fluid flow.
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APPENDIX A: REFLECTION AND TRANSMISSION COEFFICIENTS AND SH WAVE VELOCITY OF AN ANISOTROPIC LAYER

We derive the reflection and transmission coefficients of a 2-D anisotropic layer according to Keith & Crampin (1977). We consider an anisotropic medium equivalent to the cracked zone shown in Fig. 1 and define the coordinate system as shown in Fig. A1, where the X1 axis is assumed to be parallel to the crack surfaces and a SH plane wave propagates in the X1 direction with the velocity β which is the shear wave velocity of the isotropic medium. A SH plane wave incident upon the lower boundary of the anisotropic medium is assumed in the form

\[ u_{01}(X_1, X_3) = \exp[-i\omega(t - X_3 \cos \varphi/\beta - X_1 \sin \varphi/\beta)] \quad \text{for} \quad X_1 < 0, \quad (A1) \]

where \( \varphi \) is the angle between the X1-axis and the propagation direction of the incident plane wave. Because \( \partial/\partial X_2 = 0 \) for a 2-D elastic medium, the equations of motion are

\[ \left( \rho \frac{\partial^2}{\partial t^2} - c_{22e} \frac{\partial^2}{\partial X_1 \partial X_3} \right) u_2 = 0, \quad k, n = 1, 3, \quad (A2) \]

where \( \rho \) is the density, \( c_{22e} \) are the elastic constants, \( u_2 \) is the X2 component of the displacement and the summation convention is understood. The solutions of eq. (A2) can be written as

\[ u_2(X_1, X_3) = a_2 \exp[-i\omega(t - q_2 X_3)], \quad (A3) \]

where \( a_2 \) is the amplitude, and \( q_2 \) and \( q_3 \) are the slowness in the X1 and X3 directions, respectively. By substituting eq. (A3) into eq. (A2), we obtain

\[ \rho - c_{22e} q_2 q_3 a_2 = 0. \quad (A4) \]

For non-zero \( a_2 \) we require

\[ \rho - c_{1122} q_1 q_3 - 2 c_{1223} q_2 q_3 - c_{2323} q_3^2 = 0. \quad (A5) \]

Thus three elastic constants, \( c_{1122}, c_{1223} \) and \( c_{2323} \) are necessary for a SH plane wave propagation in a 2-D anisotropic medium. Since the slowness in the X1 direction is given by

\[ q_1 = \cos \varphi/\beta. \quad (A6) \]
eq. (A5) is a quadratic equation for \( q_3 \) with real coefficients. Now we assume an anisotropic medium, where a SH plane wave propagates in the \( X_1 \) direction with the velocity \( \beta \). For \( \varphi = 0 \), eq. (A5) is reduced to

\[
\beta^2 c_{1223} q_3^2 + 2 \beta c_{1223} q_3 + c_{1212} - \mu = 0, \tag{A7}
\]

by substituting \( q_1 = 1/\beta \) and using \( \rho \beta^2 = \mu \), where \( \mu \) is the rigidity. The two roots of eq. (A7) are obtained as

\[
q_3 = \frac{-c_{1223} \pm \sqrt{c_{1223}^2 + 4 c_{1223}(\mu - c_{1212})}}{2 c_{1223}}, \tag{A8}
\]

where \( c_{1223} \neq 0 \). Because both of them equal to 0 for \( \varphi = 0 \), we obtain

\[
c_{1212} = \mu, \tag{A9}
\]

\[
c_{1223} = 0. \tag{A10}
\]

Thus only the elastic constant \( c_{1223} \) is necessary to define the assumed anisotropic medium. By using eqs (A6), (A9) and (A10) the two roots of eq. (A5) are obtained as

\[
q_3 = \pm \frac{\sin \varphi}{\beta} \sqrt{\frac{\mu}{c_{1223}}}. \tag{A11}
\]

When the two roots represented by eq. (A11) are written as \( q(1) \) and \( q(2) \), which correspond to the propagation directions of \( +X_3 \) and \( -X_3 \), respectively, a general solution of eq. (A2) are written in the form

\[
u_2(X_1, X_3) = \sum_{n=1}^{2} f(n) \exp[-i \omega(t - q_1 X_1 - q(n) X_3)], \tag{A12}
\]

where \( f(n) \) are relative excitation factors.

Next, we define a stress tensor \( \tau_{jk} \). Since we consider SH waves propagating in 2-D media, only one component is needed and given by

\[
\tau_{32} = \tau_{23} = c_{1223} \frac{\partial u_2}{\partial X_1} + c_{2323} \frac{\partial u_2}{\partial X_3}. \tag{A13}
\]

After using eq. (A12), eq. (A13) is reduced to

\[
\tau_{23} = i \omega q_1 \sum_{n=1}^{2} f(n) (c_{1223} + c_{2323} q(n)/q_1) \times \exp[-i \omega(t - q_1 X_1 - q(n) X_3)]. \tag{A14}
\]

We introduce the displacement-stress vector \( \mathbf{w} \) and vector \( \mathbf{f} \) of the excitation factors as follows:

\[
\mathbf{w} = (u_2 \tau_{23}/i \omega q_1)^T, \tag{A15}
\]

\[
\mathbf{f} = (f(1) f(2))^T. \tag{A16}
\]

The vector \( \mathbf{f} \) in eqs (A12) and (A14) is related to the vector \( \mathbf{w} \) at the interface \( (X_3 = 0) \) by

\[
\mathbf{w} = E \mathbf{f} \exp[-i \omega(t - q_1 X_1)], \tag{A17}
\]

where the \( 2 \times 2 \) matrix \( \mathbf{E} \) is

\[
\mathbf{E} = \begin{pmatrix} 1 & 0 \\ c_{1223} + c_{2323} q(1)/q_1 & c_{1223} + c_{2323} q(2)/q_1 \end{pmatrix}. \tag{A18}
\]

In an isotropic medium, eq. (A5) becomes

\[
\rho - \mu q_1^2 - \mu q_3^2 = 0 \tag{A19}
\]

because of \( c_{1212} = c_{2323} = \mu \) and \( c_{1223} = 0 \). Since \( q_1 \) is given by eq. (A6), eq. (A19) has the solutions

\[
\begin{align*}
q(1) &= \sin \varphi / \beta, \\
q(2) &= -\sin \varphi / \beta.
\end{align*} \tag{A20}
\]

For an isotropic medium, the matrix \( \mathbf{E} \) given in eq. (A18) becomes

\[
\mathbf{E} = \begin{pmatrix} 1 & 0 \\ \mu \tan \varphi & -\mu \tan \varphi \end{pmatrix}. \tag{A21}
\]

Now we refer to the lower and upper media as media 1 and 2, respectively. The displacement and stress are continuous across the
interface \((X_3 = 0)\), so that the boundary condition is
\[
E_1 f_1 = E_2 f_2, \tag{A22}
\]
where \(E_j\) and \(f_j\) are the matrix \(E\) and the vector of the excitation factors for the medium \(j\) \((j = 1, 2)\), respectively.

The reflection and transmission coefficients are obtained by eq. \((A22)\). When a \(SH\) plane wave is incident from an isotropic medium to an anisotropic medium, eq. \((A22)\) can be written as
\[
\left( \begin{array}{c}
1 \\
(c_{1223} + c_{2323} q_1/\beta q_1) \ c_{1223} + c_{2323} q_2/\beta q_1
\end{array} \right)
\left( \begin{array}{c}
T \\
0
\end{array} \right)
= \left( \begin{array}{c}
1 \\
(\mu \tan \varphi - \mu \tan \varphi)
\end{array} \right)
\left( \begin{array}{c}
1 \\
R
\end{array} \right), \tag{A23}
\]
where \(R\) and \(T\) are reflection and transmission coefficients at the interface. In the case of the plane wave incidence from an anisotropic medium to an isotropic medium, eq. \((A22)\) becomes
\[
\left( \begin{array}{c}
1 \\
(c_{1223} + c_{2323} q_1/\beta q_1) \ c_{1223} + c_{2323} q_2/\beta q_1
\end{array} \right)
\left( \begin{array}{c}
1 \\
R
\end{array} \right)
= \left( \begin{array}{c}
1 \\
(\mu \tan \varphi - \mu \tan \varphi)
\end{array} \right)
\left( \begin{array}{c}
T \\
0
\end{array} \right). \tag{A24}
\]

Once eqs \((A23)\) and \((A24)\) are solved, the reflection and transmission coefficients of an anisotropic layer can be obtained from those of the upper and lower boundaries of the anisotropic layer by the reflection and transmission operator method \((Kennett 1984)\).

The \(SH\) wave velocity \(v_a\) in the anisotropic medium can be calculated from
\[
1/v_a^2 = q_1^2 + q_3^2, \tag{A25}
\]
where \(q_1\) and \(q_3\) are given by eqs \((A6)\) and \((A11)\) for an assumed \(\varphi\). Eq. \((A25)\) is reduced to
\[
\frac{v_a}{\beta} = \frac{1}{\sqrt{\cos^2 \varphi + \mu \sin^2 \varphi/c_{2323}}}. \tag{A26}
\]