Inverse scattering problem for time dependent Hartree-Fock equations in the three-body case

Michiyuki Watanabe

Department of Mathematics, Hokkaido University, Kita 10, Nishi 8, Kita-Ku, Sapporo, Hokkaido 060-0810, Japan

(Received 22 September 2006; accepted 28 March 2007; published online 23 May 2007)

We consider an inverse scattering problem for time dependent Hartree-Fock equations in the three-body case. It will be shown that interaction potentials with simple forms are uniquely determined by the corresponding scattering data. We also give reconstruction formulas. © 2007 American Institute of Physics. DOI: 10.1063/1.2732171

I. INTRODUCTION

A. Hartree-Fock equation

Hartree equation and Hartree-Fock equation are nonlinear equations which are derived in order to obtain an approximate solution of an \( N \)-body linear Schrödinger equation. Let \( v_{jk}(x) \), \( 1 \leq j < k \leq N \) be the interaction potentials between \( j \)th and \( k \)th particles. Then, the dynamics of the quantum mechanical system is given by the \( N \)-body Schrödinger equation

\[
i\partial_t \Phi_N = -\sum_{j=1}^{N} \Delta_j \Phi_N + \sum_{1 \leq j < k \leq N} v_{jk}(x_j - x_k)\Phi_N,
\]

where \( x_j \in \mathbb{R}^n \) is the position of the \( j \)th particle and \( \Delta_j \) is the \( n \)-dimensional Laplacian in coordinates \( x_j \).

We briefly the derivation of the Hartree equation and the Hartree-Fock equation. As for the details see, e.g., Dirac, Kramer and Saraceno. Assume that the wave function \( \Phi_N \) is written by the separation of variables

\[
\Phi_N(t, x_1, \ldots, x_N) = u_1(t, x_1) u_2(t, x_2) \cdots u_N(t, x_N).
\]

Substituting this wave function to the \( N \)-body Schrödinger equation [Eq. (1)] and using the variation principle, the following equation for \( u_j \) (\( j = 1, \ldots, N \)), which is called the time dependent Hartree equation, is derived:

\[
i\partial_t u_j = -\Delta u_j + \sum_{k \neq j} (v_{jk} * |u_k|^2) u_j,
\]

where * is the convolution. We note that the wave function [Eq. (2)] does not satisfy symmetry properties. If we consider a fermionic \( N \)-body system, the wave function must satisfy the antisymmetry property. Hartree-Fock equation is derived in order to improve the wave function [Eq. (2)] to satisfy the antisymmetry property. Assume that the wave function is written by the so-called Slater determinant,
\[ \Phi_j(t, x_1, \ldots, x_N) = (N!)^{-1/2} \det(u_j(t, x_k))_{1 \leq j, k \leq N}. \quad (4) \]

Substituting this wave function to Eq. (1) and using variation principle, we obtain the following equation which is called the time dependent Hartree-Fock equation:

\[ i \partial_t u_j = - \Delta u_j + \sum_{k \neq j} (v_{jk} \ast |u_k|^2) u_j - \sum_{k \neq j} (v_{jk} \ast u_{jk}) u_k. \quad (5) \]

We note that solutions \( u_j, j = 1, 2, \ldots, N \) of Eq. (5) must be linearly independent. If they are linearly dependent, then the wave function [Eq. (4)] vanishes and it has no physical meaning.

The aim of this paper is to show that interactions \( v_{jk}(x) \) are uniquely determined by the scattering data, which is defined below, corresponding to the time dependent Hartree-Fock equation [Eq. (5)].

It should be mentioned that there are some results on inverse scattering problems for \( N \)-body Schrödinger equations. For instance, Wang\(^{15}\) showed that short-range interactions are uniquely determined by the free-channel to free-channel scattering matrix at high energies. It is proved by Enss and Weder\(^3\) that the high velocity limit of the scattering operator of an \( N \)-body system determines uniquely the potential. Novikov\(^8\) simplified methods of high energy inverse scattering for the \( N \)-body Schrödinger operator given by Wang and by Enss and Weder. Vasy\(^{13}\) showed that two-body pair potentials are reconstructed from the three-body scattering matrix when the perturbations are exponentially decreasing. Uhlmann and Vasy\(^{12}\) showed that if all unknown interactions are small in the appropriate sense, then the two-cluster to two-cluster scattering matrix given at low energies determines the Fourier transform of the effective interaction in a ball.

Our approach to inverse scattering problems for \( N \)-body systems is different from the above-mentioned works. As far as the author is aware, there are no results available on inverse scattering problems for Hartree-Fock equations.

### B. Scattering for Equations (3) and (5)

Assume that functions \( v_{jk}(x) \) tend to zero sufficiently fast as \( |x| \to \infty \). Then, we expect that there exist solutions \( u_j \) of Eq. (3) or (5) which tend to free solutions \( U_j^{(s)}(t, x) \) (solutions of the linear equation),

\[ i \partial_t U_j^{(s)} = - \Delta U_j^{(s)}, \quad U_j^{(s)}(0, x) = \phi_j^{(s)}(x), \]

as \( t \to \pm \infty \). In fact, if \( v_{jk}(x) \) satisfies the condition

\[ |v_{jk}(x)| \leq c|x|^{-\sigma}, \quad 2 \leq \sigma \leq 4 \text{ and } \sigma < n, \quad (6) \]

then solutions of Eq. (3) or (5) tend to free solutions as \( t \to \pm \infty \).

**Theorem 1.1:** There exists \( \rho > 0 \) such that for any

\[ \phi_j^{(-)} \in \mathcal{D}_{\rho} = \{ \phi \in H^1; \|\phi\|_{H^1} < \rho \}, \quad j = 1, 2, \ldots, N, \]

there exists a unique solution of Eq. (3) or (5),

\[ u_j \in L^1(\mathbb{R}; H^1) \cap L^\infty(\mathbb{R}; H^1), \quad 1/q = 1/2 + 2/(3n), \]

satisfying

\[ \lim_{t \to \pm \infty} \|u_j(t, \cdot) - U_j^{(-)}(t, \cdot)\|_{H^1} = 0. \]

Moreover, for these solutions there exist \( \phi_j^{(+)} := U_j^{(+)}(x, 0) \) such that

\[ \lim_{t \to \pm \infty} \|u_j(t, \cdot) - U_j^{(+)}(t, \cdot)\|_{H^1} = 0. \]

The map \( S: \phi^{(-)} \to \phi^{(+)} \) is called the scattering operator and defined by

\[ u_j(t, x) = U_j^{(+)}(x, t), \quad t \to \pm \infty, \]
where $\phi^{(s)}_i = (\phi_i^{(s)}_1, \ldots, \phi_i^{(s)}_N)$, $H_{ij} = -\Delta$, $F_j(u(t))$ denotes the nonlinearity of the equation, and $u = (u_1, \ldots, u_N)$ is a solution of equations. In the case of the Hartree equation [Eq. (3)] $F_j$ is given by

$$F_j(u(t))(x) = \sum_{k \neq j}^N (v_{jk} * |u_k|^2)u_j,$$

where $u(t)$ is the solution of the Hartree equation [Eq. (3)]. In the case of the Hartree-Fock equation $F_j$ is given by

$$F_j(u(t))(x) = \sum_{k \neq j}^N (v_{jk} * |u_k|^2)u_j - \sum_{k \neq j}^N (v_{jk} * u_j \bar{u}_k)u_k,$$

where $u(t)$ is the solution of the Hartree-Fock equation [Eq. (5)]. We call the set of functions \{\(S_j(\phi(x), \phi_j(x))\) \(j=1, \ldots, N\) the scattering data. Theorem 1.1 is essentially due to Mochizuki. A similar result was obtained by Wada. 14

C. Problem and result

The problem which we consider in this paper is: Given functions $S_j(\phi(x))$ and $\phi_j(x)$, find unknown functions $v_{jk}(x)$, $1 \leq j < k \leq N$. Mathematically speaking, solve the integral equation [Eq. (7)] for $v_{jk}(x)$, given function $S_j(\phi(x))$ and $\phi_j(x)$.

It seems to be difficult to solve this problem in the general situation. One of the reasons is that the problem is to determine unknown functions $v_{jk}$ from given functions \{\(S_j(\phi(x), \phi_j(x))\), $1 \leq j < k \leq N\}; namely, the number of unknown functions ($\approx N^2$) is more than the number of given functions ($\approx N$) in general. Only for the three-body case are they equal. Moreover, the integral equation [Eq. (7)] is nonlinear for $v_{jk}(x)$. Hence, it is very difficult technically to solve Eq. (7) explicitly. Therefore, as a first attack, we consider a simple case, namely, the three-body case $N = 3$ for simple pair interaction potentials,

$$v_{jk}(x) = v_{kj}(x) = \lambda_{jk}|x|^{-\sigma_{jk}}, \quad 1 \leq j, k \leq 3,$$

where $\lambda_{jk} \in \mathbb{R}$ and $\sigma_{jk}$ are constants such that

$$2 \leq \sigma_{jk} \leq 4 \text{ and } \sigma_{jk} < n.$$  

In this situation, we can show that the scattering data uniquely determine interactions, that is, $\lambda_{jk}$ and $\sigma_{jk}$, $1 \leq j, k \leq 3$. In other words, we can determine the size and decay rate of interactions from the scattering data.

To state our results we introduce some notations. Put

$$T_j[\phi] := \lim_{\varepsilon \to 0} i \varepsilon^{-1/2}(S_j - I_j)[\phi], \quad j = 1, 2, 3,$$

where $\phi = (\phi_1, \phi_2, \phi_3)$, $I_j(\phi) = \phi_j$, and $(\cdot, \cdot)_{L^2}$ denotes the inner product in $L^2(\mathbb{R}^n)$. We denote by $Y$ the set of functions $f(x)$ in the Schwartz space whose Fourier transform $\hat{f} \in C_0(\mathbb{R}^n)$. In the case where $N = 3$, $\lambda_{jk}$ and $\sigma_{jk}$ are simply denoted $\lambda_j$ and $\sigma_j$, respectively. In this paper we show the following.

**Theorem 1.2:** There exist $\phi \in B := \{\phi = (\phi_1, \phi_2, \phi_3), \phi_j \in Y; \phi_j \neq c \phi_3, 1 \leq j, k \leq 3, c \in \mathbb{R}\}$ such that following formulas hold for any positive $R \neq 1$:
\[
\sigma_1 = 2n + 2 + \log_R \left( \frac{T_1[\phi_R] + T_2[\phi_R] - T_3[\phi_R]}{T_1[\phi] + T_2[\phi] - T_3[\phi]} \right),
\]

\[
\sigma_2 = 2n + 2 + \log_R \left( \frac{T_2[\phi_R] + T_3[\phi_R] - T_1[\phi_R]}{T_2[\phi] + T_3[\phi] - T_1[\phi]} \right),
\]

\[
\sigma_3 = 2n + 2 + \log_R \left( \frac{T_3[\phi_R] + T_1[\phi_R] - T_2[\phi_R]}{T_3[\phi] + T_1[\phi] - T_2[\phi]} \right),
\]

where \( \phi_R(x) = \phi(Rx) \), and

\[
\lambda_1 = \frac{1}{2(a_1 - b_1)} (T_1[\phi] + T_2[\phi] - T_3[\phi]),
\]

\[
\lambda_2 = \frac{1}{2(a_2 - b_2)} (T_2[\phi] + T_3[\phi] - T_1[\phi]),
\]

\[
\lambda_3 = \frac{1}{2(a_3 - b_3)} (T_3[\phi] + T_1[\phi] - T_2[\phi]),
\]

where

\[
a_1 = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma_1} \ast |U_1(t, \cdot)|^2(x)|U_2(t,x)|^2 dx dt,
\]

\[
a_2 = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma_2} \ast |U_2(t, \cdot)|^2(x)|U_3(t,x)|^2 dx dt,
\]

\[
a_3 = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma_3} \ast |U_3(t, \cdot)|^2(x)|U_1(t,x)|^2 dx dt,
\]

\[
b_1 = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma_1} \ast U_1(t, \cdot) \overline{U_2(t, \cdot)})(x) \overline{U_1(t,x)} U_2(t,x) dx dt,
\]

\[
b_2 = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma_2} \ast U_2(t, \cdot) \overline{U_3(t, \cdot)})(x) \overline{U_2(t,x)} U_3(t,x) dx dt,
\]

\[
b_3 = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma_3} \ast U_3(t, \cdot) \overline{U_1(t, \cdot)})(x) \overline{U_3(t,x)} U_1(t,x) dx dt.
\]

**Remark 1:** As has been mentioned, the solution of Eq. (5) must be linearly independent. Hence, the condition \( \phi_j \neq c \phi_k, 1 \leq j, k \leq 3 \) in Theorem 1.2 seems to be natural in the physical point of view. On the other hand, linearly independence of the solution for the Hartree equation [Eq. (3)] is not necessary and the formulas for the Hartree equation, in fact, hold for any \( \phi_j \in H^1, j = 1, 2, 3 \). The result for the Hartree equation case is given in Sec. IV.
D. Known results

The Hartree equation and the Hartree-Fock equation are nonlinear equations. Hence, our problem is an inverse scattering problem for nonlinear equations. In 1973, Morawetz and Strauss\textsuperscript{7} considered the inverse scattering problem for the nonlinear Klein-Gordon equation

\[ u_{tt} - \Delta u + m^2 u + gu^3 = 0, \quad (t,x) \in \mathbb{R} \times \mathbb{R}^3, \]  

where \( m > 0, \ g > 0 \). It was proved that the coupling constant \( g \) is uniquely determined by the corresponding scattering operator. Moreover, a reconstruction formula was given. They also proved that this result is extended to the equation where \( gu^3 \) is replaced by any interaction function \( f(u) \) which is odd and analytic. Since \( f(u) \) is analytic, it is enough to determine each coefficient in the expansion of \( f(z) \). These results, therefore, mean that a scattering operator uniquely determines constant coefficients of nonlinear equations.

Strauss\textsuperscript{11} extended the above results to nonlinear Schrödinger equations and nonlinear Klein-Gordon equations with a variable coefficient. He proved that for the following nonlinear Schrödinger equation with power-type nonlinearity,

\[ i\partial_t \mu = -\Delta \mu + V(x)|\mu|^{p-1}\mu, \quad (t,x) \in \mathbb{R} \times \mathbb{R}^n, \]

the coefficient \( V(x) \) of the nonlinear part is uniquely determined by the corresponding scattering operator and gave a reconstruction formula under the suitable condition on \( p \) and \( V(x) \). This result was also applied to the nonlinear Klein-Gordon equation with the power-type nonlinearity.

Weder\textsuperscript{19–24} has extended the above results to more general nonlinear Schrödinger and nonlinear Klein-Gordon equations with power-type nonlinearity. He proved that the corresponding scattering operator uniquely determines not only the variable coefficient of nonlinear part, but also the one of linear part. Moreover, reconstruction formulas were given. In Weder\textsuperscript{25,26} the scattering problem and the inverse scattering problem for the nonlinear Schrödinger equation with power-type nonlinearity were considered on the half line.

The application of the above results to a Hartree-type equation, whose nonlinearity is the form \((v * |\mu|^2)u\), was studied by Watanabe.\textsuperscript{16–18} Contrary to the power-type case, a reconstruction formula for Hartree-type nonlinearities, i.e., \( v \), has not been given yet. In a particular case \( v = \lambda |x|^{-\sigma} \), where \( \lambda \) and \( \sigma \) are constants, reconstruction formulas were given by Watanabe.\textsuperscript{18} In the case of general function \( v(x) \), a uniqueness result was proven by Sasaki and Watanabe\textsuperscript{10} for the Hartree equation [Eq. (3)] and the nonlinear Klein-Gordon equation. Sasaki\textsuperscript{9} extended the results in Watanabe\textsuperscript{18} to the equation where a constant \( \lambda \) is replaced by a function \( \lambda(x,y) \).

We should mention that inverse scattering problems for stationary nonlinear Schrödinger equations (nonlinear Helmholtz equations) with power-type nonlinearity were considered by Jalade\textsuperscript{4} and by Aktosun et al.\textsuperscript{1}

Theorem 1.2 is an application of the result in Watanabe\textsuperscript{18} to the Hartree-Fock equation [Eq. (5)]. The difficulty of the inverse scattering problem for the Hartree-Fock equation is to characterize \( \phi_j \), \( j = 1, 2, 3 \) such that formulas in Theorem 1.2 hold. By controlling supports of function \( \phi_j(x) \), an existence of the scattering data satisfying formulas in Theorem 1.2 is proved.

II. PRELIMINARY LEMMAS

We need some notations and some lemmas. Denote by

\[ U(t) = (U_1(t,x), U_2(t,x), U_3(t,x)) \]

the free solution with the initial data \( \phi(x) = (\phi_1(x), \phi_2(x), \phi_3(x)) \). We will write \( U_j(t,x) = (e^{-iA_00_j} \phi_j)(x) \).

**Lemma 2.1:** Let \( v_p(x) \) satisfy Eq. (6). Then, for any \( \phi_j \in H^1, \ j = 1, 2, 3 \), the small amplitude limit of the scattering operator \( T^\phi_j \) exists and
where $F_j(U(t))$ is Eq. (8) or (9).

**Proof:** The Hartree nonlinearity case [Eq. (8)] proved in Sasaki and Watanabe.\(^{10}\) Noting that

\[
[v_{jk} * u_k \bar{u}_k]u_k = [v_{jk} * u_k \bar{u}_k]w_k + [v_{jk} * \bar{u}_k w_j]U_k + [v_{jk} * \bar{w}_k U_j]U_k + [v_{jk} * U_j \bar{U}_k]U_k,
\]

where $w_j = u_j - U_j$, we can prove identity (13) similarly for case (8). \(\square\)

**Lemma 2.2:** Let $2 \leq \sigma \leq 4$ and $\sigma < n$. Then, for any $\phi_j, \phi_k \in H^1 \ (j, k \in \mathbb{N})$

\[
B = \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|x|^{-\sigma} \ast U_j(t, \cdot) \overline{U_k(t, \cdot)})(x) \overline{U_j(t, x)} U_k(t, x) dx dt
\]

is real number.

**Proof:** The case $j = k$ is obvious. If $j \neq k$, then Fubini’s theorem allows us to show that

\[
B = \int_{\mathbb{R}} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (x-y|^{-\sigma} U_j(t,y) \overline{U_k(t,y)} U_k(t,x) dy dx dt
\]

\[
= \int_{\mathbb{R}} \int_{\mathbb{R}^n} (|y|^{-\sigma} \ast \overline{U_j(t, \cdot)} U_k(t, \cdot))(y) U_j(t,y) U_k(t,y) dy dt = B.
\]

\(\square\)

**Lemma 2.3:** For any $R > 0$ and $\phi \in H^1$ we have

\[
(e^{-itH_0}\phi_R)(x) = (e^{-it^2H_0}\phi)(Rx)
\]

and

\[
\int_{\mathbb{R}^n} (|x|^{-\sigma} \ast \phi_R) \phi_R(x) dx = R^{\sigma-2n} \int_{\mathbb{R}^n} (|x|^{-\sigma} \ast \phi) \phi(x) dx.
\]

**Proof:** These identities follow from a straightforward computation. See, e.g., Watanabe.\(^{18}\) \(\square\)

### III. PROOF OF THEOREM 1.2

We denote by $\mathcal{F}$ the Fourier transform. Put $V_j(x) = \lambda_j|x|^{\sigma_j}$. In the case where $N=3$ we can write

\[
\begin{align*}
F_1(u)(x) &= \{(V_1 \ast |u_2|^2) + (V_3 \ast |u_3|^2)\} u_1 - \{(V_1 \ast \bar{u}_2 u_1) u_2 + (V_3 \ast \bar{u}_3 u_1) u_3\}, \\
F_2(u)(x) &= \{(V_1 \ast |u_1|^2) + (V_2 \ast |u_3|^2)\} u_2 - \{(V_1 \ast \bar{u}_1 u_2) u_1 + (V_2 \ast \bar{u}_3 u_2) u_3\}, \\
F_3(u)(x) &= \{(V_3 \ast |u_1|^2) + (V_2 \ast |u_2|^2)\} u_3 - \{(V_3 \ast \bar{u}_1 u_3) u_1 + (V_2 \ast \bar{u}_2 u_3) u_2\}.
\end{align*}
\]

It follows from Lemma 2.1 and Lemma 2.2 that

\[
\begin{align*}
T_1[\phi] &= \lambda_1 a_1 + \lambda_3 a_3 - \lambda_1 b_1 - \lambda_3 b_3, \\
T_2[\phi] &= \lambda_1 a_1 + \lambda_2 a_2 - \lambda_1 b_1 - \lambda_2 b_2, \\
T_3[\phi] &= \lambda_3 a_3 + \lambda_2 a_2 - \lambda_3 b_3 - \lambda_2 b_2.
\end{align*}
\]

A simple computation shows that
We then have formulas for $\lambda_j$ if $a_j - b_j \neq 0$, $j = 1, 2, 3$. The proof is similar for $a_2 \neq b_2$ and $a_3 \neq b_3$. Assume that $a_1 = b_1$ for any $\phi \in \mathcal{B}$. Then, it follows from Plancherel’s theorem that the identity

$$\int_{\mathbb{R}} \int_{\mathbb{R}^n} \hat{V}_1(\xi) \left| \mathcal{F}(U_2) - \mathcal{F}(U_1) \right|^2 d\xi dt = 0 \quad (16)$$

holds for any $\phi \in \mathcal{B}$, where $\hat{V}_1(\xi) = C|\xi|^{-n+\sigma}$. We note that if $\phi_1(x) \neq c\phi_2(x)$ for any $c \in \mathbb{R}$ and $x \in \mathbb{R}^n$, then

$$\mathcal{F}(U_2)^2 \mathcal{F}(U_1)^2 = |\mathcal{F}(U_2 U_1)|^2.$$ 

In fact, assume that they are equal. Then, from the identity $\mathcal{F}(U_2)^2(0,0) = \|\phi_2\|_{L^2}^2$, we have $\|\phi_1\|_{L^2} \|\phi_2\|_{L^2} = |(\phi_2, \phi_1)_{L^2}|$ at the point $(t, \xi) = (0,0)$. This contradicts the linear independence of $\phi_1$ and $\phi_2$.

We denote by $B_a(b)$ a ball with center $b$ and radius $a$. Taking $\psi \in \mathcal{B}$ such that $\text{supp} \psi_1(\xi) \subset B_{e_1}(\chi_1)$, $j = 1, 2$, we find

$$\text{supp} \mathcal{F}(\tilde{U}_2 U_1)(t, \xi) \subset \mathbb{R} \times B_{e_1+e_2}(\chi_1-\chi_2).$$

We write $\varepsilon = \min\{e_1, e_2\}$. Since $\text{supp} \mathcal{F}(U_2^2)(t, \xi) \subset \mathbb{R} \times B_{2e_2}(0)$,

$$\text{supp} \mathcal{F}(U_2^2)(t, \xi) \subset \mathbb{R} \times B_{2^2}(0).$$

Note that $|\mathcal{F}(\tilde{U}_2 U_1)(t, \xi)| \leqslant \|\psi_0\|_{L^2} \|\psi_2\|_{L^2}$. Thus, we can choose $e_1$, $e_2$, $\chi_1$, and $\chi_2$, so that

$$\int_{\mathbb{R}} \int_{\mathbb{R}^n} \hat{V}_1(\xi) \mathcal{F}(U_2^2) \mathcal{F}(U_1^2) d\xi dt < \int_{\mathbb{R}} \int_{\mathbb{R}^n} \hat{V}_1(\xi) |\mathcal{F}(\tilde{U}_2 U_1)|^2 d\xi dt.$$

This contradicts Eq. (16).

We would like to derive formulas for $\sigma_j$. By virtue of Lemma 2.3 and Eq. (15), it follows from a straightforward computation that for any $R > 0$ and $\phi \in H^1$ we have

$$\begin{align*}
T_1[\phi_R] + T_2[\phi_R] - T_3[\phi_R] &= R^{n-2n/2}(T_1[\phi] + T_2[\phi] - T_3[\phi]), \\
T_2[\phi_R] + T_3[\phi_R] - T_1[\phi_R] &= R^{n-2n/2}(T_2[\phi] + T_3[\phi] - T_1[\phi]), \\
T_3[\phi_R] + T_1[\phi_R] - T_2[\phi_R] &= R^{n-2n/2}(T_3[\phi] + T_1[\phi] - T_2[\phi]).
\end{align*}$$

As has been proved, there exists a $\phi \in \mathcal{B}$ such that

$$T_1[\phi] + T_2[\phi] - T_3[\phi] = 2\lambda_j(a_j - b_j) \neq 0, \quad 1 \leq j \neq k \neq l \leq 3.$$ 

Thus, formulas for $\sigma_j$, $j = 1, 2, 3$ are obtained.

The proof is complete.

IV. REMARK

In the case of Hartree equation [Eq. (3)], we do not need to assume the linear independence of each component of $\phi$. In fact, for case (8), we have

\[ T_1[\phi] + T_2[\phi] - T_3[\phi] = 2\lambda_j(a_j - b_j) \neq 0, \quad 1 \leq j \neq k \neq l \leq 3. \]
\[ T_1[\phi] = \lambda_1 a_1 + \lambda_3 a_3, \quad T_2[\phi] = \lambda_1 a_1 + \lambda_2 a_2, \quad T_3[\phi] = \lambda_2 a_2 + \lambda_3 a_3. \]

Then, a simple computation shows that
\[ T_1[\phi] + T_2[\phi] - T_3[\phi] = 2\lambda_1 a_1, \quad T_2[\phi] + T_3[\phi] - T_1[\phi] = 2\lambda_2 a_2, \]
\[ T_3[\phi] + T_1[\phi] - T_2[\phi] = 2\lambda_3 a_3. \]

If \( \phi_j \neq 0 \), then obviously \( a_j \neq 0 \), \( 1 \leq j \leq 3 \). Hence, we obtain the following result by the same computation as we did to derive the formulas in Theorem 1.2.

**Theorem 4.1:** For any \( 0 \neq \phi_j \in \mathcal{H}^1 \), \( 1 \leq j \leq 3 \) and any \( 1 \neq R > 0 \), we have

\[
\sigma_1 = 2n + 2 + \log_R \left( \frac{T_1[\phi_R] + T_2[\phi_R] - T_3[\phi_R]}{T_1[\phi] + T_2[\phi] - T_3[\phi]} \right),
\]
\[
\sigma_2 = 2n + 2 + \log_R \left( \frac{T_2[\phi_R] + T_3[\phi_R] - T_1[\phi_R]}{T_2[\phi] + T_3[\phi] - T_1[\phi]} \right),
\]
\[
\sigma_3 = 2n + 2 + \log_R \left( \frac{T_3[\phi_R] + T_1[\phi_R] - T_2[\phi_R]}{T_3[\phi] + T_1[\phi] - T_2[\phi]} \right),
\]

where \( \phi_R(x) = \phi(Rx) \), and

\[
\lambda_1 = \frac{1}{2a_1} (T_1[\phi] + T_2[\phi] - T_3[\phi]),
\]
\[
\lambda_2 = \frac{1}{2a_2} (T_2[\phi] + T_3[\phi] - T_1[\phi]),
\]
\[
\lambda_3 = \frac{1}{2a_3} (T_3[\phi] + T_1[\phi] - T_2[\phi]),
\]

where

\[
\begin{align*}
a_1 &= \int_R \int_{\mathbb{R}^n} (|x|^{-\sigma_1} \ast |U_1(t, \cdot)|^2(x)|U_2(t,x)|^2) dx dt, \\
a_2 &= \int_R \int_{\mathbb{R}^n} (|x|^{-\sigma_2} \ast |U_2(t, \cdot)|^2(x)|U_3(t,x)|^2) dx dt, \\
a_3 &= \int_R \int_{\mathbb{R}^n} (|x|^{-\sigma_3} \ast |U_3(t, \cdot)|^2(x)|U_1(t,x)|^2) dx dt.
\end{align*}
\]