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ABSTRACT

This thesis studies how a temperate valley glacier flows under the control of basal conditions.
To investigate the influence of basal conditions on the glacier flow field, field measurements
were carried out with high temporal resolutions at Lauteraargletscher in the Swiss Alps
during the ablation season. The measurements and subsequent data analyses focus on the
relationship between surface velocity and subglacial water pressure, surface vertical movement
(uplift), and temporal variations in vertical strain. A glacier flow model is developed to study
general effects of basal perturbation on the flow field, and is used to interpret the observed

short-term flow variations.

Clear diurnal variations in surface velocity were observed in the mid ablation season, and the
velocity was correlated with subglacial water pressure during this period. The glacier was
accelerated significantly when the water pressure raised up close to the overburden pressure.
Detailed examination of the relationship showed that the velocity is larger when the pressure
increases than it decreases under the identical water pressure. This hysteresis is understood
as the result of pushing force conveyed through ice from a few kilometers upper reach of the

glacier.

Diurnal variations were also found in vertical strain, which was tensile during the daytime
and compressive during the nighttime with an order of 10™*. This observation implies that the
glacier flow regime switched from extending to compressive flow in a diurnal manner. Non-
uniformly distributed basal lubrication and its diurnal evolution can cause such change in the
flow regime. The short-term variations in vertical strain and the hysteresis in surface velocity
indicate that the glacier flow is not a local phenomenon, but influenced by neighbouring flow

conditions.

Uplifts were frequently observed with surface velocity variations. Surface vertical dis-
placement was compared with vertical strain to determine the mechanism of the uplifts, and
it was concluded that vertical straining was the major cause in most cases. However, a sud-
den upward movement measured at a motion event cannot be ascribed to vertical strain, and

volume increase in subglacial water cavities is a plausible reason of the uplift.

General effects of spatially limited basal perturbation on the flow field was investigated with

a finite element flow model. Transmission of basal motion to the surface through non-linear
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viscous material (ice) was computed by numerical experiments. It was shown that the rate of
the transmission is dependent on the spatial scale of the basal perturbation. The experiments
also showed that the influence of local basal motion can reach a horizontal distance of 10 times

ice thickness.

The relationship between surface velocity and water pressure was simulated including
the effect of spatially distributed basal lubrication. The observed velocity hysteresis was
reproduced by allocating more lubricated bed condition in the upper reach of the glacier.
The diurnal vertical strain was also reproduced qualitatively by assuming diurnal evolution

of a basal slippery zone.

The field measurements show that subglacial water pressure controls short-term flow vari-
ations in temperate valley glaciers. Furthermore, detailed examinations of the data insist
that the flow of a glacier is not determined by local water pressure alone, because the in-
fluence of neighbouring basal condition cannot be neglected. Numerical investigations also
confirm the importance of basal lubrication in up- and downglacier areas to compute a flow
field. Therefore, the mechanical interaction with surrounding ice mass should be taken into

account, when glacier flow variations under the control of basal conditions are discussed.
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CHAPTER 1

GENERAL INTRODUCTION

1.1 Glacier Flow Mechanisms and Basal Processes

Glaciers flow with two mechanisms, internal ice deformation and basal motion. Owing to its
viscous nature, ice deforms as a consequence of gravity acting on itself. On the other side,
glaciers flow near the bed by various processes when the bed is lubricated with melt water.
Here, the term basal flow or basal motion is used to represent all the basal processes which
move glacier ice forward. Basal motion takes a dominant role in intra-annual flow variations
of a temperate glacier. This is because basal flow velocity is expected to fluctuate as a result of
the changes in the conditions at the glacier bed such as, water pressure variations, changes in
properties of sediments, evolution of the hydraulic system. These conditions are not spatially
uniform within a glacier and temporally fluctuate in a relatively short time when the glacier
is subjected to seasonal ablation. Accordingly, glacier flow variations during the ablation
season are not predictable, and it is not well understood how they are controled by basal
conditions. Not only in valley glaciers, basal motion crucially contribute to the dynamics of
Antarctic and Greenland ice sheets as well. Therefore, it is one of the major subjects in the
current glaciology to understand the basal flow processes and how it influences the overall

glacier flow.

Basal processes have been studied theoretically since Weertman (1957) proposed the first
model of ice sliding on a temperate bedrock. He formulated a sliding law by taking pressure
melting and refreezing (regelation) and creep enhancement as the mechanisms of sliding over
basal obstacles. Among the important analytical studies on the sliding over a periodically
wavy bedrock (Lliboutry, 1968; Nye, 1969; Kamb, 1970), Lliboutry introduced the formation
of basal water cavities. In his theory, ice sole separates from the bed at the lee side of a
bedrock bump when the ice glides over the bump. Basal stress concentrates on the upstream
side of the bump consequently, and it enhances ice deformation. This process is further
studied by numerical modeling (Iken, 1981), and basal sliding laws with taking into account
of cavity formation have been proposed (Schweizer and lken, 1992; Truffer and Iken, 1998).
One of the key findings in the field of glacier dynamics is the deformation of subglacial
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sediments. Boulton and Hindmarsh (1987) proposed a new process of glacier flow based on
their observation under a glacier. When a glacier is underlained by an unlithified sediment
layer, the sediment layer may deform and carry the ice mass on it forward. Iverson and others
(1995) measured shear strain rate and strength of the sediment layer under Storglacidren in
Sweden, and the results showed distinctive basal flow regime which is specific to a glacier on
a soft bed. Sediment deformation drew an attention in connection with the ice streams in
the West Antarctica. After a seismic sounding study suggested the existence of a thick water
saturated sediment layer under Whillans Ice Stream (Blankenship and others, 1986), bed
conditions of ice streams have been intensively studied. Based on the direct observation in
bottom reaching boreholes (Engelhardt and Kamb, 1997, 1998; Tulaczyk and others, 2000a, b;
Kamb, 2001), it has been shown that basal flow is dominant in streaming flow and mechanical

properties of the sediments take a key role in the basal flow process.

There are many basal flow processes, and most of them are controlled by subglacial water
and its pressure. The most essential example is the reduction of the friction at the ice-bed
boundary, which is expected when water submerges small obstacles on the bed. Water cavity
formation and its sustainability are also controled by water pressure. Once a water cavity is
formed, water pressure is considered to push the ice sole forward with hydraulic-jack effect
(Rothlisberger, 1981). In a water saturated sediment layer, porosity and pore water pressure
are important variables to determine mechanical properties of the layer (Iverson and others,
1998, 1999; Tulaczyk and others, 2000a). Tulaczyk and others (2000a, b) studied the effects
of water on mechanical properties of sediments retrieved from the bed of Whillans Ice Stream,
and argued that the basal melt rate switches on and off the streaming flow of the ice stream.
In general, basal flow is enhanced by high water pressure through bed lubrication, water

cavity formation, hydraulic-jack effect, and weakening of a subglacial sediment layer.

1.2 Short-term Flow Variations in Temperate Valley Glaciers

Because of the influence of melt water on basal motion, flow velocity of temperate glaciers
varies significantly during the ablation season (summarized in Willis, 1995). More than 100-
200% increase in the surface velocity within a day or less is often observed on temperate
valley glaciers. Some of them are triggered by sudden water input due to a rainstorm or
drainage of a supraglacial lake (Nolan and Echelmeyer, 1999), and others are presumably
caused by the surface melt condition most frequently in early spring (lken and Bindschadler,
1986; Gudmundsson, 2002; Mair and others, 2001, 2002) but also in other times in the
ablation season (Naruse and others, 1992; Bassi, 1999; Gudmundsson and others, 2000).
Such speed up is called in different ways as, motion event (Gudmundsson, 2002), speed up
event (Truffer and others, 2001), spring event, high-velocity event (Mair and others, 2001,
2002) or mini surges (Kamb and Engelhardt, 1987; Raymond and Malone, 1986). Because

all these phenomena are sudden changes in glacier motion which are intrinsically originated
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from the common cause (basal water condition), hereafter they are referred to as a motion
event without regard to the season or the source of water input to avoid confusion. Not only
at motion events, temperate glaciers change their flow velocity over various time scales from
a day to months. These velocity changes often have a correlation with surface melt rate or
precipitation, and the subglacial drainage condition also concerns with the flow variations. It
has been suggested from field observations that subglacial water pressure takes an important

role in short-term flow variations.

The relationship between subglacial water pressure and surface velocity is studied in sev-
eral glaciers. lken and Bindschadler (1986) measured surface velocity several times a day with
subglacial water pressure at Findelengletscher in Switzerland. They plotted surface velocities
against water pressure, and found that the velocity increases as the pressure rises up. In their
plot, surface velocity appears to have an asymptote at the water pressure equal to the ice
overburden pressure. Jansson (1995) made similar measurements at Storglacidren in Sweden,
and also found velocity increase under high water pressure condition. He applied a power
function to the data from Findelengletscher and Storglacidren to get an empirical relationship
between the velocity and pressure. Measurements at Variegated Glacier in Alaska by Kamb
and Engelhardt (1987) have slightly different background, because they were conducted on
a surging-type glacier within a few years before it surged. Water pressure dependence of
the surface velocity at Variegated Glacier was similar to those at Findelengletscher, except
the water pressure often rose above the overburden pressure. The results obtained in the
three glaciers agree in terms of two characteristics. Surface velocity increases nonlinearly as
subglacial water pressure rises up, and the velocity increase is significant when the pressure
approaches to the overburden pressure. Although a general feature of the relationship be-
tween water pressure and glacier flow is shown by these studies, detail of the relationship
is not clear because the measurement intervals are rather long. Flow velocity measurement
with higher temporal resolution for a longer period is needed for further investigation, but
such measurement is difficult to achieve with traditional instruments such as a theodolite or

an electric distance meter.

Another important aspect of short-term flow variation in temperate glaciers is vertical
movements of the surface. lken and others (1983) measured the horizontal and vertical
displacement of stakes on Unteraargletscher in Switzerland with intervals down to a few
hours. The glacier surface moved upward by 150 mm when horizontal velocity increased, and
this incidence was called uplift. They proposed an idea that the uplift was caused by volume
increase of subglacial water cavities. Detailed examination showed that the highest horizontal
velocity was obtained when the rate of elevation increase took its maximum rather than the
elevation itself. This observation conforms to the theoretical prediction, because Iken’s (1981)
numerical investigation showed that the rate of cavity volume increase is more relevant to the
basal flow velocity rather than the volume itself. Similar uplift is also observed by Kamb and

Engelhardt (1987) at Variegated Glacier during motion events. Glacier surface motion in the
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vertical direction can be understood as a consequence of elevation change of the glacier sole
and /or thickness change of the ice. Among the factors which may induce these two changes,
substantial contribution is expected from vertical strain of ice because strain rate regime can
be altered during a motion event. Therefore, vertical strain over the ice thickness should be
measured to determine the cause of uplift, but very few measurements have been carried out

with sufficiently high temporal resolution (Gudmundsson, 2002; Harrison and others, 1993).

1.3 Influence of Basal Motion on the Glacier Flow Field

Short-term flow velocity variations observed on the surface are caused by variations in basal
motion, but one must be aware that the surface observation collects information transfered
from the bed to the surface through ice. Because ice flows as a viscous material, basal motion
diffuses away from the point to the surrounding area and only a part of the motion reaches
the surface. Correspondingly, basal velocity at a point cannot be determined from surface
observations even if the basal conditions at that point are well specified. When the bed is
partly lubricated, basal stress at the point is reduced and transfered to other regions of the bed
to support the total gravitational force acting on the glacier. Consequently, stress increases
at some other regions and it enhances ice deformation there. This deformation controls the
basal flow at the lubricated region through stress coupling of ice. These processes indicate
that basal flow velocity at a point is determined by the enhanced deformation nearby and
the stress transfered from the surrounding ice mass by mechanical coupling. Therefore, the
influence of basal conditions on glacier flow cannot be local, but spatial distribution of the

conditions determines the flow field of a glacier.

The foregoing idea is well accepted in glaciology, but clear observation of the internal
glacier flow field under the influence of basal motion are missing, because of the difficulty of
flow measurements within a glacier. Borehole tilt measurement is one of the means to obtain
internal velocity (Raymond, 1971; Copland and others, 1997; Harper and others, 1998), but
temporal resolution of the measurement is usually more than a week. Basal flow velocity has
been directly measured in boreholes using a drag spool (Blake and others, 1994; Engelhardt
and Kamb, 1998) or a video camera (Pohjola, 1993), but such measurements are still limited
to a few glaciers and the interpretation of data taken under a glacier is not straightforward.
Therefore, short-term flow variations have been observed mostly on the surface of glaciers,

and a high resolution measurement within a glacier is demanded.

Theoretical investigation is an alternative approach to study the influence of basal mo-
tion on the flow field. Balise and Raymond (1985) studied two dimensional flow fields with
perturbed basal motion in different spatial scales. Although their analytical solution is re-
stricted to a Newtonian fluid, it was clearly shown that the propagation of basal motion to the
surface is strongly dependent on the length scale of the perturbation. Perturbation analysis

was also applied to non-linearly viscous glaciers by Bahr and others (1994) to evaluate the
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accuracy of the calculation of englacial velocity distribution from surface observations. They
concluded that the errors in calculated englacial velocities increase at an exponential rate
with depth, which hinders the calculation of basal perturbation with wavelength less than
the ice thickness. It implies that short-length scale information at the bed is filtered out and
not able to appear on the surface. The transmission of slipperiness and topographic anomaly
from the bed to the surface was further studied by Gudmudsson and others (Gudmundsson
and others 1998; Gudmundsson, 2003). His method was used to interpret the stripe observed
on the surface of an ice stream in Antarctica, and can be a strong tool to deduce the bed
condition from surface observations. Blatter and others (Blatter, 1995; Blatter and others,
1998) developed a numerical scheme to introduce higher order stress components into non-
Newtonian flow, and computed glacier flow field on a partly sliding bed. This scheme was
utilized to simulate three-dimensional flow field measured in Haut Glacier d’Arolla, Switzer-
land (Hubbard and others, 1998), and the prescribed basal boundary condition is discussed
with the subglacial water pressure distribution. All these previous studies indicate that the
inclusion of longitudinal deviatoric stress components is necessary in glacier flow modelling to
deal with a spatially non-uniform basal condition unless the horizontal length scale is much

larger than the ice thickness.

1.4 Objectives of This Study

The objective of this study is to find the cause and the physical process of short-term flow
variations in temperate valley glaciers. This objective is achieved by field measurement and

numerical investigation.

In the observational part, measurements are carried out with high temporal resolution
during the ablation season at Lauteraargletscher, a temperate valley glacier in Switzerland.
Specifically, objectives of the measurements are to obtain clear observational data for the

following three items.

(1) Relationship between surface flow velocity and subglacial water pressure
(2) Vertical movement of the glacier surface (uplift)

(3) Temporal variations in the vertical strain within a glacier

Hourly surface velocities are compared with subglacial water pressure to obtain their rela-
tionship with regard to the overburden pressure. The possibility of subglacial water cavity
opening is discussed by comparing vertical strain with surface uplift. From the vertical strain
measured at different depths, vertical distribution of the strain and its temporal variation
are computed. The results obtained in the field measurements are combined to hypothesise

about the cause and process of the short-term flow variation.



CHAPTER 1. GENFERAL INTRODUCTION

In the theoretical part, flow fields in a longitudinal cross section of a conceptional glacier
are computed with prescribed basal boundary conditions with a numerical flow model. The
model is used to investigate the general pattern of the flow field under the condition of spa-
tially non-uniform basal motion. Then, the measured short-term flow variations are simulated
with the model by prescribing spatial distribution and temporal variation of basal lubrication
in order to test the hypothesis proposed for the field data. The numerical experiments give

an insight into the effects of spatially distributed basal slipperiness on the flow field.



CHAPTER 2

FIELD MEASUREMENTS

In order to study the influence of the basal condition on the glacier flow field, measurements
were made on (flow velocity), within (vertical strain), and under (water pressure) a temperate
valley glacier. The measurements were performed with high temporal resolution, so that the
reaction of the glacier flow to rapid changes in water pressure can be detected. This field
study mainly focuses on intradaily flow variations, but the observations made throughout
the ablation season are expected to show seasonal changes in the flow regime and the basal

condition.

2.1 Study Site

The field measurements were carried out at Lauteraargletscher, one of the constituents of
a valley glacier system in the Bernese Alps, Switzerland (Fig. 2.1a). Lauteraargletscher
is about 5 km long, 1 km wide, and considered to be temperate according to temperature
measurements in other glaciers in the Alps. It originates at 3100 m a.s.l., and merges with
Finsteraargletscher at 2400 m a.s.l. into the common tongue of the glacier system, Un-
teraargletscher. From the confluence area, Unteraargletscher descends 6 km eastwards and
terminates at 2000 m a.s.d.. Including the other tributary, Strahlegggletscher, the glacier

system has a surface area of 28 km? in total.

The history of glaciological study in this region goes back to the 19th century. Following
the pioneering works by Hugi and Agassiz (1840), systematic glacier measurements have been
carried out since the early 20th century by requests of a hydroelectric power company. In
terms of the dynamic behaviour of the glacier, intra annual variations in the surface velocity
were already recognized in the early measurements with an automatic camera (Haefeli, 1970),
and recent studies on Unteraargletscher revealed details of subdaily flow variations. Iken and
others (1983) carefully measured survey poles on the glacier several times a day during a
motion event in early summer, and studied surface upward movement associated with fast
flow velocity. Observations with an automatic theodolite system showed that motion events

usually occur several times in the ablation season on Unteraar- and Lauteraargletscher (Bassi,
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Figure 2.1: (a) Map of Unteraargletscher and its tributaries. The solid square is
the location of the meteorological station. (b) The study area on Lauteraargletscher
(smaller square in (a)). Solid and broken contour lines indicate the surface and bed
topography, respectively. Elevations are in meters above sea level. Solid circles are
positions of a pair of GPS antennas for continuous measurement of surface flow.
Open circles connected with solid lines are the strain array, the open square is the
location of the boreholes, and the solid triangle is the location of the water pressure

measurements. Coordinates correspond to the official Swiss coordinate system.
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1999; Gudmundsson and others, 2000). Gudmundsson and others (1999) estimated the basal
motion at the middle part of Unteraargletscher as more than 50% of the total forward motion

from tilt measurements in a borehole.

Ice thickness and basal conditions of the glaciers have been studied by seismic reflection
and radio-echo soundings (Knecht and Siisstrunk, 1952; Funk and others, 1994; Bauder,
2001). The results indicate that Unteraargletscher is underlain by a sediment layer. Fischer
and others (2001) performed stress measurements in the sediment layer to discuss its hydraulic
and mechanical properties. The layer gets thinner in the upglacier direction and disappears

at the confluence area implying a hard bed condition under Lauteraargletscher.

From June to October 2001, a camp was set on Lauteraargletscher to drill boreholes and
conduct glacier flow measurements. Apart from meteorological observation, all measurements
were made on Lauteraargletscher at an altitude of 2480 m a.s.l.. Maximum ice thickness at
the measurement site is estimated to be 400 m by radio-echo sounding (Funk and others,
1994; Bauder and others, 2002), which was confirmed by the drilling down to the bed. In
contrast to Unteraargletscher, where a thick debris layer covers nearly 70% of the surface
(Sugiyama, 2003), Lauteraargletscher has an almost clean surface. Crevasses are observed
only near the lateral margins, and the surface is fairly flat with a slope of 4 ° at the study
site. The seasonal snow line passed by the camp in late July and the snow line altitude at

the end of the ablation season was approximately 2600 m a.s.l. in 2001.

2.2 Methods

2.2.1 GPS survey

A 6 m long aluminum pole was installed into the glacier surface at the site 313 (Fig. 2.1), and
three-dimensional position of the pole was determined using static relative GPS measurements
(Hofmann-Wellenhof and others, 2001). One of the GPS receivers (TOPCON GP-SX1) was
fixed at the top of the pole and the other one on the north flank of the glacier as a reference
station. L1 phase signals from GPS satellites were continuously collected by the receivers and

stored in data loggers to obtain hourly positions of the pole relative to the reference station

by using commercial software (TOPCON WAVE).

Strictly speaking, the GPS measurement in this study gives the position of a particle of
ice near the glacier surface in a frame fixed outside of the glacier. Therefore, surface velocity
or surface displacement refers to the movement of the particle near the surface, and surface

melting is not relevant to the discussion of the vertical displacement in this study.

The distance between the two receivers was 700 m in horizontal and 100 m in vertical
direction, and this relatively short distance was crucial to obtain the necessary accuracy of
the GPS measurement. The accuracy was evaluated after the field season by using the same

survey method with two fixed receivers standing apart 120 m horizontally and 12 m vertically.
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Figure 2.2: The accuracy test of GPS measurement. A fived receiver was surveyed
for 7 days with static relative measurements. Horizontal distance (cross) and vertical

displacement (open circle) relative to the 7 days mean position are plotted every hour.

Continuous test measurements for 7 days gave standard deviations of 1.4 mm and 2.8 mm
in horizontal and vertical directions, respectively (Fig. 2.2). On the glacier, the survey pole
froze in the ice immediately after the installation because winter coldness keeps the subsurface
ice temperature below the melting point throughout the year. In addition, the length of the
pole above the surface was maintained to be shorter than 1.5 m. Accordingly, measurement
errors due to the leaning of the pole by ice melting or wind blowing are considered to be

negligible.

Hourly surface flow velocity in the horizontal direction was calculated from a four-hours
running mean of the horizontal displacement of the pole from its original position on 15
June 2001. When the continuous survey was interrupted for a few hours, the data gaps were
interpolated by spline interpolation. In addition to the continuous measurement at the site
313, twice a day (within 2-hrs of 6:00 and 18:00) from 22 to 27 August, the positions of three
other poles forming a triangle with sides of about 300 m (strain array in Figure 2.1b) were
surveyed. These surveys are used in the section 3.2 to examine the horizontal surface strain

pattern.
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Figure 2.3: Schematic diagram of the field measurements.

2.2.2 Borehole depth

Vertical strain was measured by repeated high-accuracy borehole depth measurements (Gud-
mundsson and others, 1997; Gudmundsson, 2002; Sugiyama and Gudmundsson, 2003). A hot
water technique (Iken, 1988) was used to drill 50, 150, and 300-m deep boreholes of about
100-mm diameter with roughly 5-m spacings. A 1-m long, 64-mm diameter plastic pipe with
a 12-mm thick ring-shaped magnet on its upper rim was placed at the bottom of each bore-
hole. A metal weight was fixed to the plastic pipe with a string to lower the equipment
smoothly down to the bottom of the borehole, and it was removed after the installation by
cutting the string to prevent pressure melting due to its own weight at the lower edge of the
pipe. The distance from the magnets to the reference bars drilled into the surface ice directly
above each of the boreholes was measured 1-8 times a day with a measuring tape equipped
with a magnetic sensor on its end. When the magnetic sensor was lowered into the bottom
of the borehole, a signal indicates the position of the ring magnet and the distance from the
magnet to the reference bar was read by the measuring tape. The schematic diagram of the
borehole depth measurement is shown in Figure 2.3, and the instruments of the measurement
and the way of reading the depth at the reference bar are shown in Figure 2.4. Judging from
repeated measurements, and from daily inspection of the magnetic sensor using a 1-m deep
borehole where no vertical stretching was expected, the measurement error was estimated to
be +£3 mm. Elastic stretching of the measuring tape made of TEFLON is negligibly small
and thermal expansion was ignored based on the stable temperature in the borehole at the

ice melting point.

11
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Figure 2.4: The instruments of the borehole depth measurement. (a) A plastic pipe
with a ring magnet installed in the borehole. (b) The plastic pipe and a measuring
tape with magnetic sensor on its top. (c) The way of reading the depth at the

reference bar fized on the surface.

Change in the distance between the magnetic ring in the borehole and the reference bar
is a consequence of vertical normal strain and horizontal shear strain. Assuming a laminar
flow with simple shear and Glen’s flow law with an exponent parameter n = 3 (Paterson,

1994), the length of an originally vertical borehole deformed after a unit time is;

s:/Z:\/I—I— (Z—Z)zdz:/zj 14 [dilz {us—us (%)4}]2(&, (2.1)

where z is the vertical coordinate measured from the bed, u is the horizontal flow velocity,

zp is the coordinate of the borehole bottom, u, is the horizontal velocity on the surface, and
h is the total ice thickness. The specific values at the study site of » = 400 m and us = 0.1
m day~! give an extension rate of 4x107% m day~! for 300-m borehole, which is smaller by
three orders of magnitude than measured depth changes. Thus, we neglect the contribution

of shear strain to the change in the borehole depth.

The 300-m borehole was closed in August at the depth of 170 m below the surface,
possibly because the water level in the borehole was too low to counteract the hydrostatic
pressure of ice. Without signals from the magnetic ring, borehole depth measurements were
continued by feeling the decreased tension of the measuring tape when the sensor contacts
to the pinched-off point in the borehole. The error of this measurement was estimated to be

45 mm from repeated measurements.

12
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2.2.3 Water pressure

Subglacial water pressure was registered every 15-30 minutes from 30 June to 28 September
in 2001 with a vibrating wire pressure transducer lowered into a 380-m bottom-reaching bore-
hole. The borehole was located about 200 m from the GPS and borehole depth measurement
sites (Fig. 2.1b), and the pressure transducer was installed 100 m above the bed. Measure-
ment accuracy of the transducer (Geokon Model 4500) is equivalent to the water level of 3.5

m.

Two more transducers were installed in two other bottom-reaching boreholes: one located
at the borehole depth measurement site and the other near the right glacier margin. The water
levels in the three boreholes fluctuated in phase, which indicates all the boreholes connected
to a common subglacial drainage system. Because two of the boreholes were disconnected
from the drainage system in the early August, the data obtained from the 380-m borehole is

presented here.

2.2.4 Air temperature, precipitation, and surface ablation

A meteorological station was established on the left bank of Unteraargletscher at an altitude
of 2400 m a.s.l. (Fig. 2.1a). Air temperature and precipitation were measured at intervals of
30 minutes from 12 June to 30 September. A ventilated thermistor sensor (Vaisala T107) and
a tipping bucket rain gauge (Joss-Tognini) were used for the temperature and precipitation
measurements, respectively. Surface snow or ice ablation was measured every one or two
days by stake measurements at the GPS measurement site. The densities of 600 kg m~2 for
snow and 900 kg m~2 for ice were used to obtain daily ablation in water-equivalent from the

measurements.

2.3 Results

Continuous GPS survey and borehole depth measurements were carried out for 1-2 weeks in
each month from June to September 2001. Figure 2.5 shows the movement of the survey stake
in a vertical plane along the flow line, and horizontal flow velocity during the study period.
The vertical motion of the stake was generally downward from June to October, but clear
upward movements were observed in the measurements in June and July. Both of these uplift
events were accompanied by sharp increases in the flow velocity. In this study, the details of
these short-term fluctuations in the horizontal velocity and the vertical displacement obtained

in the four measurement periods are focused on.

2.3.1 Period I (from 22 June to 5 July)

A series of data taken from 22 June to 5 July is shown in Figure 2.6. The snow line altitude

was approximately 2400 m a.s.l. and the study site was still covered with 1 to 2 m of snow

13
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Figure 2.5: Stake movement in a vertical plane (open circle) and horizontal surface
Sflow velocity against horizontal displacement obtained by GPS measurement from 15
June to 2 October 2001.

during this period.

After the period of fine weather with snow melt of 30-50 mm w.e. day~!, heavy rainstorm
started at 15:00 on 27 June and the precipitation reached 6.3 mm hr=! at 18:00 (Fig. 2.6e).
Horizontal flow velocity started to increase at 17:00 and the maximum velocity of 0.2 m day !,
approximately 200% of the velocity before the storm, was recorded at 22:00 (Fig. 2.6b). When
the flow velocity reached its maximum, the glacier surface rapidly moved 20 mm upward (Fig.
2.6a). It is inferred that the intense water input by the rainstorm raised subglacial water
pressure and triggered a motion event accompanied by uplift of the glacier surface. On the
next day, flow velocity returned to the pre-storm level and then remained there until the end
of this observation period. Before the motion event, the vertical displacement remained at a
constant level but increased a few centimeters around midnight every day. After the event,

it started to decrease without diurnal signals.
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Figure 2.6: Time series of data taken in Period I. (a) Horizontal (dot) and ver-
tical displacement (open circle) of the stake from its original position on 15 June
2002. (b) Horizontal surface velocity (solid line) and its daily average. (c) Bore-
hole depth. (d) Surface ablation and water level (solid line) in the borehole, and the
dash-dotted line indicates the overburden pressure. (e) Air temperature (solid line)

and precipitation.
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The borehole depth decreased at the motion event following the steady increase until 27
June (Fig. 2.6¢). After the event, it showed irregular fluctuations represented by 50 mm
deepening from 30 June to 1 July. This incident coincided with a surface uplift (Fig. 2.6a)

and water level increase close to the overburden pressure (Fig. 2.6d).

2.3.2 Period II (from 18 to 31 July)

In the beginning of the second observation period, weather was cold with occasional snowfalls.
Then on 21 July, daily mean air temperature rose up sharply by about 10 °C causing intense
surface melting. The warm weather lasted and the daily ablation of 60-80 mm w.e. day~!
took place for ten days until the end of this observation period. The glacier surface condition

turned from water saturated snow to bare ice, and many moulins opened in the study area.

Clear diurnal variations in the surface velocity were established as a result of substantial
melt water input in the daytime (Fig. 2.7b). The maximum velocity occurred in the evening
and the minimum velocity in the morning. On 23 and 24 July, the maximum velocity of a
day was more than twice as large as the minimum. The diurnal velocity fluctuation became
smaller on 26 July. Water level showed diurnal variations as well and its daily maximums
coincided with flow velocity peaks. The maximum water pressures were more than the over-
burden pressure from 22 to 25 July, when the diurnal signal is clear in the velocity. These are
strong implications of a correlation between surface velocity and subglacial water pressure.
From 26 July to the end of this observation period, the amplitude of the diurnal signal in
water level gradually increased while the daily mean level decreased. It should be noted that

this change took place under the nearly constant ablation and meteorological condition.

The vertical displacement of the glacier surface appears to correlate with the borehole
depth variation until 27 July (Figs. 2.7a and ¢). It is implied that the vertical displacement
was predominantly caused by vertical straining. From 22 to 25 July, however, the surface is
diurnally lifted up in the evening and this diurnal signal is not clearly seen in the borehole
depth change. On 27 July, borehole depth started to show diurnal fluctuations by a magnitude
of 10™* of the ice thickness. This observation indicates that the glacier was thickening in the

daytime and thinning at night.

2.3.3 Period III (from 22 to 27 August)

In the late August, the seasonal snow line was about 1 km upglacier from the study site.

1

Fine weather caused steady surface ablation, a rate of 50 mm w.e. day™", and melt water

was fed into moulins well developed at the study area.

Clear diurnal fluctuations in the surface velocity were again observed from 22 to 27 (Fig.
2.8b), but the amplitude of the fluctuation and the daily mean velocity were more uniform

and at lower level than those observed in July. The water level changed more than 100
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Figure 2.7: Time series of data taken in Period II. (a) Horizontal (dot) and
vertical displacement (open circle) of the stake from its original position on 15 June
2002. (b) Horizontal surface velocity (solid line) and its daily average. (c) Borehole
depth. (d) Surface ablation and water level (solid line) in the borehole, and the
dash-dotted line indicates the overburden pressure. (e) Air temperature (solid line)

and precipitation.
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Figure 2.8: Time series of data taken in Period IIl. (a) Horizontal (dot) and
vertical displacement (open circle) of the stake from its original position on 15 June
2002. (b) Horizontal surface velocity (solid line) and its daily average. (c) Borehole
depth. (d) Surface ablation and water level (solid line) in the borehole, and the
dash-dotted line indicates the overburden pressure. (e) Air temperature (solid line)

and precipitation.
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m a day in a diurnal manner, but it never exceeded the overburden pressure (Fig. 2.8d).
Because the borehole for the depth measurement closed at 170 m from the surface, the
measurement was continued by feeling the decreased tension as described in the method
section. This measurement confirmed that the depth varied in the same diurnal manner as in
July (Fig. 2.8¢). Diurnal signals were also found in the vertical displacement, increase during
the daytime and decrease at night (Fig. 2.8a). Surface velocity, vertical displacement, water
level, and borehole depth, all these appear to oscillate in phase throughout this observation

period.

2.3.4 Period IV (from 28 September to 3 October)

According to the records of meteorological station at the glacier, air temperature dropped at
the beginning of September and cold weather with snow precipitation persisted until the end
of September. The study site was covered with 0.5 m of fresh snow and the surface ablation

had been reduced when the measurements were restarted on 28 September.

Surface velocity was steady at low level and clear uplift was not observed during the
measurement period (Figs. 2.9a and b). The depth of the borehole, closed at 120 m from
the surface, was measured and it was increasing monotonically (Fig. 2.9c). Water level
measurement in a limited period shows little fluctuation in the subglacial water pressure, and
implies the possibility that the connection to the basal drainage system was abandoned (Fig.

2.9d).

2.4 Summary

GPS survey and borehole depth measurements were carried out with continuous water pres-
sure measurement during the ablation season in Lauteraargletscher. Main observational facts

obtained in the field measurements are summarized below.

- Motion event triggered by a heavy rain storm was observed on 27 June with uplift. Surface
velocity increased by 100% and the surface moved upward by 20 mm within a few hours.

Borehole depth turned to decrease at this event.

- Clear diurnal variations in the surface velocity were observed in July and August. Surface
velocity increased during the daytime and dropped at night. Water pressure varied

diurnally as well, and the pressure variations were in phase with the surface velocity.

- The glacier surface moved in the vertical direction over different time scales. For example,
sudden uplift at motion event on 27 June, diurnal uplift in August, and longer-term up

and downward movement in July.

- Borehole depths changed significantly. The most conspicuous changes are diurnal variations

in July and August, deepening in the daytime and shortening at night.
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Figure 2.9: Time series of data taken in Period IV. (a) Horizontal (dot) and
vertical displacement (open circle) of the stake from its original position on 15 June
2002. (b) Horizontal surface velocity (solid line) and its daily average. (c) Borehole
depth. (d) Surface ablation and water level (solid line) in the borehole, and the
dash-dotted line indicates the overburden pressure. (e) Air temperature (solid line)

and precipitation.
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The surface velocity and water pressure variations listed above are basically consistent
with those observed at the other temperate valley glaciers. However, the measurements
clearly depicted each of the summer event with high resolutions, and displayed the seasonal
contrast in the short-term flow variations. Moreover, the significant variations in the borehole
depth have never been obtained. These points are examined in detail in the next chapter,

and their cause-and-effect relationship is discussed.

21






CHAPTER 3

FIELD DATA ANALYSES AND INTERPRETATIONS

Observed short-term flow variations are analyzed in detail and interpreted in this chapter.
The relationship between surface velocity and subglacial water pressure is examined with a
temporal resolution of 1 hour. Vertical distribution of the strain rate is derived from the
borehole depths data, and the vertical strain is compared with the vertical displacement of
the surface to determine the cause of the surface uplifts. Based on the seasonal evolution
of the subglacial hydraulic condition which is infered from the water pressure variation, it
is proposed that spatially non-uniform basal lubrication caused the diurnal variations in the

flow velocity and vertical strain rate.

3.1 Diurnal Variations in the Surface Velocity

3.1.1 Relation between water pressure and surface velocity

Horizontal surface velocity fluctuated diurnally in July and August when substantial melt
water was produced on the surface. Because the velocity oscillated in phase with the borehole
water level, it is implied that high water pressure lubricated the bed and enhanced basal
motion. In order to examine the effect of subglacial water pressure on the surface velocity,
hourly surface velocities measured in the periods of 21-27 July and 22-27 August are plotted
against the effective pressure F. in Figure 3.1. The effective pressure was obtained from

measured water pressure F,, and the ice overburden pressure F;,
P.=PF - PF,. (3.1)
The overburden pressure was calculated from the local ice thickness determined from the hot

water drilling records.

A scatter plot of the data points from the two observation periods (Fig. 3.1a) shows that
surface velocity increases as effective pressure approaches zero. This relationship is similar to
the observation by lken and Bindschadler (1986) at Findelengletscher, and those by Kamb
and Engelhardt (1987) at Variegated Glacier. Presumably, the basal ice decoupled from the
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Figure 3.1: (a) A plot of surface flow velocity against water pressure measured
in Period II (solid circles) and Period 111 (open circles). (b) The same plot as (a)
but the open and solid circles are the data taken when the effective pressure was
decreasing and increasing, respectively. Solid lines are regression curves (Equation

(3.2))for the effective pressure decreasing and increasing phases.
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3.1. DIURNAL VARIATIONS IN THE SURFACE VELOCITY

bed when the overburden pressure is canceled by subglacial water pressure. Although the
velocity is clearly correlated to the effective pressure in Figure 3.1a, the velocities scatter over
broad rage up to £20-30%. This scattering can be attributed partly to GPS measurement
errors, but another plot in Figure 3.1b reveals two distinct relationships. Figure 3.1b is the
plot of the same data set as Figure 3.1a, but the data points are distinguished by the periods
when the effective pressure was decreasing or increasing. There is a clear difference between
the two data sets, where surface velocity is larger when the effective pressure is decreasing,
i.e. subglacial water pressure is increasing. This bimodal pressure dependence of the velocity
(hysteresis) has never been reported before, and was observable in this study owing to the

high temporal resolution in the velocity measurement.

3.1.2 Cause of the hysteresis

One of the clues to interpret the hysteresis in the surface velocity is the results of velocity
measurements with three GPS’s running at the borehole depth measurement site, 1.5 km up-
glacier and downglacier from the study site. These GPS’s were operated independently from

the one at the site 313 with another reference station fixed near the meteorological station.

0.5

0.4

0.3

0.2

0.1

Surface velocity (m day ™)
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Figure 3.2: Surface velocities during Period Il measured at the borehole depth
measurement site (dot), 1.5 km upper (cross) and lower reaches (triangle) from the

study site.
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Positions were determined 9 times a day and the relative positioning error was larger than
that in the measurement at 313 because of the method employed for the survey (rapid static
positioning) and longer distance to the reference station. Other details of the measurement
method are described by Gudmundsson (2002). Figure 3.2 shows surface velocity variations
obtained by these GPS measurements. Temporal velocity changes are not smooth because
of the positioning error, but general features displayed by Figure 3.2 are as follows. Diurnal
variations in the surface velocity are observed in all of the three sites, and the rate of velocity
increase in the daytime is larger in the upper reach of the glacier. A clear example is the
data on 24 August. During this period, horizontal strain on the surface and vertical strain
measured in the borehole showed strong compressive flow during daytime, as described in
the following section 3.2.2, and such strain regime is consistent with the GPS measurements
described above. If the flow regime during the second observation period is assumed to be
similar to Figure 3.2, following interpretation can be made for the hysteresis in the surface ve-
locity against subglacial water pressure. During the daytime, when subglacial water pressure
increases, the study site is pushed by the upper reach because the glacier is more accelerated
in the upper part of the glacier. At night, when the pressure decreases, the upper reach has
already slowed down and no pushing force acts on the study site. Because of the pushing
force conveyed from upper reach, surface velocity at the study site is higher when the water

pressure increases.

It is not surprising to see the surface velocity at one point to be influenced by other
regions through stress coupling. However, not many field observations have been reported
in relation to this matter. Hanson and others (1998) studied diurnal variations in surface
velocity and subglacial water pressure at Storglacidaren in Sweden, and found that the velocity
increased before the local water pressure started to increase. They attributed the observation
to the longitudinal stress conveyed from the upper reaches where velocity increased earlier
of a day than the study site. Mair and others (2001) also discussed the stress coupling
with surrounding ice during a motion event at Haut Glacier d’Arolla in Switzerland. The
influence of the neighbouring basal condition can be determined quantitatively only with
the consideration of length scales and viscous properties of ice. If the horizontal scale of
the basal uniformity is much larger than the ice thickness, longitudinal stress components
are regarded to be negligible. This approximation is successfully applied for the Antarctic
and Greenland ice sheet modelling (Hutter, 1983), but it is not a realistic assumption for
valley glaciers. The influence of a spatially distributed basal condition on the flow field is
investigated quantitatively with a numerical flow model in Chapter 4, and the hypothesis

proposed for the observed velocity hysteresis is evaluated.
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3.1.3 Comparison with other glaciers

The relationship between surface velocity and subglacial water pressure obtained in this study
is compared with those observed at other glaciers by using a power function,

us =kP. 7. (3.2)
u, is the surface velocity in mm day~!, P, is the effective pressure at the bed in MPa, k and
7 are fitting parameters. This empirical equation was used by Jansson (1995) to fit the field
data measured in Storglacidren and in Findelengletscher (lken and Bindschadler, 1986). He
found the identical regression parameter v = —0.40 for the two glaciers and suggested that
the basal motion is controled by the same basal process in the glaciers. The data plotted in
Figure 3.1 require two different regression curves for the two pressure transient phases. Best
fitting to each of the data sets gives, £ = 110 and v = —0.18 with a correlation coefficient of
r = 0.66 for the effective pressure decreasing phase, k = 86 and v = —0.20 with r = 0.68 for
the increasing phase (Fig. 3.1b). The fitting parameters are summarized in Table 3.1 with

those obtained for Findelengletscher and Storglacidren.

If it is assumed that « is relevant to the dominant basal flow process of the glacier, the
bed condition of Lauteraargletscher is suggested to be different from those in Storglacidren
and Findelengletscher. As described in the section 2.1, the subglacial sediment layer under
Unteraargletscher gets thinner in the upglacier direction and vanishes at the confluence area.
Thus, Lauteraargletscher is considered to be underlain by hard bedrock, and it contrasts
with the study site in Storglacidren where subglacial sediment layer exits (Hooke and others,
1997). In Findelengletscher, a subglacial sediment layer is expected because two reflecting

horizons are observed in seismic soundings (lken and Bindschadler, 1986).

Even if the parameters in Equation (3.2) have relations to the bed conditions, however, it
is likely that the relationship is not spatially and temporally uniform in a glacier. In addition,
as discussed in the previous subsection, the relationship may be affected by neighbouring bed
conditions when the bed is inhomogeneous. Therefore, the parameters obtained from each
measurement cannot be simply compared, and similar measurements on other glaciers are

needed for further discussion.

3.2 Variations in the Strain Regime

3.2.1 Calculation of vertical and horizontal strain rates

To discuss the observed temporal changes in strain regime, vertical and horizontal strain
rates are computed from the results of the borehole depth measurements and the survey of

the strain array, respectively. The methods of the computations are described below.
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Table 3.1: Fitting parameters of the relationship between surface velocity and sub-
glacial water pressure obtained at various glaciers. (/) and () indicate the effec-

tive water pressure increasing and decreasing phases, respectively.

Glacier k vy Ref.
Lauteraargletscher () 86 -0.20 This study
Lauteraargletscher () 110 -0.18 This study

Findelengletscher 371 -0.40 Iken and Bindschadler, 1986
Storglacidaren 30 -0.40 Jansson, 1995

Successive measurements of the borehole depths were used to determine the vertical strain-
rate distribution. The borehole depth changes plotted in Figures 3.3b, 3.4b, and 3.5b rep-
resent the sum of vertical normal strain and horizontal shear strain between the magnets
in the borehole and the surface. However, it can be assumed that the depth change equals
the total vertical strain over the borehole depth based on the discussion in the section 2.2.2.
Accordingly, the rate of the borehole depth change is the vertical flow velocity relative to the
surface at the depth of the each borehole bottom. Vertical flow velocities at 50, 150, and 300
m were measured at the same time and then linearly interpolated (relative vertical velocity
is zero at z = 0 m) to obtain vertical velocity distribution at the measurement time. The
vertical distribution computed for the every measurement is temporally interpolated to each
0.25-day interval, and plotted in Figures 3.3c and 3.4c. From the spatially interpolated data,
vertical strain rate distribution was calculated as the derivative of the velocity with respect
to the depth.

From 22 to 27 August, two-dimensional horizontal strain rate on the glacier surface was
computed from the displacements of three poles surveyed twice a day using the method de-
scribed in Appendix A. Surface strain rate was determined as a function of compass bearing
for each period of 6:00-18:00 and 18:00-6:00 everyday. Then the strain is temporally interpo-
lated and shown in Figure 3.5¢. Strain ellipse, representing deformation of a unit circle due
to horizontal strain field on the surface, was obtained for each survey interval and shown in
a magnified form in Figure 3.6. Parameters of the ellipses determined for the intervals are
tabulated in Table 3.2.

3.2.2 Spatial and temporal variations in the strain rates

Here, the discussion is focused on the measurements during Period I, II and III. The vertical
strain distribution obtained for Period I shows how the ice responded to the heavy rainstorm
on 27 June, which caused the clear change in surface velocity (Fig. 3.3a). Before this event,

the depths of the three boreholes increased monotonically (Fig. 3.3b), and the vertical strain
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rates were positive (tensile) and constant with time throughout the depth (Fig. 3.3c). On 28
June, the strain rate became negative. The compression started near the surface and then
moved deeper into the ice. In the following days, rather complex patterns of temporal and
spatial variations in vertical strain were observed. For example, large temporal variations
in borehole depths were observed with the 300-m borehole becoming 50-mm deeper over the
night from 30 June to 1 July. Although the surface velocity reverted to its pre-storm pattern,

the motion event on 27 June left a lasting impact on the englacial strain-rate distribution.

The 50-m borehole closed off by 18 July, but the strain rate distribution is available
from the measurements in the other two boreholes. From 27 July to 1 August, large diurnal
fluctuations in vertical strain were observed with the depths of the boreholes changing by up to
30-40 mm a day (Fig. 3.4¢). In the daytime, the vertical strain rate in the shallower region was

1 while at night it became compressive. Weaker, but similar,

tensile, on the order of 1072 day~
diurnal signals also occurred throughout most of the period of 18-27 July. Furthermore, the
strain rate was vertically non-uniform, particularly from 30 July to 1 August, with the deeper

regions being compressive while the shallower regions were tensile.

By 22 August, the 150-m borehole was frozen and the 300-m borehole was closed at
173-m below the surface. Although the vertical strain is obtained only from upper half of
the ice thickness, diurnal oscillations in the strain were still clearly observable (Fig. 3.5b).
The horizontal strain rate from 22 to 27 August showed diurnal oscillations in the direction
of and perpendicular to the glacier flow except on 24 August (Figs. 3.5¢ and 3.6). Strain
ellipses in Figures 3.6a and b represent the general surface strain regimes during the daytime
(6:00-18:00) and nighttime (18:00-6:00). Their distinguishing features are compressive strain
along the flow direction in the daytime and transverse tensile strain at night of about 10~*
day~!. Combined with the vertical strain rate measured in the borehole, the ice deformation
in the upper half of the glacier can be described as follows. From morning to evening, ice
contracts horizontally in the flow direction and expands vertically. From evening to the next

morning, it expands horizontally across the flow direction and contracts vertically.

3.2.3 Interpretation of the strain rate regime

The important aspect of the vertical strain measurements in Period I is the temporal reversal
in vertical strain rate at the rainstorm. Similar strain-rate reversal has been observed pre-
viously during a motion event in Unteraargletscher (Gudmundsson, 2002). Until the event
on 27 June, the observed steady and uniformly distributed tensile vertical strain rate is con-
sistent with the spatial distribution of annual surface velocities that shows compressive flow
at the study site (Gudmundsson and Bauder, 1999). The compressive vertical strain rate
from 27 to 28 June is presumably related to spatially uneven acceleration of the glacier as a
response to the large amount of water input by the rainstorm. This event may have triggered

changes in subglacial hydrology, which caused the subsequent vertical strain rate fluctuations.
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Figure 3.3: (a) Horizontal surface velocity (red line) and hourly precipitation rate.
(b) Borehole depth changes in the 50-m (solid square), 150-m (open circle), and
300-m (solid circle) boreholes. (c) Depth distribution of vertical velocity relative

to the surface (vector plot), and vertical strain rate (contour plot) during Period

L. Ticks on the temporal azes indicate 0:00 local time. The arrow in (a) shows the

motion event described in the text. In (b), measurements in the 150-m borehole were

interrupted 1-4 July because snow temporarily clogged in the borehole. In (c), z-axis

is pointing upward from the origin at the glacier surface.
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Figure 3.4: in (a) Horizontal surface velocity (red line) and borehole water level.
(b) Borehole depth changes in the 150-m (open circle), and 300-m (solid circle)

boreholes. (c) Depth distribution of vertical velocity relative to the surface (vector

plot) and vertical strain rate (contour) during Period 1. Ticks on the temporal azes

indicate 0:00 local time. In (c¢), z-azxis is pointing upward from the origin at the

glacier surface.
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Figure 3.6: Strain ellipses computed for each survey interval from 22 to 27 August
(Period III). Circles and ellipses with thick line represent the original state and
after the deformation, respectively. (a) and (b) show the mean strain rate during
the daytime (6:00-18:00) and nighttime (18:00-6:00). Strain rate is shown in a
magnified form by a factor of 2.5x10°. The scale shows 2x10~* day™! of tensile

strain rate in W-F and the equivalent compression in N-S.

One of the most important findings in this study is the diurnal fluctuations in the strain
rate at the end of July and in August. Subglacial water pressure variation during these
periods give insight to the cause of the strain oscillation. The observed water level is well
correlated with flow velocity and borehole depth change (Figs. 3.4a, b, 3.5a, b). Furthermore,
during the periods of diurnal strain rate oscillations, water levels changed by more than 100
m a day, indicating large amount of water drainage overnight in the subglacial hydrological
system. The drainage efliciency was expected to increase progressively in the upglacier di-
rection through the ablation season as it has been observed in other valley glaciers (Nienow
and others, 1998). Evidence for this is seen in the water level trend from 23 July to 2 August
(Fig. 3.4a). While surface melt rate remained approximately constant, diurnal peak-to-peak
variation in water level increased with time and the daily minimum level decreased. This ob-
servation suggests the following interpretation of the diurnal fluctuations in the strain regime.
When water pressure increases in the daytime, the glacier accelerates. The acceleration is
larger in the upper reach because the subglacial drainage system there has not developed as
well as that in the study area, and so the water pressure is higher in the upper reach. Faster
flow in the upper reach causes longitudinal compression in the study area, which affects the
vertical and surface strain regime in the daytime. At night, the flow velocity in the upper

reach decreases to about the same velocity as that in the study area and then the longitudinal
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Table 3.2: Parameters of the strain ellipses obtained for the survey intervals. A
and B are the major and minor axes of the ellipse (A > B), « is the bearing of
the major axis, and h* — 1 represents the dilatation. « is measured counterclockwise

Sfrom the north. See Appendiz A for the details of the parameters.

6:00 — 18:00 18:00 — 6:00
Date A-1 B-1 «a h?-1 A-1 B-1 o h*-1
Aug. 2001 (107 )y (107 (1074 ) (1074
22 029  -0.07 -14.0  0.22
23 021 -1.28 -31.7 -1.07 0.14 -0.34 -26.1 -0.20
24 0.17  0.04 -106  0.21 044 -0.51 -44.6  -0.07
25 -0.34  -0.80 14.1 -1.14 0.68 -0.11 -13.0  0.56
26 -0.20  -0.99 -33.7 -1.19 0.71 033 394  1.04
27 0.13  -0.90 -41.4  -0.76
mean -0.05 -0.74 -38.9  -0.79 0.36 -0.05 -23.1  0.31

compression disappears. This interpretation is supported by the GPS measurements along
the flow line (Fig. 3.2). Larger acceleration in the upper reach is now understood as the
result of seasonal evolution in the subglacial hydraulic efficiency. Both of the observations,
diurnal variation in the strain regime and the velocity hysteresis discussed in the previous
section, are originated from the uneven acceleration along the glacier. They figure out the

influence of spatially non-uniform basal condition on the glacier flow field.

Interestingly, the vertical strain rate was not uniform with depth when the vertical strain
varied diurnally. This sort of vertically non-uniform strain rate has been suggested theoreti-
cally to be associated with short-scale spatial variation in basal motion (Balise and Raymond,
1985; Vonmoos, 1999). When basal lubrication is not uniform along a glacier, as we expect for
the periods of diurnal strain rate signals at Lauteraargletscher, predicted vertical strain rate
is no longer constant with depth. Because these previous theoretical works have been limited
to small amplitude perturbations and linear rheology, non-uniformity in vertical strain-rate
distribution is further studied in the next chapter with a numerical low model based on more

realistic ice rheology.

3.3 Mechanism of Uplift

From June to August, conspicuous surface movements in vertical direction were observed by
continuous GPS measurements. For example, sudden uplift by a few centimeters on 27 June,

or diurnal up and downward movement in August. The rates of these vertical displacements

34



3.3. MECHANISM OF UPLIFT

are much larger than the estimated measurement errors. The mechanism of these uplifts is
discussed in this section by comparing the GPS data to the borehole depth measurement

result.

3.3.1 Causes of surface vertical movement

Vertical displacement of a glacier surface consists of three components, the perpendicular
component of sliding along the inclined bed, the vertical strain averaged over the glacier
thickness, and the volume changes in subglacial water cavities (Hooke and others, 1989).
lken and others (1983) evaluated the contribution of other factors to the surface vertical dis-
placement, such as opening of crevasses, expansion of grain edge veins, or volume change in
subglacial sediments, but they concluded that the the contribution is not significant. There-

fore, it is assumed that the vertical component of surface flow velocity w; is given as,

W = uptan f+ < £ > h+V (3.3)

where 3 is the bed inclination, ¢ is the vertical strain rate, V is the vertical component of

basal cavity opening rate, and the brackets indicate average over the glacier thickness.

The first term of the right hand side of Equation (3.3) can be subtracted from the measured
vertical displacement as a steady long-term effect. This term does not contribute significantly

L at most

to the short-term vertical movement because it is roughly evaluated as —7.7 mm day~
while the short-term vertical displacements discussed here are more than a few centimeters
per day. This preliminary evaluation of the first term was made with assumptions that the
basal sliding accounted for all of the surface velocity in summer 2001 (u; = 0.11 m day™!)
and the glacier bed has the same inclination as the surface (3 = 4°). A better estimation was
made from the vertical surface velocity and the vertical strain rate averaged from 25 June to
1 August. The vertical strain rate was obtained from the rate of the 300 m borehole depth
change, and long-term volume changing rate of water cavity was assumed to be negligible
compare to the other terms (V = 0). Substitution of wy = —6.3 mm day™, <& > h = 1.8

1 as the long-term

mm day~!, and V = 0 in Equation (3.3) yields up tan f = —8.1 mm day~
effect of the basal sliding on the vertical movement of the surface. A similar but larger
value than the preliminary rough estimation indicates that the basal sliding accounts for
the major part of the total glacier flow in summer. After the subtraction of this steady
downward movement, surface elevation change measured by GPS is compared with borehole
depth change, which represents the vertical strain. If there is a discrepancy between them,
residual uplift can be attributed to the water cavity opening. It is controversial whether the
300-m borehole depth change well represents the vertical strain over the glacier thickness or
not, because measurements in the boreholes of different depths showed that the vertical strain
rate was not always uniform from the bed to the surface. As a better estimate, however, the

strain measured at the upper 300 m is regarded as the total strain over the whole thickness
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in the following interpretation.

3.3.2 Interpretations of the uplifts

Figures 3.7a-d show the vertical displacement of the surface, from which the basal sliding
effect is excluded, and the borehole depth change. Before the mechanism of each uplift is
examined, the possibility of atmospheric effect in the diurnal signals of the GPS measurements
is discussed. Suspected are 10-30 mm uplifts at midnight observed from 22 to 27 June, from 22
to 25 July, and from 22 to 27 August. Because diurnal variations in atmospheric conditions
may produce diurnal signals in GPS data, one should be careful whether they are real or
artifacts. Judging from the following observations, however, they seem to be actual surface
movement but not the consequences of atmospheric condition change. First, the diurnal
variations were not always obtained under similar weather conditions. From 28 June to 5
July, for example, there is no diurnal signal in vertical displacement although the diurnal
temperature variations are similar to those of the period from 22 to 25 June (Fig. 2.6a).
Diurnal uplift is also missing from 28 September to 3 October, and surface velocity hardly
changed during these two periods. It suggests that the diurnal signals are more relevant to the
glacier dynamics rather than the climatological conditions. Moreover, vertical displacement
correlated to the diurnal vertical strain from 22 to 27 August is convincing evidence that the
GPS measurement is reliable. Therefore, it is plausible that the diurnal signals in the vertical

displacement are not artifacts.

At the motion event on 27 June, the uplift cannot be ascribed to vertical straining because
the vertical strain rate was compressive during the upward movement from 27 to 28 June.
(Fig. 3.7a). It implies that the uplift was caused by the volume increase of subglacial water
cavities. Water cavity opening is also suggested by the coincidence of the horizontal flow
velocity peak with the maximum vertical velocity rather than the maximum displacement
(Figs. 2.6a and b), because it conforms to the theoretical prediction that the sliding velocity
is larger when the volume of cavities is increasing rather than the volume is its maximum
(Iken, 1981). After the motion event, the surface moved downward probably due to the
closing of the cavities. The borehole depth increased by 50 mm over the night from 30 June
to 1 July, and the surface moved upward by 20 mm around the midnight. This uplift appears

to be a consequence of the tensile vertical strain.

Upward surface movement from 21 to 25 July (Fig. 3.7b) and subsequent lowering are
consistent with the borehole depth change. Therefore, the surface movement was generally
controled by the vertical straining of ice during this period, and the regional flow regime
turned from compressive to extending flow. A possible reason of the compressive flow from
21 to 25 July is larger acceleration in the upper reach of the glacier, because the subglacial
drainage is expected to be less efficient upglacier and such condition is preferable to increase

subglacial water pressure. Superimposed on the long-term variation, vertical displacement
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Figure 3.7: Vertical displacement of the surface after the subtraction of estimated

basal sliding effect (open circle) and the borehole depth change (solid circle).
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shows upward movement in the nights from 22 to 26 July. They seem to be the results of
cavity opening because borehole depth does not show vertical extension and subglacial water

pressure is very high at night during this period (Fig. 2.7d).

In August, it is rather difficult to determine the total vertical strain from the borehole
depth measurement because the depth of the borehole is shorter than before. However, an
apparent correlation between vertical displacement and borehole depth was observed (Fig.
3.7c). Therefore, the diurnal signal in the vertical displacement can be attributed to the
diurnal variation in the vertical strain. Similar diurnal variation of borehole depth, deepening
during the daytime and thinning at night, was also found in the latter half of Period Il (Fig.
2.7c). The diurnal vertical strain variation conforms to the larger acceleration observed in
the upper reach of the glacier (Fig. 3.2), because compressive flow establishes tensile vertical

strain during the daytime.

In Period IV, from 28 September to 3 October, measured borehole depth is less than one
third of the ice thickness. However, the steady upward movement of the surface is reasonably
interpreted that the glacier was gradually thickening owing to compressive flow (Fig. 3.7d),
because the annual surface velocity distribution shows that the flow is slightly compressive
at the study site (Gudmundsson and Bauder, 1999). It is suggested that the glacier flow
regime was switched to the winter mode as a result of reduction in the water supply to the
bed. Internal ice deformation may have accounted for the dominant part of the flow velocity

during this period.

3.4 Influence of Subglacial Drainage Condition on Water Pressure

The field measurements demonstrated that the subglacial water pressure controls glacier flow
variation during the ablation season in temperate valley glaciers. Therefore, it is important
to study the mechanism of water pressure variations to understand the nature of the flow
regime changes. One of the control factors of water pressure is the amount of water supplied
to the bed, and it consists of surface melt water and precipitation on the glacier. Another
important factor is the subglacial drainage condition, which is considered to evolve from the
beginning till the end of the ablation season. Due to the change in the drainage condition,
water pressure reacts differently to the surface melt rate and precipitation as the ablation
season progresses. To study the seasonal change in the subglacial drainage condition and
their effect on the water pressure, pressure variation throughout the summer is examined

with meteorological records in Figure 3.8.

Until the observation period in July (Period 1), diurnal oscillation in the water pressure is
not significant. This feature can be attributed to the snow which covered the study site until
the late July in 2001, because a snow layer stores melt water and damps the diurnal signal in

water input to the bed. There are sharp increases in water pressure up to overburden pressure
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on 6 and 15 July, and they coincided with heavy precipitation. Motion event observed on 27
June seems to be a similar incidence as those on 6 and 15 July. Nienow and others (1998)
reported the results of dye tracing experiments in Haut Glacier d’Arolla, and concluded that
a hydraulically efficient basal channel system develops upglacier with the snow line over the
course of the ablation season. Their conclusion agrees with our observation, because very
high pressure induced by precipitation in July suggests poor subglacial drainage efficiency,
while precipitation in August, after the snow layer disappeared, is less influential on the water

pressure.

In Period II, during the days with high air temperature, water pressure increased and
kept close to the overburden pressure until 25 July. This observation period corresponds
to the change of the surface condition at the study site from snow to ice. Consequently,
surface ablation increased because of low albedo on the ice surface, and melt water started
to drain into the bed directly through moulins and crevasses. Subsequently, under similar
meteorological conditions, the mean water pressure started to decrease while the amplitude
of the diurnal oscillation increased. It is infered that a large amount of water was supplied
to the bed and the basal channel system developed during this period. Subglacial drainage

efficiency increased, and it induced the changes in the mean water pressure and the amplitude
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Figure 3.8: (a) Subglacial water pressure variation, (b) hourly air temperature
(solid line) and precipitation data through the summer 2001. In (a), the dash-dotted
line indicates overburden pressure, and the shaded bars show the periods of GPS and

borehole depth measurements.
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of the diurnal oscillation.

In August, meteorological conditions are similar to those in July, but the water pressure
variation is unlike. The amplitude of the diurnal variations is generally large, whereas pressure
never exceeds the overburden pressure. In addition, the daily mean pressure is more correlated
with air temperature than with precipitation. These are indications of high drainage efficiency
at the bed because of the following reasons. When the drainage channel system develops,
water pressure drops rapidly early in the morning as the result of large drainage over the
night, which increases the amplitude of the diurnal variation. The maximum pressure, on the
other hand, does not rise up to the overburden level under the efficient drainage condition.
Sudden water input by precipitation is less influential, and the pressure generally follows the

amount of water input which is controled by the surface melt rate.

Diurnal pressure variation disappears soon after the air temperature drops in September.
The absence of diurnal signal can be ascribed to the reduction of the ablation, but another
possible reason is that the basal conduit system collapsed owing to insufficient water pressure

and the basal hydrological system disconnected.

The observations described above suggest that there are two distinguishable hydrological
basal conditions at the study site during the ablation season. One is a poor drainage condition
characterized by the high sensitivity of water pressure to sudden water input. The other one
is an efficient drainage condition characterized by large amplitude in diurnal water pressure
variations and relatively low mean daily pressure. At the study area, the transition in 2001
occurred in the late July, when the surface snow layer disappeared and a large amount of

melt water started to drain into the bed.

3.5 Summary

GPS measurement with high temporal resolution revealed the detail of short-term variation
of horizontal and vertical surface movement in a temperate valley glacier during the ablation
season. Horizontal velocity is mainly controled by subglacial water pressure, and the velocity
increases significantly when the pressure rises close to the overburden pressure. Detailed
analysis of the relationship between surface velocity and subglacial water pressure showed
bimodal pressure dependence of the velocity. This finding suggests that glacier flow at a

point is influenced by the motion of the surrounding ice mass through stress coupling.

The influence of surrounding ice flow condition is also confirmed by the vertical strain
rate variations. The short-term strain rate variations observed from June to August cannot
be interpreted by changes in local flow condition alone. Diurnal strain variations in Period
IT and Period III are understood as the results of spatially distributed basal condition and
its temporal evolution. Surface velocity variations along the flow line, and the surface strain

rate analysis support the idea that compressive flow is enhanced at the study site when the
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bed is more lubricated upglacier.

Vertical displacement of the surface was compared with vertical strain measured within the
glacier to determine the mechanism of uplift. Two intrinsically different types of uplifts were
observed, one originates from vertical straining and the other one is presumably caused by the
volume increase of subglacial cavities. Therefore, uplift accompanied by high water pressure
cannot be simply related to subglacial cavities alone, because compressive flow established

by velocity increase in the upper reach may cause tensile vertical strain at the study site.

Subglacial water pressure variation determines flow variations during the ablation season
in temperate valley glaciers. The surface melt rate and precipitation affect the water pressure,
but the surface snow layer and subglacial drainage condition also take a crucial role in the
pressure variation. When the surface is covered with snow, diurnal variation is less significant
and heavy precipitation raises water pressure up to overburden pressure. After the snow
line ascends upglacier, the amplitude of diurnal variation increases while the mean pressure
decreases. Water pressure is more directly controled by surface melt rate and less sensitive
to sudden precipitation in the late ablation season. Absorption of water by a snow layer,
development of moulins after the snow disappeared, and increase in the subglacial drainage

efficiency are the likely reasons of the changes.

41






CHAPTER 4

NUMERICAL INVESTIGATION ON THE FLOW FIELD

In this chapter, a numerical glacier flow model is developed and utilized to determine the
effect of spatially non-uniform basal lubrication on the flow field. The model computes stress
and strain fields in a longitudinal cross section of a glacier under prescribed basal slipperiness
conditions. This numerical work aims to verify the hypotheses proposed for the observed
short-term flow variations. Starting from the general investigation on how basal motion
spreads into the flow field, diurnal variations in the velocity and strain rate are reproduced

by prescribing temporal evolution of a spatially non-uniform basal slipperiness.

4.1 Methods

4.1.1 Field equations

The problem to be solved is the two-dimensional flow of incompressible viscous material
governed by Stokes equations:

V-u=0, (4.1)
Vp — plu = pg, (4.2)

where u=(u, w) is the velocity vector, p is the hydrostatic pressure, p is the viscosity, p is
the density of ice, and g = (g, ¢-) is the gravity vector. The derivation of the Stokes equa-
tion is described in Appendix A. Parallel sided slab geometry is employed, and a Cartesian
coordinate system is used with the z-axis along the bed pointing downglacier, and the z-axis
normal to the bed pointing upward. Glen’s flow law (Glen, 1952, 1955) in the generalized
form (Nye, 1953) is used as the constitutive relationship:

. ., e
i = ﬂTij = AT6 17'2']‘7 (4.3)
Tij = 05 — Poij (4.4)
1
Te2 = 5(7—31’ + TZQZ) + Ta?z (45)
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where £;; and 7;; are the components of the strain rate and deviatoric stress tensors, respec-

tively, and 7. is the effective stress.

The rate factor A and the flow-law exponent n are material parameters. The commonly
accepted value of n = 3 is used for the flow-law exponent, and a rate factor is taken as
A =10 MPa=2 a~!, which gives modeled surface velocities similar to the annual mean velocity
observed at the study area. Taking into account the reduction in shear stress due to the valley
shape by using a shape factor of 0.5 (Nye, 1965), this value of the rate factor is equivalent
to 10x0.573 = 80 MPa~=2 a~! in the three dimensional case. It compares favourably with
75 MPa™2 a~! which was used by Gudmundsson (1999) in a three dimensional numerical

modelling of Unteraargletscher.
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Figure 4.1: Finite-element mesh used in this study. (a) All elements and coordi-
nates used for the longitudinal cross-section model of a conceptional glacier with its
head at x = —8000 m. (b) Enlargement of the mesh near the glacier bed. Shaded

region indicates the 1-m thick subglacial thin layer used to introduce basal motion.
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4.1.2 Numerical scheme and model description

Equations (4.1)-(4.3) are solved with the finite-element method that is coded for this study
(Sugiyama and others, 2003). Figure 4.1a shows the finite-element mesh used in the com-
putation. The geometry of the 6-km central part of the finite-element grid is a simplified
longitudinal cross-section of Lauteraargletscher. The mesh is finer at the deeper region where
larger stresses and strain rates are expected, and it is horizontally uniform and symmetric
to prevent the influence of the mesh irregularity. Based on the field observations (Funk and
others, 1994; Bauder, 2001), the ice thickness and surface slope are assumed to be 400 m and
4°, respectively. To minimize boundary effects, the numerical grid was extended an additional
6-km upstream and 6-km downstream from this central section. We used Galerkin method
with quadratic shape functions (Zienkiewicz and Taylor, 2000) to compute velocity and pres-
sure fields. The theoretical basis and discretization scheme of the finite-element method are
described in Appendices B and C. Starting from the solution of a linearly viscous flow, a
new effective viscosity distribution was calculated from the previously determined strain-rate
field, and the calculation repeated until the horizontal velocity field converged within 1073
m a~!. The flow diagram of the computation is shown in Figure 4.2. After the convergence,
velocity components are known at each node and mid-point, and the maximum resolution of

the velocity field is 250 m longitudinally and 25 m vertically.

4.1.3 Boundary conditions

Basal motion is simulated by introducing a thin deformable sub-basal layer into the finite
element model. The viscosity of this layer can be regarded as the effective viscosity of
subglacial sediments, or, which in the case of Lauteraargletscher is more appropriate, as
being related to the form drag generated by sub-grid bed roughness. Spatially varying basal
slipperiness is generated by giving different viscosity values to some of the elements of the sub-
basal layer. A non-slip boundary condition is applied for the bottom nodes of the sub-basal
layer (Fig. 4.1b).

Ignoring the effects of longitudinal stresses within the sub-basal layer, the deformational
velocity of the layer is determined by the viscosity of the sub-basal layer, the layer thickness,

and the shear stress at the top of the layer. This gives rise to a sliding law of the form

up = 2d AT = ()T (4.6)
where uy is the basal flow velocity, d is the layer thickness, 7, is the basal shear traction,
A’ and n/ are the parameters of the layer. Basal flow velocity is established by prescribing
the basal flow coefficient ¢(z). When the basal motion occurs due to the deformation of
a subglacial sediment layer, n’ should be determined by the mechanical property of the
sediments. When basal ice slides over a bedrock, however, it can be related to the viscous

property of ice. Because the basal flow process under the Lauteraargletscher is not certain and
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the mechanical properties of basal ice is not well understood, n’ = 1 is assumed for simplicity.
This assumption decides the basal velocity distribution, but does not affect how it spreads
into the glacier. This method of introducing basal motion through a sub-basal layer has been
used before (e.g. Vieli and others, 2000). It has an advantage to be able to determine the
basal velocity and stress distributions naturally by prescribing some kind of slipperiness of
the bed (c(z)), instead of specifying the velocity or stress themselves. Because longitudinal
stress gradients will cause the thickness of the layer to change with time, this method is
not favourable for transient calculations. In that case, the layer should be maintained at
constant thickness. Here we are interested in obtaining snapshots of the velocity field for a
given glacier geometry and thus we do not allow the surface or other boundaries within the

finite-element mesh to evolve with time.

Initial set u Mesh data
P Boundary condition
T
Basal condition
Matrix and vector Viscosity
calculation recalculation
I I
Solve linear equations Stres§
calculation

No

Convergence check

Strain rate and
stress calculation

| Velocity, pressure,
Result output viscosity, stress,

strain rate

T
Figure 4.2: Flow diagram of the finite-element glacier flow model.
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Stress free conditions at the surface boundary is written as

Ti;n; =0, (4.7)

where n; is a surface normal vector component and atmospheric pressure is neglected. The
lower end of the modeled domain (2 = 8000 m) was connected to the upper end (z = —8000

m) so that the glacier is assumed to be infinitely long (periodical boundary condition).

4.1.4 Model performance

In order to test and verify the constructed flow model, some of the computation results are

compared with analytical solution and another flow model using finite-difference scheme.

The discretization error was evaluated by comparing the numerical results with the an-
alytical solution for plane-slab flow under the non-slip condition. The largest error of 1.2%
occurred in the horizontal surface velocity. By comparing the velocity profiles, it was found

that the main source of the error was near the bed where the largest velocity gradient exists.

A computation result for the basal condition with a slippery zone was compared with
the finite-difference numerical flow model developed and coded by Blatter (personal commu-
nication, September 2002), following the method proposed by Colinge and Rappaz (1999).
This finite-difference model solves two dimensional Stokes problem in a longitudinal section
including first order stress components (Blatter, 1995; Blatter and others 1998). Grid sizes of
200 m in horizontal and 20 m in vertical direction are used in the experiment for comparison.
Basal velocity distribution was adjusted similar to that obtained with the presented model
by giving the basal velocity as a linear function of the basal shear stress. Basal and surface
horizontal velocities, and basal shear stresses computed with the two models are compared
in Figure 4.3. Agreement in the surface velocities distribution is reasonably good. Only the
difference in the surface velocities is the bulges at the outside of the slippery zone observed
in the finite-element model. Because the used finite-element mesh is horizontally uniform in
the compared region, the reason of the bulges are not clear. The discrepancy in the basal
shear stress shows the characters of the two numerical schemes. While the finite-difference
scheme gives stresses exactly at the grid points on the basal boundary, stresses in finite-
element scheme are obtained for the elements that are facing the bed. Accordingly, basal
stresses obtained in the presented model give diffused information because they are mean
values of marginal elements. This characteristic feature of the finite-element method turns

to an advantage when it deals with complicated boundary geometry.
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Figure 4.3: The comparison of the results obtained by the presented finite-element
model and the finite-difference model developed by Blatter. A slippery zone is set
at —1000 < z < 1000 m so as to obtain similar basal velocities in the two models.
Basal velocities (circle), surface velocities (square), and basal shear stress (triangle)
are compared. Open symbols are the results of the finite-element model, and solid

symbols are of the finite-difference model.

4.2 Effects of Basal Lubrication on the Flow Field

4.2.1 Transmission of basal motion to the surface

Figure 4.4 shows model results for which the basal flow coefficient c(z) is set to 50 m a™*

MPa~! for the slippery zone within —1000 < < 1000 m, and 1072 m a=! MPa~! elsewhere.
Introducing this slippery zone in the model increased the horizontal velocity component at
the surface directly above the center of the zone by about 30% (Fig. 4.4a). With increasing
distance up and down glacier, the magnitude of the velocity perturbation decreases. For
example, five ice-thicknesses away from the boundaries of the slippery zone (z = —3000 and
3000 m), the increase in surface velocities is only 8%. The calculated vertical velocity compo-
nents show extending and compressive flows at the upper and lower boundaries of the slippery
zones, respectively (Fig. 4.4b). Furthermore, tensile and compressive deviatoric stresses oc-

cur throughout the entire glacier but are strongest near the surface (Fig. 4.4c). Because the
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Figure 4.4: Computed fields of (a) horizontal velocity, (b) vertical velocity, (c) lon-
gitudinal deviatoric stress component, and (d) vertical strain rate. Only the central
domain of the modeled field (—3000 < x < 3000 m) is shown. Contour lines were

established using the method of triangulation with linear interpolation.

deviatoric stress is related to the vertical strain rate by Equations (4.1) and (4.3), vertical
strain rate can be computed as shown in Figure 4.4d. The fairly large vertical strain rate
near the surface helps to explain the observed vertical strain fluctuations that are discussed
in the section 4.3.2. Analytical solutions for small-amplitude slipperiness perturbations also
show a similar increase in deviatoric stress and strain with distance away from the source of

the disturbance (i.e., the slippery zone) (Vonmoos, 1999).

Figure 4.5a shows the longitudinal distribution of basal and surface horizontal velocities
calculated from the same basal condition as used in Figure 4.4 (¢ = 50 m a~' MPa™! at
—1000 < z < 1000 m). To evaluate the transmission of basal velocity to the surface, the

transmission factor of horizontal velocity is defined as

fu — Ausv (48)

Up

where Awug is the difference in horizontal surface velocity between non-slip and slip conditions

and wy is the basal velocity at the same position (Fig. 4.5a). Calculations were performed
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Figure 4.5: (a) Longitudinal distribution of the horizontal velocity obtained for
the sliding condition described in the text. Surface (solid circle) and basal velocities
(open circle) were computed at nodes and mid points of the finite-element mesh.
Solid line indicates the surface velocity for the non-slip condition. (b) Horizontal
surface velocities at x = 0 m plotted against the basal velocity uy at @ = 0 m and the
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4.3. VERIFICATION OF THE HYPOTHESES

for various sets of viscosity of the sub-basal layer and different lengths of the slippery zone
(L). Results are summarized in Figure 4.5b, which shows the horizontal surface velocity us
and transmission factor of horizontal velocity f, at 2 = 0 m as functions of L and the basal
velocity up. As expected, the surface velocity increases with L. The transmission factor of
horizontal velocity f, also increases with L, and becomes larger than 0.75 for u, > 5 m a~!
when L = 6000 m. In general, f, varies with L similarly to the analytical solution for a
linear medium which was reported by Balise and Raymond (1985), although the values of f,
calculated in this work are slightly smaller. This discrepancy might be caused by an effective
material softening close to the glacier bed that introduces non-linearity into the flow law.
Blatter and others (1998) used the boundary condition of zero basal shear traction (free slip)

in their numerical model and obtained much larger transmission factor than this study.

4.2.2 Transmission of basal strain rate to the surface

In order to examine the transfer of strain rate from the bed to the surface, we assumed the
rate factor of the sub-basal layer to vary linearly with « within a region of length L in further
numerical experiments. Figure 4.6a shows the longitudinal distribution of the horizontal

surface and basal velocities for A’ given by

¢(x)=—0.02z+50 (ma~'MPa™!) —2500 <z <2500 (m). (4.9)

Both the longitudinal gradients of horizontal basal and surface velocities were calculated at
z =0 m, as well as the transmission factor of longitudinal velocity gradient defined as

Jorad = % %. (4.10)
Figure 4.6b shows a contour plot of the surface velocity gradient du,/dz and f,,.q for a range
of lengths L and basal velocity gradient duy/dz. The surface velocity gradient increases as
the basal gradient and L increase, but the transmission factor is rather small. In this case, the
maximum value of f;,,q is about 0.5 and almost no transmission occurs for L less than 3000
m. This result indicates that observations on a glacier surface cannot be used to determine

a small strain rate perturbation at the bed.

4.3 Verification of the Hypotheses Proposed for the Field Observations

4.3.1 Bimodal velocity change against water pressure

The interpretation proposed for the observed bimodal velocity change (hysteresis) against
water pressure suggests that ice flow conditions interact across 1.5 km or more in Lauter-
aargletscher. The credibility of this hypothesis depends on how much a change in basal
motion at a point of a glacier influences on surface flow velocity at a horizontal distance of

four to five ice thickness. This point was tested with the constructed glacier flow model.
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Figure 4.6: (a) Longitudinal distribution of the surface (solid circle) and basal
velocities (open circle) obtained for the sliding condition given by Equation (4.9).
The solid line is the surface velocity for the non-slip condition. (b) Longitudinal
gradient of the horizontal surface velocity at x = 0 m plotted against the basal
velocity gradient duy/dx at @ = 0 m and the length of the slippery zone L. The
surface velocity gradient is denoted for each experiment with a unit of 1073 a=!
and contoured with solid lines. The shaded contours are the transmission factor of

longitudinal velocity gradient fg,qq.
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To investigate the influence of basal motion in the upper reach of the glacier on the surface
flow at the study site (z = 0 m), two different basal flow coeflicients were set as constants
for —1000 < 2 < 1000 m and —3000 < 2 < —1000 m, and a condition of u; = 0 was
given for other regions. These conditions simulate the basal slipperiness distribution along

Lauteraargletscher expected during the diurnal velocity variation.

Figure 4.7a shows surface and basal velocity distributions with basal conditions of ¢(—1000 <
z < 1000) = 100 and ¢(—=3000 < x < —1000) = 50 m «~! MPa~!. Computations were re-
peated with various sets of the two ¢ values, and then the computed us(z = 0) are plotted
in Figure 4.7b against basal velocities, u4(0) and u;(—2000). The numerical experiments
indicate that the surface velocity at a point on the glacier is considerably influenced by the
basal motion at 2000 m upglacier. For example, when u(0) = 40 and us(—2000) = 0 m a~!,
surface velocity is about 50 m a~! which is nearly equivalent to the mean velocity during
the observation period in July. If u;(—2000) increases to 80 m a~! with the same u(0),

L. The almost 50% increase in u(0) confirms

surface velocity us(0) is more than 70 m day~
that local surface velocity can be affected considerably by neighbouring basal motion. To
illustrate the effect of neighbouring basal condition, horizontal velocity fields computed for
fixed ¢(—=1000 < z < 1000) = 100 m a=! MPa~! and various ¢(—3000 < x < —1000) are

shown in Figure 4.8.

Most of the proposed empirical relations between basal velocity, basal shear stress, and
the effective pressure are of the form

Tp

Xl (4.11)

up = k
where k is an adjustable parameter, p and ¢ are constants (Budd and others, 1979; Bind-
schadler, 1983). The comparison of Equation (4.11) with Equation (4.6) yields the relation-
ship between the basal flow coefficient ¢(z) and the effective pressure. Because ¢ is usually
taken as 1, ¢ can be assumed to be directly proportional to P.~!. Following the foregoing
discussion, another plot of the numerical experiments was made to reproduce the hysteresis
in the velocity variation. Figure 4.9 shows the dependences of the surface velocity on the
basal condition directly beneath, which are computed for various basal conditions at 2000
m upglacier. The ¢=! used for abscissa is referred to the local effective pressure to compare
the plot with Figure 3.1b. The 20-30% of hysteresis is reproduced as an effect of neighbor-
ing basal condition in the realistic velocity range. This result supports the hypothesis that
the larger acceleration in the upper reach during the daytime caused the bimodal velocity

variation at the study site.

4.3.2 Diurnal variations in the vertical strain

From 26 to 31 July and from 22 to 27 August, clear diurnal variations are observed in vertical

strain (Figs. 3.4b and 3.5b). Two-dimensional surface strain rate (Fig. 3.6) also confirms
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Figure 4.7: (a) Surface (solid circle) and basal velocity (open circle) distribution
computed for the spatially non-uniform basal condition described in the text. (b)
Contour line shows the surface velocity at x = 0 m in m a~' which are computed
Jor each set of basal velocity at x = 0 and —2000 m. Numerical experiments are per-
formed at the conditions shown in (b) with the circles, and the computed horizontal

velocity fields at the solid circles are shown in Figure 4.8
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Figure 4.8: Horizontal velocity fields computed with the basal conditions shown
with solid circles in Figure 4.7. ¢(—1000 < x <1000) is fived at 100 m a=* MPa™?,
and ¢(—3000 < x < —1000) is varied in each experiment.
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The velocities are computed with four different basal conditions at
2000 m upglacier, ¢ = 0.0 (dot), 100 (square), 200 (circle), and 300 m a~' MPa™!
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the diurnal changes in the strain regime, and the diurnal vertical displacement of the surface
(Fig. 2.8a) is consistent with the measured vertical strain. Because the amplitude of the
diurnal variations in the horizontal surface velocity was larger in the upper reach (Fig. 3.2),
it is hypothesized in the previous chapter that compressive flow caused the vertical tensile

strain during the daytime. !!

The depth changes of the 283-m-deep borehole by 30-50 mm in July and of the 174-m-
deep borehole by 30-40 mm in August are equivalent to vertical strain of 1-2x107%. These
are fairly large deformations corresponding to strain rate of more than 10~! a=!. By using
the flow model, the basal conditions required to establish the observed vertical extension and

compression are estimated in this section.

As a primary estimate, one can determine the necessary basal velocity gradient to produce
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the observed strain rate near the surface from Figure 4.6b. However, the observed strain rate
is too large to be generated by the velocity gradients in Figure 4.6b. This suggests that the
perturbation of slipperiness during the observation periods was even larger than the one used
to make Figure 4.6b.

The observed diurnal variations in horizontal surface velocity and its relation to basal
pressure variations suggests that the glacier became partly decoupled from the bed during
the daytime. This may be due to increased basal cavity formation or due to the failure of a
thin till layer. If such a decoupled zone begins to develop upstream of the measurement site
and subsequently expands downglacier with increasing sliding velocity in the course of the day,
large deviatoric stresses and vertical strain rates can develop near the surface as observed
in Figures 4.4c and d. Such temporal evolution of a decoupled zone can be simulated by
prescribing corresponding basal conditions in the flow model. The sliding magnitude, spatial
size, and the position of the slippery zone were varied to fit the observed velocities and strain
rates at the study site as close as possible. Because the observed diurnal changes in thickness
are only a few centimeters at most, changes in thickness and surface slopes can be ignored in
the modeling calculations, and the diurnal variations can be analyzed without changing the

model geometry.

The vertical strain rate and surface velocity variations measured on 25 August 2001
are chosen as an example, and simulated by numerical experiments. A slippery zone is
introduced upstream of the observation site by changing the rate factor of the sub-basal
layer. By subsequently changing the slipperiness, size and position of the slippery zone, the
observed spatial and temporal pattern in vertical strain rate could be reproduced qualitatively.
Figures 4.10 and 4.11 show the evolution of horizontal velocity and vertical strain rate fields
calculated for the slippery zones prescribed for each time of the day. Surface and basal
velocity distribution is summarized in Figures 4.12a and b. The condition of the slippery
zone at each time of the day was determined by adjusting the distribution of ¢ to fit the
observed surface velocity at the study site. The temporal evolution of the slippery zone is
explained as follows. The slippery zone starts to develop upstream of the observation site at
about 8:00 when the surface melting starts. Then it increases in extent and magnitude, and
forms a sliding boundary beneath the study site at 15:00. In the evening, when the surface-
melting rate decreases, the basal velocity starts to decrease and the zone moves downglacier
during the period of 18:00-0:00. This downglacier propagation is due to the subglacial water
drainage towards the glacier terminus. Eventually, compressive flow at the study site is

replaced with a weaker extending flow (3:00-6:00).

Figure 4.13 compares the field measurements on 25 August with the computed temporal
variations of horizontal surface velocity and vertical strain rate in the upper 200 m of the ice
at the study site (z = 0 m). Even though the computed strain rates are still considerably

smaller than the measured ones, they are an order of magnitude larger than those obtained
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Figure 4.10: Diurnal evolution of horizontal velocity fields computed for the basal

condition scenario described in the text.
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Figure 4.11: Diurnal evolutions of vertical strain rate fields computed for the basal

condition scenario described in the text.
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in Figure 4.6b.

The fact that the computed strain rate accounts for only about 10% of the measured bore-
hole depth change shows that some important aspects of the flow are not described adequately
by the model. To obtain larger strain rates, the model could assume higher flow velocities in
the upper region, but this assumption would contradict observed surface velocities. Another
possibility is that the flow law used is incorrect. In the present model, stress concentration
near the surface in Figure 4.4c does not generate clear strain rate concentration in Figure
4.4d. This is because Glen’s flow law (Equation (4.3)) gives much higher effective viscosity
as the effective stress decreases near the glacier surface. To assess the influence of effective
viscosity near the surface, another experiment was carried out with a modified Glen’s flow

law,

éij :A(Tg_l—l—Tg_l)Tij. (4.12)

Here, as elsewhere, an arbitrary small constant value 75 has been introduced in the flow law to
avoid mathematical singularity where the effective viscosity is infinite when the effective stress
vanishes (Hutter, 1983; Blatter, 1995). It was confirmed that the influence of 7y is negligible
when 79 < 1072 MPa, and 79 = 1072 MPa has been taken in the numerical experiments
so far. Now, 7y is set to be 0.1 MPa so that ice becomes less viscous near the glacier
surface. In Equation (4.12), strain rate components are linear functions of corresponding
stress components when the effective stress is very small, while it obeys Glen’s flow law
under a high stress condition. This modified flow law was applied to the basal conditions
identical to those used for Figure 4.4. Computed fields of flow velocities, stress, and strain
rate are shown in Figure 4.14 and compared with Figure 4.4. It is interesting to see the
vertical strain increases near the surface while the deviatoric stress decreases (Fig. 4.14c and
d). The stress near the surface seems to be transfered to the deeper region where ice becomes
more viscous after the flow law was modified. The results suggests that the modeled vertical
strain is improved by Equation (4.12), but the improvement is still insufficient owing to the
reduction in the stress. Further study on the flow-law exponent or flow law itself is required
to interpret the field data sufficiently. The model will be also improved including the average

longitudinal strain and transverse stresses over the area in question.

The studied velocity variation accompanied by a strain rate anomaly is similar in nature
to the mini-surges or propagation of enhanced motion waves observed in Variegated Glacier
(Raymond and Malone, 1986; Kamb and Engelhardt, 1987). Balise and Raymond (1985)
applied their analytical analysis of a linear viscous flow to interpret the measurements on
the surface of Variegated Glacier by a propagation of basal velocity anomaly that was much
sharper than the one used in this study for Figure 4.12b. They suggest that the vertical
straining of ice might also explain uplift events observed during fast flow periods. In order

to apply the flow model used in this work to uplift events, quantitative discussion described

62



44, SUMMARY

50 40 30 20 10 o
a Horizontal velocity (ma') ST [ [ [ [ |
400
N 0 ‘ 1
5 2.5 (o] -2.5 -5
b Vertical velocity (ma') IR T [ [ [ [ [ [
400
tw, -~ W | &
N \ ‘ \ —
0.05
(o] Horizontal deviatoric stress (MPa) _ T 11 \ [ ] _
400
e
= 200*
3T = ———
0.03
Vertical strain rate (a _HHHHHHH—
400 -
N 07
-3000 -2000 -1 000 1 000 2000 3000

X (m)

Figure 4.14: Computed fields of (a) horizontal velocity, (b) vertical velocity, (c)
longitudinal deviatoric stress component T, and (d) vertical strain rate. Modified
flow law (Equation (4.12)) was used with the basal conditions identical to those in
Figure 4.4.

above is crucial. It is because the uplift rates measured in this study, in Variegated Glacier
(Kamb and Engelhardt, 1987) and in Unteraargletscher by lken and others (1983) are all in
the same order of ~ 10™* day~! if they are converted to the vertical strain rate over the ice

thickness, which is larger than the modelled result in Figure 4.13b.

4.4 Summary

A finite-element non-linear viscous flow model was developed to simulate two dimensional
glacier flow fields under the influence of spatially distributed basal slipperiness. A basal mo-
tion was introduced by a conceptional sub-glacial deformable thin layer, and the slipperiness
was prescribed with a rate factor of the layer. The model was used to study the effects of
local perturbation in basal slipperiness on the surface velocity and the englacial strain-rate

distribution.

The numerical experiments show that the transmission of the basal motion to the surface

is strongly dependent on the horizontal spatial scale of the basal perturbation. Influence of
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the basal motion reaches out of the slippery zone to approximately 10 times ice thickness.
Near the boundary of slip/non-slip conditions, a significant stress field is established and the

stress is strongest near the glacier surface.

The model results were compared with the measurements of surface velocity and vertical
strain rate variations at Lauteraargletscher. It is shown that the surface velocity cannot be
determined by the local basal slipperiness alone but is considerably affected by the neigh-
bouring basal conditions. The hysteresis of 20-30% observed in the surface velocity against
water pressure was reproduced by assuming different basal slipperiness at 2000 m upper reach

from the study site.

The downglacier propagation of a slippery zone is able to qualitatively explain the ob-
served temporal variations in the surface velocity and the vertical strain rate. However,
quantitative comparison between the model prediction and the field measurement show that
calculated vertical strain rates are about an order-of-magnitude too small. The reason for this
discrepancy remains unclear, but a possible reason for the discrepancy is that the modeled ice
near the surface is too stiff. This stiffness may arise from ignoring the average longitudinal
strain which is established by the real glacier geometry, or because the flow-law exponent of

ice varies with stress.
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CHAPTER 5

CONCLUSION

5.1 Field Measurements

Field measurements were carried out intensively in a temperate valley glacier during the
ablation season to investigate flow variations under the control of basal conditions. The mea-
surements were conducted with high temporal resolution focusing on short-term variations

in horizontal surface velocity, surface vertical displacement (uplift), and vertical strain.

Surface velocity was well correlated with subglacial water pressure in July and August
(Figs. 3.4a, 3.5a). It is shown that the water pressure is the most important factor which
controls short-term glacier flow variation in the ablation season. There is a clear relationship
between surface velocity and water pressure, in which the velocity increases as a power
function (Equation (3.2)) of the effective pressure with an asymptote at P, = 0. This result
agrees with the previously reported field observations and theoretical predictions. Pressure
dependence of the surface velocity was not identical in pressure increasing and decreasing
phase. This bimodal velocity variation suggests that the study site flows under the influence

of surrounding basal conditions.

Surface uplifts of as much as 100 mm were observed from June to August over time scales
of an hour to a few days. They occurred in the periods of fast glacier flow associated with
high water pressure, and the detail analysis with borehole depth measurement (Fig. 3.7)
indicates two different mechanisms of the uplifts. Most of the uplifts were caused by vertical
straining due to a compressive flow established by spatially non-uniform basal condition. In
the case of the motion event observed in June, however, the volume of the basal water cavities

increased and it lifted the glacier upward.

Short-term variations in vertical strain, including diurnal variations, were observed. Dur-
ing the observation in the late July and August, vertical strain was tensile in the daytime
and compressive at night (Figs. 3.4b and 3.5b). Two-dimensional surface strain also showed
diurnal changes in the strain regime, and the horizontal compression along the flow line dur-

ing the daytime is consistent with the tensile vertical strain (Fig. 3.6). These observations
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are interpreted as the results of compressive flow which is enhanced by the larger acceleration
in the upper reach during the daytime. It is concluded that internal ice deformation is not a

constant component in glacier flow within time scales of hours to days.

Subglacial water pressure is shown to be the most influential factor of flow variations dur-
ing the ablation season. Short-term water pressure variations at Lauteraargletscher showed
two distinctive manners in the field observation operated throughout the summer. Diurnal
variation is not prominent and sudden water input by precipitation raises the pressure up to
the overburden level in the early summer, while the amplitude in the diurnal variation is large
and the pressure is insensitive to precipitation in the late summer. The transition from one
to the other pattern originates from the seasonal evolution in the subglacial hydraulic condi-
tion. It is suggested that the subglacial drainage efficiency increases after the seasonal snow
line ascends upglacier, and subsequent increase in the drainage efficiency enhances diurnal

pressure variation.

5.2 Numerical Investigation

A glacier flow model was developed to compute two-dimensional flow fields with various basal
boundary conditions. Experiments with a basal slippery zone indicate that the influence of
local basal motion can reach as far as 10 times ice thickness. This result verifies the hypothesis
that the hysteresis of the surface velocity against the local water pressure is caused by the
pushing force conveyed from a few kilometers upper reach, where ice flows faster when water
pressure increases at the study site. The effect of the spatial distribution of slipperiness on
englacial vertical strain is also investigated with numerical experiments. By setting a slippery
zone in the upper reach of the glacier and shifting it downglacier with a diurnal cycle, the
observed diurnal variations in vertical strain rate was reproduced qualitatively (Fig. 4.13).
Inspection of the stress and strain fields shows that significant deviatoric stress is generated
near the surface by the slippery zone (Fig. 4.4c), and it takes an important role in the strain

regime in a glacier.

5.3 Future Prospects of the Study

The methods of high resolution glacier flow measurements were developed in this work. As
the next step of the study, it is beneficial to carry out similar measurements at a number of
sites on a glacier. The distance between the measurement sites should be determined from
the objective of the study. According to the results of the presented numerical investigation,
intervals of about 10 times ice thickness are adequate to view the general flow distribution in a
glacier, whereas shorter intervals are required to look into the details of the local flow regime.
The observations in this study showed that the most dramatic change in the flow regime

takes place at the altitude of the seasonal snow line. This is due to the change in the surface
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condition from snow to ice and rapid development of subglacial drainage efficiency. Thus,
measurements can be focused on such region on a glacier by setting instruments with shorter
spatial intervals near the snow line. This effort may reveal the distinctive flow regimes below
and above the snow line altitude, and show the boundary of the regimes ascend upglacier

with the snow line.

Because it was shown that subglacial water pressure takes the most important role in
short-term flow variations during the ablation season, hydrological experiments in conjunction
with flow measurements are recommended. Measurement of water drainage from the glacier
and tracer experiment will give information on the development of the subglacial drainage
system. The spatial distribution of subglacial water pressure should be measured to confirm

the difference in the subglacial condition below and above the snow line.

The development of a three-dimensional version of the flow model is a challenging task
but worthwhile to be accomplished. The surface strain regime measured in this study requires
further examination of transverse stress and strain components. Moreover, effect of side drag
becomes more important for the flow regime when the bed is lubricated. Truffer and others
(2001) suggested that the basal stress is transfered to the glacier side margins when a valley
glacier is lubricated at the bed. The influence of side drag is also important in ice streams
(Raymond, 1996; Jackson and Kamb, 1997; Tulaczyk and others, 2000b). Thus, inclusion of
the transverse components makes the model applicable not only for valley glaciers but also

for the streaming flow in ice sheets.

Owing to its flexibility to deal with uneven boundaries and non-uniform grid spacings, the
finite-element method is an ideal tool to solve the flow field with a realistic bed and surface
topography. Gudmudsson (1999) developed a three dimensional finite-element glacier flow
model with topographical information of Unteraargletscher, and investigated the flow feature
in the confluence area. Combined with the realistic basal boundary condition used in this
study, a three dimensional finite-element flow model acquires a potential to solve problems
in a wide range from a mountain glacier flow in a narrow valley to a streaming flow in ice

sheets.

The simulation of the diurnal vertical strain rate suggested the possibility that Glen’s
flow law is not always the correct form of the constitutive equation. Stress-strain relationship
should be further studied under low stress condition to find a more adequate flow law. The
quality of a glacier flow modelling will be further improved by including the effect of ice
anisotropy (Azuma, 1995; Thorsteinsson, 2001), water concentration, sediment and impurity
inclusions (Hooke and others, 1972; Lawson 1996).
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APPENDIX A

Strain Ellipse Calculation

Two dimensional surface strain on the glacier was analysed with the method described by
Jaeger (1969). Assuming that the strain on a glacier surface is homogeneous within a limited

area, the surface strain field is expressed by a linear transformation written as,

' = ax + by, y' = cx +dy. (A.1)

(x, y) and (2, y') are the coordinates before and after the transformation. To determine
the four coefficients in Equation (A.1), three poles should be surveyed twice on the glacier.

Taking a coordinate relative to one of the three poles, Equation (A.1) can be solved for the

coefficients,
THY1 — T1Y2 Ty Ty — 2125 Y1ys — Y1y Toy) — Ty
=277 b= —2—— = c =22 77 d=——"== (A.2)
T2Y1 — T1Y2 T2Y1 — T1Y2 T2Y1 — T1Y2 T2Y1 — T1Y2

where (21, y1) and (232, y2) are the original positions of two poles relative to the reference

pole, and (2, y;) and (@}, y}) are the positions after the deformation.

Equations (A.1) are solved for  and y to have

dz' — by’ —cx' 4+ ay’
T = - h2 3 y= h2 (AS)
h* = ad — be. (A.4)
A circle of unit radius,
w4yt =1, (A.5)

is transformed by Equation (A.1l) into an ellipse. The ellipse after the transformation is
obtained by the substitutions of Equations (A.3) into Equation (A.5), and it results

2+ d? 2(ac+ bd a® + b2
i 22 _ ( i )wly/ » y/2

= 1. (A.6)
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When the original circle is deformed under the strain field represented by Equation (A.1),

the resulting ellipse is called the strain ellipse.

The directions of the axes of the ellipse, @ and « 4+ 7/2, are found from

2(ab+ cd)

tan2a = TrE @ (A7)
The lengths of the axes are the solutions of the quadratic equation,
R'— (*+0*+ A +dH)RP+ 1 =0. (A.8)
Writing two positive solutions as A and B (A>B), Equation (A.8) gives
A2+ B =+ v+ F+ (A.9)
AB = h*. (A.10)
By using Equation (A.4), Equations (A.9) and (A.10) yield
(A+B)?=(a+b)>+(b—c)?, (A.11)
(A-B)Y?=(a—d)*+ (b+c) (A.12)

The lengths of major and minor axes, A and B of the strain ellipse can be calculated from

Equations (A.11) and (A.12). The change in surface area after the deformation is written as

AS =7AB — 7 =r(h?* - 1). (A.13)

The quantity h% — 1 is called the dilatation, and h? is equivalent to the fraction of the areas

before and after the deformation.
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APPENDIX B

Stokes Equations

The numerical flow model used in this study is based on the steady state Stokes equations.
Stokes equations are derived from the following procedure under the assumptions of material

incompressibility, negligibly small Reynolds number, and steady state condition.

Taking x = (21, 22) as two dimensional Cartesian coordinates, and ¢ as a time variable,
the equation of mass conservation is,
dp  Opu;

E—I— 0x;

=0. (B.1)

p is the density of the material, u = (uy, uz) is the flow velocity vector, and the summation
convention is employed. Momentum balance equation is,

dpu;  puju;  Joy;

Ot dx; dx; = P9

(B.2)

where g = (g1, g2) is the gravitational force vector and

o= ( oo ) (B.3)

021 022
is the stress tensor. When the material is incompressible, the first term in Equation (B.1)
is zero. The first term in Equation (B.2) (inertia term) is omitted due to the steady state
condition, and the second term (advection term) is negligible when the Reynols number
R.=UL/v =pUL/u is small. Here, U and L are the velocity and the length scales, p and
v are the viscosity and the kinematic viscosity. Consequently, Equations (B.1) and (B.2)

reduce to

doi;

go, T P9 (B.4)
Jdu;
0x; 0 (B.5)
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APPENDIX B. STOKES FQUATIONS

Equations (B.4) and (B.5) are Stokes equations in a steady state condition. In the case of an
incompressible isotropic material, stress components are related to strain rate components
with Equation (B.6).

i = —p(si]‘ + QIMDZ']‘ (B.G)

Here, the material is treated as a Newtonian fluid by taking a constant g, but non-linear
effects are introduced into the presented flow model by taking p as a function of stress or
strain components in the numerical scheme. pis the hydrostatic pressure, and D is the strain

rate tensor defined by

D= D11 Drg (B.7)
Do Ds

1 {0u; Ou;
Dij(u) == | =— L. B.8
Equation (B.6) is substituted in Equation (B.4) to eliminate the stress components, and then

the Stokes equations are expressed with velocity components and pressure as

G0 = 20D) = g (8.9
Z_Zj Y (B.10)
ot in the explicit forms,
;—i —p (8;;? + 8;;%1) = g (B.11)
;—i — (8;—;? + 8;;%2) = g2 (B.12)
% n g—zz — 0. (B.13)
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APPENDIX C

Finite-Element Method

To solve the Stokes equations, the finite-element method was employed. This method has
an advantage to finite-difference scheme for its flexibility to use nonuniform grid spacings to
focus on key areas, and to fit the mesh to irregular boundaries. There are several different
techniques in each step of the finite-element method. In this study, linear and quadratic
functions are used as the shape functions for pressure and velocity fields. Galerkin method
was employed for discretization of the weighting functions. For the discretization of the field,
triangle shaped finite elements were used. By showing the basis of the finite-element method

briefly, the matrix to be solved is derived in the following.

C.1 Weak Form

A two dimensional field € is given and its boundary 0f2 is divided into two regions, I'y and

I's. At the boundary I'y, velocity u = (uy, ug) satisfies the condition of

u; = ;. (C.1)

At the boundary 'y, surface stress 7 = (1, 72) satisfies

T =T (C.2)

where the surface stress is a dot product of the stress tensor and the surface normal unit

vector n = (nqy, na),

T = 0in;. (C.3)
@t = (41, t2) and 7 = (71, 72) should be prescribed. The two types of boundary conditions,

Equations (C.1) and (C.2), are called essential and natural boundary conditions.

Then, a steady state Stokes flow in the field Q under the conditions of Equations (C.1)
and (C.2) is considered. In the finite-element method, differential equations are transformed

into integral forms so called weak forms. Equation (B.4) and (B.5) are integrated within the
field €.
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APPENDIX C. FINITE-ELEMENT METHOD

L0055
- —2dQ) = susd$2 CA4
fu | g (C4)
L 0u;
—dQ) = 0 C.5
/ 0x; (€-5)
u! and p* are weighting functions. For functions f and g, Gauss-Green theorem is denoted
as below.
af dg
dQ) = i dQ2 .
et /89 fan e, (C.6)

Equation (C.6) is applied for Equation (C.5) and partial integration is operated.

L0055
— dQ = - . dIl Ay
/ vy /QQU]TLJUZ —I—/@x](j]
= [ #u *dF—|—/ 9L Q) C.7
/. 520 (1)
Therefore,
ou; " «
—0;;dQ = /gz dQ—I—/ 7w dl (C.8)
o 0z,

Equation (B.6) is applied for the left hand side of Equation (C.8) to eliminate the stress

components, and the equation

ou;
= Dij(v) = Dij(u) Dij(v) (C.9)
0x;
is used to yield
ou;
21// D;;(u (u)dQ2 — / D “pd§) = /gzu dQ—I—/ Tiurdl. (C.10)
Q 7

Equation (C.10) is the weak form of the original problem of a Stokes flow. Equations (C.10)
and (C.5) are solved for u and p under the conditions of Equations (C.1) and (C.2).

C.2 Finite-Element Approximation

Distribution of pressure p in the field is approximated with linear shape functions 1.,

p:pﬁ¢ﬁ (Cll)

where p, is the pressure value at each node and 1, satisfies the following equation.

¢H(R/\) = 0, (C.l?)

82



C.2 FINITE-ELEMENT APPROXIMATION

Ry, ..., Ry, represent the nodes at the corners of all elements in the field, and x =1, ..., N,.

For the velocity components, quadratic shape function, ¢, satisfies the condition

$a(Qp) = dap- (C.13)
@1, ...,Qn, are all nodes in the field including those at the mid sides, and 8 =1, ..., N,. Flow

velocity components are

Uy = uia¢o¢- (C14)

¢ =1,2in the two dimensional case. Weighting function u; and p* are discretized by Galerkin
method.

ur =i, Qo (C.15)
p*=Dprts (C.16)

Substitutions of Equations (C.11), (C.14), (C.15), and (C.16) in Equations (C.5) and (C.10)
yield,

O(ur, o
2v /QDkl(Ufa%ez’)DM(uyﬂ%ey‘)dQ— /Q (uéi;zb)(mw)dﬁ
= [ g0+ [ F(uaar, (17)
Q Iy
and
o\ Oujpds) o
/Q(pﬁw b, dQ = 0. (C.18)

e; is a unit vector. Since u;g, px, u’,, and p} are values at nodes but not variables, they can

be excluded from the differentiation and integration.

Dq .
ur, {2’/“;‘5/QDM(%ei)DM(%ej)dQ—PA/Q 8(i'¢xd9—/ggi¢ad9—/r Ti%df} =0
(C.19
P {Ujﬁ/ %%dﬁ} =0 (C.20)
Q Z;

In order to satisfy Equations (C.19) and (C.20) with any values of «}, and p}, the inside of

the brackets are zero. Thus,

I9a .
QVUjg/QDkl(qbaei)DM((bgej)dQ—pA/Q 8?1@(%2 = /QgiqbadQ—l—/F Ti¢adl'(C.21)

, 998 1, _
u]ﬁ/gqpﬁa—xjdg - 0. (C.22)
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APPENDIX C. FINITE-ELEMENT METHOD

Equations (C.22) and (C.22) are finite-element equations and they form a set of spontaneous

linear equations. It is written in a matrix form as,

I(ij CZ ; Qia
(C;w Sa)(um):( ) ) (C.23)
Y P

I(gﬁ = QV/QDkz(%ei)Dkz(Cbﬁej)dQ (C.24)
7 _ 8¢o¢
Cha = /ani PAdQ (C.25)
Qia = /gz¢ad9+/ 7A—ngozdr (C26)
Q I,

This matrix (C.23) is solved numerically for the flow velocity and pressure fields, u;z and p).

C.3 Calculation of Matrix Components

The components of the matrix (C.23) are calculated from Equations (C.24)—(C.26) by using
area coordinates. A point P(z1,23) in one of the triangular elements P; P, Ps is considered
(Fig. C.la). Pi(zi,2}), Py(23,23), and P3(2?,23) are nodes of the element taken counter-
clockwise order. The area coordinates of the point P(&1,&2,&3) are defined by,

_ APPP,
AP/ P,Ps

A indicates the area of the triangle. Two basic rules are derived from Equation (C.27).

& (1,7, k)= (1,2,3),(2,3,1), (3,1, 2) (C.27)

&G(P) = & (C.28)
G+&6+8 = 1 (C.29)

a b P(x,x})

Py(x).x3)

Pi(x},x3)

P(x,x)

P(x}.x))

2 2
P(x},x3) h(xi,x;) Py x,x3)

Figure C.1: (a) The area coordinate system, and (b) the nodes of a quadratic

triangular element.
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C.3 CALCULATION OF MATRIX COMPONENTS

There are linear relationships between the area coordinates (&1,&3,&3) and the Cartesian
coordinates (z1,z2),
§i=a;+bx+cy (27]7 k): (17273)7(27371)7(37172) (C30)

Equations (C.28) and (C.30) give a set of simultaneous linear equations for a;, b;, and ¢;

when 7 is fixed, and the solutions are

1 , ,
a; = m(ﬂf{ 5 — yah) (C.31)
1 .
1 .

(4,5,k) = (1,2,3),(2,3,1),(3,1,2)

The area of the triangular element is calculated from the coordinates of the corner nodes.

1
APIPPs = 5{(90% —aq) (s —xy) — (2f — 27) (23 — })} (C.34)

Thus, the area coordinates in an element are obtained from the Cartesian coordinates of the
corner nodes of the element. From Equation (C.30), the derivatives of the area coordinates
are

96 96

8$1 o 8$2 " ( )

and the integration of the polynomial of the area coordinates can be carried out with a

convenient equation,

20! 1k AP, P, Ps
2+i+7+k)! "

| SCETEE (C.36)

The area coordinates are also applied for the shape functions, ®¥, and ¢,, to compute
Equations (C.24)—(C.25). An element €2, and six nodes are taken as shown in Figure C.1b.
This type of element is called a quadratic element, and the area coordinates of the nodes
P — Ps are, (1,0,0), (0,1,0), (0,0,1), (1,1/2,1/2), (1/2,0,1/2), (1/2,1/2,0), respectively.
The shape functions give unity at one of the nodes and zero at the others following the
conditions written in Equations (C.13) and (C.12). Linear shape functions for the pressure

is given with the area coordinates (Fig. C.2a).

v; = A+ A6 + Asés (C.37)
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(/"

Pa

Figure C.2: Shape functions used for pressure (a), and velocity (b and c).

¥ L 0o &1
v | = 1o 1o & |- (C.38)
V3 00 1 €3
Their derivative forms are obtained from Equation (C.30),

Oy Iy I3

8$1 b 8$1 = 8$1 3

v oy _ o5 _

8$2 = C1, 8$2 = C2, 8$2 = C3 (C39)

Quadratic shape functions are taken for velocity components (Figs. C.2b and ¢), and the

functions and their derivatives are written as follows.

991
8$1
095
8$1
995
8$1

B = B1&3 4+ Bof2 4 Baf2 4 By&ols + Bs&38& + Be&i&o

¢ 100 0
&5 10 -1
o5 | _ 1 -1
¢ 4
o 0

o6

= (2by — by — b3)&1 — b1&e — b1 &3,
= —bo&i + (—b1 + 2by — b3)&e — boés,

= —b3&1 — b3&a + (=01 — b2 + 203)E3,
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-1
0
-1
0
4

991
8$2
095
8$2
995
8$2

(C.40)

&
&
0 &
0 §283
0 §3&1
4 §1&2

(C.41)

(201 — Cy — 03)51 — 1§ — c1é3

= —c2&1 + (—c1 4+ 2¢2 — ¢3)& — 23

—c381 — 38+ (—c1 — 2+ 2¢3)&3



C.3 CALCULATION OF MATRIX COMPONENTS

do5 doE ol
b bty +Abats, 005 = abat +abis, 908 byt 1 A6y
Oy duq drq
el elo ol
%4 = 4c3é + 4eés, % = 4c3& + 41 &, % = 4c61 + 41y (C.42)
dxs 0wy 0z

All terms in Equations (C.24)—(C.25) are now written with the area coordinates &;, and
the integration can be carried out with Equation (C.36). Consequently, components of the
matrix (C.23) are obtained for each element from the Cartesian coordinate of the corner

nodes.
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