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3D Topology Optimization Using an Immune Algorithm

Abstract

Purpose – The paper introduces an evolutionary algorithm based on the artificial immune systems paradigm for topology optimization in 3D.

Design/methodology/approach – The 3D topology optimization algorithm is described, and experimentally validated on an electromagnetic design problem.

Findings – The proposed method is capable of finding an optimal configuration for the validation problem used.

Research limitations/implications – More tests are needed in order to fully assert the capabilities of the algorithm. Moreover, further improvements are needed in order to obtain smoother topologies at the end of the optimization procedure.

Practical implications – The paper presents a novel tool for the design of electromagnetic devices, using a topology optimization approach.

Originality/value – So far most of the topology optimization algorithms did not tackle true 3D problems, and the ones capable of 3D optimization do it at high computational costs. The algorithm presented here is capable of true 3D design at a reasonable computational budget.
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Introduction

Shape optimization of engineering devices usually means maximizing a given performance measure by varying the dimensions of a basic shape set by the designer, in a process sometimes called *parametric optimization*. While this strategy can lead to very good results, it is fundamentally dependent on the basic configuration provided, i.e., the optimization algorithm is not able to introduce fundamental changes in the topology of the device being designed. In other words, the algorithms lack the ability to develop innovative solutions.

A different approach to the geometrical design of such devices is the Topology Optimization (TO) paradigm. Instead of being limited to predefined shapes and variables, in TO the material properties at every point of the design space are considered in the design processes. By allowing the free variation of the material properties at any point of the design space, TO algorithms are able to return novel or unexpected solutions, independently from any initial design (Campelo, 2006).

The computational cost associated with TO methods, however, remains as an obstacle to a broader use of this kind of technique. This has somehow limited the use of TO algorithms to 2D problems or problems with axial symmetry or planar structure, where the design space can be reduced to two dimensions. Indeed, there are very few works in the literature dealing with 3D design of electromagnetic devices using TO (Yoo, 2000; Yoo, 2002; Okamoto, 2006).

Among the methods used for two-dimensional TO, the Clonal Selection Algorithm for Topology Optimization (TopCSA) (Campelo, 2006) presents some interesting features. This technique is an evolutionary algorithm that presents local and global search
characteristics at a reasonably low computational cost (Campelo, 2006; Watanabe, 2006), valuable features when designing electromagnetic devices.

In this work we extend the TopCSA to deal with real 3D problems. The operators of the algorithm are adapted, and the technique is tested on the design of a magnetic device. The paper is organized as follows: Section II presents a brief overview on methods used for topology optimization; the 3D version of the TopCSA is presented in Section III; in Section IV the multigrid method, used by the TopCSA as the numerical solver, is described; the results obtained by the proposed technique for the design of a perpendicular magnetic recording head are presented in Section V; final remarks, conclusions and ideas for future work close the paper in Section VI.

Topology Optimization

As explained in the previous section, topology optimization algorithms search for optimum distributions of material within a finite design space. In order to implement algorithms for this task, appropriate representations of the candidate solutions are essential. In this section, we present some of the most popular representation techniques found in the literature.

Homogenization Design Method

The Homogenization Design Method (HDM) for topology optimization was first introduced by Bendsøe and Kikuchi (Bendsøe, 1988), for applications in structural design. In the HDM, the design space is divided in a number of perforated cells, and the macroscale optimal shape is determined by the optimization of the size of these micro-
holes in the structure. At the end of the optimization process, elements with large cavities will represent *empty* space, while elements with small cavities will represent *filled* regions, and therefore will form the structure of the solution. This method has been used in a number of works in electromagnetic design (Nishiwaki, 1998; Silva, 2000), and has the advantage of avoiding the complications of a discrete optimization approach, by transforming the problem to the continuous space (optimization of cavity sizes and orientations). The main drawbacks of this representation are the large number of optimization variables generated by this technique, for modeling the size and orientation of the cavities; the computational effort required for the calculation of the material constants for each element, which can be considerably high; and the need for the user to define thresholds for the intermediate elements to be considered as *filled* or as *empty*.

In 3D topology optimization, the HDM has been used in some works (Yoo, 2000; Yoo, 2002), coupled with the Sequential Linear Programming (SLP) optimization technique. However, a three dimensional model of the HDM's microvoid structure increases the number of design variables even more, from 3 per cell in the 2D case to 6 per cell, as seen in Figure 1.

*Optimized Material Distribution*

In order to overcome some of the negative points of the HDM, Rozvany (1992) proposed the *Solid, Isotropic Microstructure with Penalty* (SIMP) approach. It became later generally known as the *Density Method* (DM) or *Optimized Material Distribution* (OMD), depending on the field of application, and has been widely used in electromagnetic design (Byun, 1999; Mlejnek, 1993; Wang, 2002; Dick, 1996). One of
the objectives of the OMD technique was to avoid the checkerboard-like structures generated by the use of the HDM, as well as to simplify the analysis and optimization processes in the design of the devices.

Instead of considering each element as a region of material with a cavity, the OMD approach considers the normalized density of material in each element, varying from “0” (empty) to “1” (filled), as the main optimization variables. With the material properties being considered homogeneous within a given element, a great reduction in the number of optimization variables (from three to one per element in 2D problems, for instance) could be achieved.
In the OMD, intermediate densities are penalized in order to make it unlikely for the final solutions to exhibit “gray” (i.e., intermediate) materials. The maintenance of intermediate densities during the optimization process is used for avoiding the need of discrete optimization techniques, and the relationship between the properties of “gray” materials and the normalized density is given by simple relations (Bendsoe, 1999).

In 2004, a modified version of the OMD, also based on ideas of the HDM, was proposed for the optimization of 3D structures (Yoo, 2004). The technique was also coupled with SQL for the solution of the optimization problem, and tested on the design of a C-core magnet. Comparisons between this modified OMD and the HDM show approximately the same performance and same computational cost for both approaches. The modified OMD can, however, exhibit a much higher computational cost, depending on the choice of the parameter related to the penalization of intermediate densities.

There is a general trend for works using OMD or HDM to use sensitivity-based optimization techniques for TO, in particular SLP or steepest-descent methods. In some cases of specific design applications, the derivative information can be obtained analytically and used in the optimization process. While this approach is computationally effective, since it require no additional function evaluations, it is very limited and cannot be extended to general cases. On the other hand, the numerical evaluation of derivatives is in most cases prohibitively expensive, from a computational point of view. Moreover, gradient-based optimization methods lack global exploration features, and may be trapped at local optima in multimodal problems.
Voronoi Diagrams

The Voronoi representation was a first attempt towards unstructured representations for TO (Hamda, 2002). By unstructured it means a representation whose complexity is not dependent on a fixed discretization, an interesting characteristic that can allow finer meshes to be used in the solver without increasing the size of the candidate solutions’ representation.

For describing the Voronoi representation, we must first define a Voronoi diagram (Hamda, 2002): consider a finite number of points, called Voronoi sites, contained in a given finite set within the $\mathbb{R}^n$ space. Each Voronoi site $V_i$ defines a Voronoi cell, composed by all points in the design domain for which it is the closest site. A Voronoi diagram is the partition of the design domain defined by all the Voronoi cells. Figure 2 illustrates this concept better.

In a number of works published by Hamda (2000; 2002), Voronoi-based representations with a variable number of sites were used in conjunction with a specially adapted genetic algorithm for the optimization of mechanical structures in 2D and 3D. The main advantage of this representation is the independence of the inner representation of the candidate solutions (i.e., the representation used by the optimization algorithm) from the mesh used for the evaluation of the solution's performance. There are, however, some issues concerning the design of efficient operators for the evolution of the solutions.

Binary Representations

One of the most natural ways of encoding a candidate solution for a topology optimization problem is to represent it directly as a matrix of elements representing the
“state” at each point of the design space. This approach, however, requires optimization methods capable of dealing with discrete problems. Due to this fact, it has been avoided in many works in the literature, in favor of continuous, real coded approaches (e.g., HDM or OMD).

In 1993, a direct approach to the discrete problem, using binary representation and a discrete optimization method (Genetic Algorithm) was proposed (Chapman, 1993). The design space was discretized, with all the elements forming a binary, one dimensional array of “zeros” and “ones” (meaning empty and filled elements, respectively). By working directly with the existence/nonexistence of material in the elements, this methodology does not require the consideration of gray materials, and therefore simplify

Figure 2: A 2D Voronoi diagram. The dots represent the Voronoi sites, and the lines show the partition of the design space in Voronoi cells. Light and dark gray regions could represent different materials in a topology optimization process. (Example generated using Voroglde (Icking, 2001))

In 1993, a direct approach to the discrete problem, using binary representation and a discrete optimization method (Genetic Algorithm) was proposed (Chapman, 1993). The design space was discretized, with all the elements forming a binary, one dimensional array of “zeros” and “ones” (meaning empty and filled elements, respectively). By working directly with the existence/nonexistence of material in the elements, this methodology does not require the consideration of gray materials, and therefore simplify
the optimization process (Chapman, 1993; Jakiela, 2000). Binary representations were later expanded, by considering a two-dimensional, direct representation of the design space (Kane, 1996), in order to allow a more effective use of Genetic Algorithms over TO problems in 2D.

Most of the works in literature employing binary or Voronoi representations of the design space make use of Genetic Algorithms for evolving optimal topologies, since GAs are able to work more easily with binary variables (or variable-length lists of points, in the case of Voronoi representations). Specific genetic operators can be developed for the 2D or 3D encoding of the search space (Im, 2003), in order to improve the convergence characteristics of the GA. Given the global search capabilities provided by the genetic operators, it is possible for the algorithm to locate global optimal distributions of material.

There are, however, some issues that limit the use of GA-based methods in topology optimization. The first is the high computational cost associated with the evolution of a large population of candidate solutions. While smaller populations can be used, in most cases it will imply in premature convergence of the algorithm due to the small genetic diversity and the genetic drift introduced by crossover operators. Second, since the GA's lack local exploration features, it takes a long time to evolve from a solution lying in the vicinity of a given optimum to the actual optimal point. Finally, there is the problem in designing efficient operators, e.g., *Crossover*.

An interesting study on various strategies of shape representation for evolutionary topology optimization, including binary representations and others not discussed here (e.g., *H-representations*), can be found in Schoenauer’s work (Schoenauer, 1996).
The Clonal Selection Algorithm for Topology Optimization

In a previous work (Watanabe, 2006), the authors propose a new technique for the optimization of 2D topologies. The TopCSA is an evolutionary algorithm based on the Clonal Selection Principle (de Castro, 2002), and presents both global and local search characteristics at an acceptable computational cost. In the same paper, the algorithm is employed for the optimization of an MRI coil and a perpendicular magnetic recording head. The results obtained for those two problems show that the algorithm was able to effectively discover novel configurations of material as solutions for both problems. In another work (Campelo, 2006), the algorithm was tested in the design of another MRI device, also showing promising results. In both cases, however, the problems were somehow simplified by the fact that the problems presented linear symmetry, i.e., only the 2D model of an actual 3D device was designed.

In this section, we describe an adapted version of the TopCSA for use in true 3D design optimization. For the sake of brevity, some details of the original algorithm will be skipped. A more detailed description can be found in the literature (Campelo, 2006).

In this 3D version, the TopCSA represents each candidate solution as a three dimensional binary matrix: the search space is divided in a number of hexahedral elements, corresponding, for example, to elements in a finite-element mesh. Each element has associated to it a single binary value, corresponding to either the presence or absence of material in that particular region of the space. The representation of the design space is, in all aspects, similar to the one used by Okamoto (2006), where a sensitivity-based technique is used for optimization.
The algorithm starts by generating a population \( \mathbf{A} \) composed of \( N_{\text{pop}} \) random initial distributions of material in the design space. The iterative cycle then starts, with the evaluation of each candidate solution \( \mathbf{A} \subscript{i} \) over a given performance function. The candidate solutions are sorted according to their performance, and the \( N_{\text{Sel}} \) best ones are selected for the Clonal Expansion process: for a number of times proportional to their position in the performance ranking (calculated by:

\[
N'_C = \frac{\beta N_{\text{pop}}}{i}
\]  

(1)

where \( i \) is the position in the ranking and \( \beta \) is a user-defined parameter), an exact copy (clone) of the antibody is generated, and subject to either the Maturation process or to one of the Global Operators, as explained below. After that, the clone is evaluated, and replaces \( \mathbf{A} \subscript{i} \) if it presents better performance.

After the Clonal Expansion process, the solutions in \( \mathbf{A} \) that were not selected for cloning are replaced by new, randomly generated configurations of material, a process called Diversity Generation. The iterative cycle is repeated until some user-defined stop criterion is met.

**Maturation**

The Maturation operator acts on the “surface” of the material, i.e., on elements that are set as filled and present at least one interface with an empty element. As in Okamoto’s works (Okamoto, 2006), the TopCSA uses a 3D von Neumann neighborhood rule (Weisstein, 2003), where only the elements that share faces are considered to be neighbors to each other.
The *Maturation* process is implemented as follows: a given number of surface elements is chosen randomly, and then mutated, according to the following procedure:

- Determine the interface side of the element. If the element presents more than one interface side, select one randomly;
- Randomly determine the mutation direction (±1);
- If the direction is positive, the neighboring *empty* element is converted to *filled*; else, the element itself is converted to *empty*.

This operator presents some specific characteristics: first, it is a local operator, since it acts only on the immediate neighborhood of the affected elements. Second, the advance or retreat of the material boundary happens only perpendicularly to the interface side.

*Global Operators*

The TopCSA presents three *Global Operators*: *Cleaning*, *Surface Smoothing*, and *Macromutation*. These operators are exclusive both mutually and with the *Maturation* operator, i.e., a clone can be subject to only one of them during a given cycle of the *Clonal Expansion*. The name *Global* comes from the fact that these operators do not act on one individual (local) element of the material distribution, but instead on all elements of the matrix that present certain characteristics characteristic, as explained below:

*Cleaning*: checks the neighborhood of all elements from the clone's distribution of material, and inverts the state of elements that present material interfaces at all six sides. In other words, it is responsible for removing individual isolated *filled* elements in the middle of *empty* regions, and vice versa.
Surface Smoothing: acts similarly to the Cleaning, but instead of acting in elements completely surrounded by different ones, it operates on both sides of the material boundary, checking for elements that present five boundary faces (individual protruding filled elements or intruding empty elements). Both the Cleaning and the Surface Smoothing operators act quite similarly to the Topology Smoother (Okamoto2006).

Macromutation: consists in defining a random-sized, random-placed polyhedral region in the clone's distribution of material and setting all elements in the region to the same state (either filled or empty), randomly chosen. This operator helps the algorithm exploring new regions of the search space, e.g., evolving shapes with holes in the middle of material regions.

Matrix Refinements

In order to accelerate the convergence of the TopCSA, the coarseness of the material distribution is varied along the optimization process. The designer defines the desired initial and final dimensions of the matrix representing the search space, as well as a stabilization threshold for the refinement of the matrix (e.g., a given number of objective function evaluations without gains in the performance of the best solution). The algorithm starts with a coarser mesh in the first generations, in order to identify the general location of material in the search space; after that, it refines the mesh every time the stabilization threshold is reached, until the final resolution is achieved. After this point, the algorithm proceeds without further refinements, until the stop criteria are satisfied.
Enforcing Smoothness

In the topology optimization of engineering devices, one is usually concerned about the smoothness of the solutions. Too rough, irregular, or perforated topologies may be too expensive or even unfeasible from an implementation point of view. Conversely, smoother, more homogeneous shapes are preferred, even if they lead to slightly worse performance of the device under consideration.

In order to force the TopCSA to evolve smoother shapes, a simple strategy is employed: since the algorithm already possesses operators for smoothing the clones, we define an allowance ($A_s \in [0, 1]$) for the performance of clones subject to one of these operators. A smoothed clone is then allowed to replace the “parent antibody” if its affinity value is higher than $(1 - A_s)$ times the affinity of the “parent”. With this simple modification it is possible to keep an evolutionary pressure for the algorithm in the direction of more regular-shaped topologies.

The Multigrid Method

It is known that linear solvers such as Gauss-Seidel methods tend to eliminate the high-frequency components of the residue in linear equations given by the finite element analysis more rapidly than the low-frequency components. The multi-grid method (Watanabe, 2003) is based on this property, that is, the high-frequency residual components are eliminated on a fine mesh in a small number of iterations of the linear solver. The remaining residual components are then projected onto a coarser mesh, in which they now are considered as high frequency components that can again be eliminated in a small number of iterations.
The multigrid method solves the given equations by successively performing this process. The geometric multi-grid method used in this work requires hierarchical meshes with different densities. In this study, the finer meshes are obtained by dividing each coarse element into 4 (in the 2D case) or 8 (3D case) finer elements using the middle point of each edge. Although there are many variations of the multigrid method, all these variations are based on the coarse grid correction. The procedure of the two-grid V-cycle method that is used in conjunction with the TopCSA for the electromagnetic analysis is shown in Figure 3.

<table>
<thead>
<tr>
<th>Algorithm of 2-level V-cycle multi-grid method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: A few iterations of Gauss-Seidel method are applied to the given equation to obtain the approximate solution ( {x} ) (smoothing)</td>
</tr>
<tr>
<td>Step 2: The residual vector ( {r_f} ) is calculated and projected onto a coarser mesh ( {r_c} = [R]{r_f} ), where ([R]) is the restriction matrix.</td>
</tr>
<tr>
<td>Step 3: The residual equation ([K_c]{e_c} = {r_c}) is solved in order to obtain the error vector ( {e_c} )</td>
</tr>
<tr>
<td>Step 4: The error vector is projected onto the fine mesh ( {e_f} = [R]^T{e_c} )</td>
</tr>
<tr>
<td>Step 5: The solution is corrected ( {x}_{\text{new}} = {x} + {e_f} )</td>
</tr>
<tr>
<td>Step 6: The smoothing operation same as Step 1 is applied to the system equation again.</td>
</tr>
<tr>
<td>Step 7: The convergence of the solution is tested. If convergence condition is not satisfied, we go back to Step-2.</td>
</tr>
</tbody>
</table>

Figure 3: Two-grid V-cycle multigrid method.
Optimization of Perpendicular Magnetic Recording Head

In this section, we analyze the design of a perpendicular magnetic recording head for hard disk drives. The model for this device is shown in Figure 4, and the objective of this problem is to maximize the flux density in the region 1 (recording flux), and to minimize the flux density in the region 2 (leakage flux affecting the adjacent bit). The permeability of magnetic material used is $1000\mu_0$. This model is based on the 2-D model used by Okamoto (2005).

![Figure 4: Analysis region for magnetic head. Current density in coil: 0.1 A/m$^2$; permeability of the magnetic material: 1000$\mu_0$.](image)

The objective function, for a maximization problem, is defined as:

$$f = -\left\{ w_1 \sum_{i=1}^{n_1} \frac{1}{(B_{1x}^i)^2} + w_2 \sum_{i=1}^{n_2} \frac{(B_{2x}^i)^2}{(B_{1x}^i)^2} \right\}$$

(2)

where $B_{1x}^i$ and $B_{2x}^i$ are the $x$ components of magnetic flux density in regions 1 and 2, respectively, and $w_1$ and $w_2$ are the weighting coefficients, which are chosen as 1 and 20000, respectively. The number of sampling points used is $n_1 = 120$ and $n_2 = 200$. 
In this paper, a 10 x 10 x 5 partition of the design region was used. The characteristics of the meshes used for the multigrid FEM analysis are shown in Table I.

### Table I: Coarse and fine mesh characteristics

<table>
<thead>
<tr>
<th>Method</th>
<th>Elements</th>
<th>Unknowns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse Mesh</td>
<td>4,840</td>
<td>16,377</td>
</tr>
<tr>
<td>Fine Mesh</td>
<td>38,720</td>
<td>123,482</td>
</tr>
</tbody>
</table>

Table II shows a comparison of the average processing time required for the multigrid method and the conventional ICCG solver to evaluate the numerical model of the magnetic recording head (machine used: Pentium 4, 3.2GHz, 2GB RAM, Linux; computational time averaged over 1000 evaluations).

### Table II: Calculation times for the multigrid method and the ICCG method in the magnetic recording head problem

<table>
<thead>
<tr>
<th>Method</th>
<th>Multigrid</th>
<th>ICCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time [s]</td>
<td>15.849</td>
<td>62.658</td>
</tr>
</tbody>
</table>

It is clear from this result that the multigrid method outperforms the ICCG, greatly reducing the computational time required for the evaluation of the model. This feature makes the multigrid solver more interesting for coupling with the TopCSA for the solution of electromagnetic problems.
Optimization Results

The TopCSA was applied for solving the problem described in the previous section. The algorithm parameters used were:

- $N_{pop} = 4$;
- $N_{Sel} = 0.7$;
- $A_s = 1.1$;
- Ratio between Affinity Maturation and Global Operators = 7:3;
- Stop criterion: number of function evaluations = 5,000.

Figure 5 shows the solution obtained. This solution found presents a value of $f = -385.175$. The terms of the objective function equation (2) are $\sum 1/(B_{ix}^2) = 202.742$ and $\sum (B_{ix}^2) = 9.12165 \times 10^{-3}$ respectively, with average values of $1.689 \, T^2$ and $45.60825 \, \mu T^2$, respectively. By these criteria, the TopCSA was successful in finding a good optimum for the problem. Moreover, this result was found within a reduced computational budget.

Conclusions

In this paper, we have introduced a 3D formulation for a topology optimization algorithm. The TopCSA is an evolutionary approach that combines local exploitation and global exploration of the search space as a way to accelerate the convergence on computationally expensive problems, commonly found in many areas of engineering where the evaluation of numerical models is required.

The proposed approach was applied to the design of a perpendicular magnetic recording head, such as the ones found in magnetic hard disks. The solution found for the
The problem was able to satisfy the design requirements, that is, the maximization of the magnetic field in a certain region of the space while keeping a low value in the neighboring region.

The development of better ways to generate smoother solutions, more interesting from an implementation point of view, is a natural next step on this research. Also, the use of the TopCSA for the solution of multiobjective problems, or of problems where more than two materials are involved, are possibilities to be explored in the future.
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