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## 1. Introduction

This chapter is intended to introduce and organize a common contexts and their contents to be dealt with in the following chapters. For this purpose, the common terminology for models to be analyzed later is presented with some materials with which to survey the background. Though the description of the problems varies from chapter to chapter, the problems themselves are recognized from the common point of view and accordingly generalized in this chapter.

In section l.l, the objectives and motivations are described. Section 1.2 is intended to create generalized space allocation problems discussing:
1.2.1 Resource
1.2.2 Material
1.2.3 Relation
1.2.4 Geometry Description
1.2.5 Performance Measures

The background of the space allocation problems is surveyed in section 1.3 in the following order.
1.3.1 One-Dimensional Forms
1.3.2 Two-Dimensional Forms
1.3.3 Three-Dimensional Forms
1.3.4 Graphic Processing in Space Planning
1.3.5 CAD in LSI Design

The materials given in 1.3 do not completely cover all the space allocation problems; but still they extract the common recognition of the problems.

Section 1.4 concludes the remarks of the space allocation problems.

### 1.1 Objectives and Motivations

The space allocation problem may roughly be described as follows:
a) to make up an optimum resource by building material spaces under the given criteria.
b) to divide the given resource into optimum materials under the given criteria.

The objectives of this paper is to present new methods and optimum solutions, or near optimum solutions at the least, practical enough for engineering.

These types of problems are actually and easily found in such programs as to how to apply a number of tiles on the floor, how to allocate rooms within a restricted area, how to load cargos on a truck, how to patch tasks on a gantt chart and so on. In the field of engineering too, there are same type of problems related to the extension of information
processing for manufacturing system. These problems include a cutting stock problem in metal sheet industry, machinary layout problem in a factory, multi-job scheduling problem in a computer, LSI design in CAD, etc.

Before using a computer for these problems, either an engineer, a planner or a designer has to spend quite a few days in solving or designing them through "trial and error" and "experience", which are the only approaches available. To make matters worse, the problems described above are essentially combinatorial, therefore there are a number of solutions, and the engineer has to select the best possible one. Certainly the recent development of computers of high speed processing with huge memory capacity has done much to eliminate such difficulties. However, efficient methods have not yet been established except for a few cases. Under such circumstances, an approximate solution to the problems would bring a great deal of economical effects to industry. In fact, a computer-aided manufacturing system for metal sheet cutting, developed by Mitsubishi Electric Company, adopted the method to be presented in chapter 3 . This saved $9882 \mathrm{hr} / y r$ and 7.2 workers in producing desired products by raw metal sheet shearing as compared with the productivity before the system development.

Also, the method to be presented in chapter 4 is actually applied in Murata Machinary Company to a shear CAM system which is developed in chapter 8. The efficiency of raw metal


Fig. 1.1 An example of metal sheet product allocation
(Mitsubishi Electric Company; presented by
Y. Tomooka.)


Fig. I. 2 An example of metal sheet product allocation (Sapporo Software Engineering; presented by M. Yoneyama.)
sheet utility reached around $90 \%$--- a rise from $70 \%$.
The studies on the problem start with the motivations under the situation mentioned above. Most of the problems to be dealt with in this paper are known as "Non-Polinomial Problems", meaning "Polinomial Time Algorithm" on the discription size $n$ of the problem has not been found as yet. Therefore, this paper aims at practical approaches to the space allocation problems, which will give optimum solutions practical enough for engineering.

### 1.2 A General Model

A space allocation model, from which subsequent problems are drawn, is described by considering resource, material, geometry description, relation and performance measure.

### 1.2.1 Resources

Resources mean spaces either composed of given spaces or which can be divided into separate spaces. Such spaces are blanks nested by material spaces, buildings consisting of given functional rooms, a gantt chart for job shop scheduling dispatched by jobs, computer processing capacities assigned
by tasks, holes filled in with bricks and so on.
Resources are written by a set $R$,
$R=\left\{R_{1}, R_{2}, \ldots, R_{m}\right\}$.
A resource $R_{i}$ is often devided into a subset such as:

$$
\tau=\left\{\mathrm{T}_{1}\left(\mathrm{R}_{\mathrm{i}}\right), \mathrm{T}_{2}\left(\mathrm{R}_{i}\right), \ldots, \mathrm{T}\left(\mathrm{R}_{i}\right)\right\}
$$

where $R \supset \tau$. An example of this is found in the computer multi-job scheduling where $\mathrm{T}_{1}$ is an input, $\mathrm{T}_{2}$ is a subroutine library, $\mathrm{T}_{3}$ is processing and $\mathrm{T}_{4}$ is an output.

### 1.2.2 Material

Materials mean either spaces into which resources are divided or spaces with which to compose resources. Such materials include the ones sheared from blanks of raw metal sheets, rooms allocated in a building, machines located in a factóry, tasks for multi-job scheduling, CM time for TV time scheduling, boxes loaded on a pallete and so on.

Materials are written by a set $M$, $M=\left\{M_{1}, M_{2}, \ldots, M_{n}\right\}$.
There are sometimes space constraints which restrict materials. The space constraints are written by a set $C_{i}$,

$$
\begin{aligned}
& C=\left\{C_{1}, C_{2}, \ldots, C_{n}\right\} \text { restricting as } \\
& M_{i} \subset C_{i}, i=1,2, \ldots, n .
\end{aligned}
$$

### 1.2.3 Relation

There is a case in which the resources and the materials have a mutual relation in their elements. Such a relation is called a "binary relation". A notation which shows the binary relation can be introduced as:
$R_{i} B R_{j} \quad R_{i}$ has the relation $B$ with $R_{j}$
and $M_{i} B M_{j} \quad M_{i}$ has the relation $B$ with $M_{j}$
Such an example is found in the relation of a room $M_{i}$ with the adjoining room $M_{j}$.

### 1.2.4 Geometry Description

Spaces dealt with in the problems have their own shapes. Therefore, geometry descriptions for the spaces are essential. In order to describe any shapes of the spaces, a generalized description method need be introduced. The method must also be effective not only for the geometry descriptions but to remedy graphic processing which occurs in space allocation. Such graphic processing to be overcome includes collision problems between spaces and recognition problems on where the spaces are allocated. From the viewpoint mentioned previously, "Formulated Pattern Method" developed by Prof. N. Okino is applied as the description method if such situations come out. "Formulated Pattern Method" (FPM) is simply illustlated as
follows.
The given space $P$ is devided into primitive spaces $P_{i}$, and $P$ is presented by the use of a union operator in a set theory as below:

$$
\begin{equation*}
p=\bigcup_{i=1}^{a} p_{i} \tag{1.1}
\end{equation*}
$$

where a is the number of primitive spaces. Primitive spaces are divided into half spaces $P_{i j}$, then we gain, by the use of an intersection operator,

$$
\begin{equation*}
P={\underset{i=1}{a} \bigcap_{j=1}^{b} P_{i j}, ~}_{\text {i }} \tag{1,2}
\end{equation*}
$$

where $b$ is the number of half spaces of primitive one $P_{i}$. As set $P_{i j}=\left\{x \mid P_{i j}(x) \geq 0\right\}$, Eq. (1.2) becomes

$$
P=\bigcup_{i=1}^{a} \prod_{j=1}^{b}\left\{x \mid P_{i j}(x) \geq 0\right\}
$$

As to the application of this description method to graphic processing in the space allocation, the usage of "Boundary Evaluator" is offered in chapter 7.

### 1.2.5 Performance Measure

Performance measures for the problems depend on the situation in which a problem occurs. The subsequent chapters mainly treat the followings as the performance measures:
a) A minimum waste in cutting and trimming situation
b) A minimum cost in packing situation
c) A minimum partition situation

Each of the above is briefly discussed in the following section.
a) A minimum waste in cutting and trimming situation

An extremely common industrial problem is of the following type: cutting material items to satisfy a set of orders for non-material size of a resource. The material-depletion form of the problem occurs frequently where cutting is necessary and has been treated extensively under various names, such as "stock cutting", "scrap reduction" and "trim loss". Exactly parallel one-, two- and three-demensional forms are displayed in connection with cutting length, sheets, and blocks respectively. Otherwise, if we consider "locating" instead of "cutting", the depletion problem
becomes a packing problem. As the performance measure in the stock cutting case, the trim loss (the waste) needs to be minimized. In general, the problem of this type is known as the "knapsack problem".
b) A minimum cost in packing situation

A complex problem may arise when a number of similar products are made in a wide variety of sizes. Each of the products is to be packed in an individual cardboad box. A typical instance can be found in ball-bearings. If each product is packed in the smallest box that will contain it exactly, the warehouse space for stocking the completed articles, transport costs based on volume and the actual box costs will all be reduced to the minimum.
c) A minimum partition situation

When the resource is divided up into the materials whose shapes are restricted, the number of the materials needs be minimized. A similar performance is found in making the materials in the simplest shape in as large area as possible from complex shape resources. In an automated LSI pattern development, this performance is needed to minimize the developing time due to the number of patterns decoded from the original LSI pattern.

### 1.3 Background

1.3.1 One-dimensional Form---Knapsack Problem, Optimum Packing, and Space Allocation Problem

$$
\text { Consider a group of materials } M_{j}(j=1,2, \ldots, m)
$$

and a resource $R$. The problem is simply to pack (allocate) as many materials as possible into the resource without any protruding. Let us set $u_{j}$ to the area of $M_{j}, d_{j}$ to the price of $M_{j}$ and $w$ to the area of $R$. The problem is described as

$$
\begin{array}{lc}
\text { minimize } & \sum_{j=1}^{m} d_{j} x_{j}, \\
\text { subject to } & \sum_{j=1}^{n} u_{j} x_{j} \leq w \tag{1.4}
\end{array}
$$

where $x_{i j}= \begin{cases}I & M_{j} \text { is packed } \\ 0 & \text { Otherwise }\end{cases}$
The inequality Eq. 1.4 is derived from the geometry condition under which the sum of the material area packed should be smaller than the area of the resources. If we regard $u_{j}$ as the weight of the given $j$-th item and $w$ as the sum of the weight allowed to load items and $d_{j}$ as the price of the $j$-th item, this problem is known as a "TKnapsack Problem" which occurs in some cargo loading operation. Gomory (2)(3)(4) solved it by formulatingit as
"An Integer Linear Programming" for "All Cutting Plane Method". Bellman and Drefus applied "Dynamic Programming

Method" to the problem and Kolser approached to it by the use of "Branch and Bound Method". It seems that Kolser's method is most efficient among them, but the program dimensions solvable are ranged from 3 to 100 items by Kolser using IBM 7094.

In the case where some resources are given, the problem becomes packing of all the materials in the resources. Let us consider the materials as bricks and the resources as holes. Then, the holes are of a similar size, and the bricks are all of the same cross-section as the holes but different in length. (Fig l.3)
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Fig. 1.3 Optimum packing problem

The problem is simply to pack all the bricks into the holes without any protruding. This type of the problem is known as "Optimum Packing in One-Dimensional Form". "TV Spot Reservation Problem" (6) and "Time Tabling Problem" (7) are two examples actually found. A.R. Brown described the detail of the treatment of this problem in his "Optimum Packing and Depletion"(8)

Instead of surveying this problem, let us introduce another problem in the same situation as the above. If we treat the bricks as jobs and the holes as the machines, the problem becomes "Job Shop Scheduling Probem". In order to describe the problem, let us formulate the problem as follows:

$$
\begin{array}{ll}
\text { minimize } & \sum_{j=1}^{m}\left(\max _{j=1}^{m} P_{j}-P_{j}\right), \\
\text { subject to } \quad P_{j}=\sum_{i=1}^{n} F_{i} x_{i j}, j=I, 2, \ldots n \\
& \sum_{j=1}^{n} X_{i j}=1, x_{i j}=1 \text { or } 0 \tag{1.7}
\end{array}
$$

Where $P_{j}$ is a processing time of the machine $R_{j}$, $F_{i}$ is the job time $M_{i}, x_{i j}=1$ implies the job $M_{i}$ is processed by the machine $R_{j}$ and $x_{i j}=0$ implies otherwise. An objective function adopted as the performance measure is the situation of the cutting stock which extracts a minimum waste shown in Fig. l. 4 by cross-hatched lines.

Time


Fig. 1.4 Job shop scheduling problem

As the second term becomes constant without wait times, the objective function is rewritten by

$$
\begin{equation*}
\operatorname{minimize} \quad \max _{j=1}^{m} P_{j} \tag{1.8}
\end{equation*}
$$

Eq. 1.5 shows "mean weighted finishing time" and
Eq. 1.4 shows "maximum finishing time" in job scheduling problem. To be more general, sequence conditions under which job $M_{i}$ must be preemptive before processing $M_{j}$ are added to the problem and the problem becomes more sophisticated. The researches into this aspect have been made by E.G. Coffman. (9)

One of the typical problems that belong to job shop scheduling is "Flow-shop Problem"(10)(11)(12)(13)
This is the $N-P$ complete problem, on which S.M. Johnson, (10) I. E. Ignal, (11) I. Nabeshima, (12) and H. Kubo (13) attempted to solve it. S. M. Johnson presented and analyzed the formulation of the problem and gave to 2 -machine $n-j o b$ problem a simple rule. I. E. Ignal, I. Nabeshima and $H$. Kubo tried to apply "Branch and Bound Method" to the problem and they made an effort to establish "more efficient lower bound". But solvable number of the machines for the problem is maximum 200 by H. Kubo's method using a computer with large capacity (FACOM 230/ 75). In order to solve a practical problem in a factory, more efficient method should be desired even if it cannot reach an exact solution within a reasonable calculation time and a reasonable cost.

Another performance measure of the space allocation is offered by D. M. Simmon(14) The problem discussed arises when an architect tries to arrange rooms of fixed area but unspecified shape in a floor plan in such a way as to minimize a given linear combination of the distances between all pairs of rooms. In one dimension, this is the problem of ordering line segments along a simple axis or rooms along one side of a corridor. In this problem, the rooms take the place of the materials $M_{i}$ and the fixed
area implies the resource.
The performance measure for the problem is the average daily traffic between two rooms---walking distance and traffic densities. Therefore, the expected total distance traveled by people of all distances is minimized. In this case, the space allocation problem becomes an ordering problem rather than one of the space allocations. The formula of the problem by D. M. Simmons is as follows:

$$
\begin{equation*}
\operatorname{minimize} \sum_{i=1}^{n} \sum_{j=1}^{i} C_{i j} S_{i j}, \quad S_{i j} \neq 0 \tag{1.9}
\end{equation*}
$$

This is being visualized as the problem of ordering a set of rooms of nonuniform known length along one side of a corridor where the cost accessed for each pair (i, j) of rooms is some scalar multiple Cij of their separation $S_{i j}$. The operation $S_{i j}$ is the sum of the half-length of rooms $i$ and $j$ added to the length of all the rooms between them. As $\sum_{j=1}^{i} C_{i j} S_{i j}$ for if $\neq j$ becomes the same formulation as the mean weighted job shop scheduling regarding the room length and $C_{i j}$ as the processing time and the job weight respectively (where the sum of the half-length of rooms i and $j$ is ignored), it becomes possible to make use of SPT rules that figure out the lower bound for applying the branch and bound method to solve the problem. D. M. Simmons solved the problem by finding this property. The maximum
number of rooms for his numerical experiments is 15 by the IBM $360-40 / 65$ which is roughly 370 k bytes memory available.
1.3.2 Two-dimensional Form ---Cutting Stock Problems, Multi-job Shop Scheduling

The approaches to the cutting stock problem are well known owing to Gomory and Gilmore (3)(4) Their first approach is to formulate the problem as a linear programming and to develop the efficient simplex method originated for the problem. In this problem situation, stocks take the place of resources.

The formulation and algorithm developed by them are as follows.

Let us define the notation:
$L_{1}, L_{2}, \ldots, L_{k} \quad$ stock length
$l_{1}, l_{2}, \ldots, l_{m}:$ ordered material length
$N_{1}, N_{2}, \ldots, N_{m} \quad$ the number of pieces of the ordered material
$a_{i j}(j=1, \ldots, n) \quad$ the number of pieces of length $I_{i}$ created by $j$-th activity.
$c_{j}(j=1, \ldots, n) \quad$ the costs of the stock length cut by j-th activity
$x_{j}(j=1, \ldots, n) \quad$ the variables assigned to $j$-th activity

The objective function to be minimized is

$$
\begin{equation*}
c_{1} x_{1}+c_{2} x_{2}+\quad+c_{n} x_{n} . \tag{1.10}
\end{equation*}
$$

The variables $x_{1}, \ldots, x_{n}$ must satisfy $m$ inequalities,

$$
\begin{equation*}
a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots+a_{i n} x_{n} \geqslant n_{i} . \tag{1.11}
\end{equation*}
$$

( $\mathrm{i}=\mathrm{l}, \ldots, \mathrm{m}$ )
By the use of the vector notation, the problem is

$$
\begin{array}{ll}
\operatorname{minimizing} & C^{\top} X \\
\text { subject to } & A \quad X \geq N \tag{1.13}
\end{array}
$$

where $c=\left(c_{1}, \ldots, c_{n}\right)^{\top}, x=\left(x_{1}, \ldots, x_{n}\right)^{\top}, A=\left\{a_{i j}\right\}$, and $N=\left(n_{1}, \ldots, n_{m}\right)^{\top}$. Their method is based on the relation between the primary problem and the dual problem. The dual problem against the problem described by Eqs.
(1.12) and (1.13) become

$$
\begin{array}{ll}
\operatorname{maximizing} & N^{\top} U \\
\text { subject to } & A^{\top} U \leq C \tag{1.15}
\end{array}
$$

where $U$ is the variables $\left(u_{1}, u_{2}, \ldots u_{m}\right)^{\top}$ for the dual problem. If the both problems are optimized, it is known as $\quad C^{\top} U=N^{\top} U$. The algorithm presented by them is based on this principle and it is briefly described as follows.

1. Select feasible $X$ so that $A X=N$. where the activity $A_{i}=\left(a_{1 i}, a_{2 i}, \ldots, a_{m i}\right)^{\top}$ is figured out by solving a subproblem as a knapsack problem.
2. Determine $U$ so that $A^{\top} U=N$.
3. Test optimality of the solution and its dual by

$$
C^{\top} X=N^{\top} U .
$$

4. If $C^{\top} X=N^{\top} U$ the solution is optimal for the activities selected. If not, go to step 5 .
5. Select a new activity $A_{s}=\left(a_{1 s}, a_{2 s}, \ldots, a_{m s}\right)^{T}$, so that $A_{s}^{\top} U \leq C_{k} .(1 \leq k \leq m)$.
6. If $A_{s}$ is a really new variable to be entered into the basis, change $A_{s}$ into $A_{k}$ and update $A$ and $C$.
7. Determine $U$ so that $A^{\top} U=C$.
8. Determine $X$ so that $A X=N$. Then go to step 3 .

An important point in this algorithm is that all possible activities are not listed in each step. This saves a great deal of memory for calculation. It is considered that the algorithm is the revised simplex method.

In the continued research work, they have formulated the problem as a generalized knapsack problem and solved it by Dynamic Programming. S. H. Hahn applied the D. P. method principally developed by them for the cutting stock problem with defects.

Mathematical programming approaches to the twodimensional problem have briefly been surveyed as above. On the other hand, two-dimensional optimum packing problem is identified with the very geometric twodimensional problem by Codd, in scheduling hardware facilities of a large, multi-programming computer.

This problem is called a multi-job scheduling problem, and in its problem the resource and the materials are regarded as a program load and programs, respectively. Codd's procedure ${ }^{(15)}$ attempts to place program's component rectangles on their load diagrams according to a set of placement rules. The programs are ordered according to the rules dependent on priority or precedence or, in the absence of both, on the longest running time.

The placement rules offered by him consists of the following three.

The program being considered is $P$.

```
Rule l --- Fitting criteria
```

(1) P's rectangle must be within the upper bound of facility.
(2) P must not intersect any rectangles placed earlier.

Rule 2 --- Left justification
(a) No program may start unless another is terminating.
(b) p's rectangle should be placed as far left as possible.


Fig. 1.5 Simplex method model


Fig. 1.6 An example of Codd's rule

Each program to be scheduled will give rise to several rectangles on several load diagrams. The object of this rule is to pack the schedule tight so that it is less likely to be affected by changing situations or requirements. It is obviously less densely packed to the right, leaving room for manupulation in the event of unavoidable changes.

Rule 3 --- No fragmentation
The "vertical" space---facility extent---is not split unless absolutely necessary.

These rules are satisfied, considering each program in turn as mentioned earlier, by a stepping procedure
looking for "pyramid" bases or to extend existing "pyramid". The pyramid concept is best illustrated as shown in Fig. I.6, where rectangles $A$ form one pyramid and $B$ and $C$ others. The heavy lines are their basis which are always either:
(a) the upper boundary,
(b) the lower boundary, or
(c) the uncoverd part of a layer of an existing pyramid.

The pyramid can be built up or down from the basis, and the whole process is easy to specify in terms of manipulation of the coordinates of the rectangles. The similar procedure has been developed for metal sheet nesting by M. Yoneyama.

### 1.3.3 Three-dimensional Form---Packaging Problem

Three-dimensional form of the space allocation problem is known as a generalized knapsack problem being studied by P. S. Gilmore and R. E. Gomory $(3)(4)(5)$ and as a packaging problem by R. C. Wilson(16) It is not sufficient enough to do research in this aspect only.

This section briefly describes the latter problem.
In many consumer goods product lines, a class of similar products are produced in a large number of different physical sizes. Each product must be packed into its own
cardboad box. The costs are minimized if each product is packed in the smallest box which fits the product exactly. The savings from using a different size box for each product are offset by the higher price of boxes purchased in small quantities and the additional ordering, inventorying, and handling costs of many different box size. If one assumes that demand activity for the period is known exactly for each product, the problem is to determine:

1. the number of $n$ of different size boxes for the line of $m$ different size products,
2. the dimensions of these $n$ boxes, and
3. which products to insert in which box in order to minimize the total cost of packing during the period. The problem is formulated as below.

$$
\begin{array}{ll}
\text { Minimize } & \sum_{i=1}^{m} \sum_{j=1}^{n} a_{j} c_{j} x_{i j}+\sum_{j=1}^{n} y_{j} k_{j}, \\
\text { subject to } & \sum_{i=1}^{m} b_{i j} x_{i j}=1 \quad(i=1, \ldots, m) \\
& \sum_{i=1}^{m} a_{i} b_{i j} x_{i j} \geq d_{i} \tag{1.19}
\end{array}
$$

or that

$$
\sum_{i=1}^{m} a_{i} b_{i j} x_{i j}=0 .(j=1,2, \ldots, m)(1.20)
$$

The notations used are defined as:
$a_{i}$ the forecasted demand activity for product i during the period, in units ( $i=1, \ldots, m$ ), $c_{j}$ total cost of box size $j(j=1, \ldots, n)$, $c_{j 1}$ : purchase cost of the box size $j(j=1, \ldots$ .., n),
$c_{j 2}$ cost of the warehouse space occupied by the box size j,
$\mathrm{k}_{\mathrm{j}}$ system operating cost if the box size $j$ is used, and
$y_{j}= \begin{cases}1 & \text { box } j \text { is used } \\ 0 & \text { otherwise }\end{cases}$
$d_{i}$ minimum acceptable activity of box size $j$ in the period, and
$x_{i j}= \begin{cases}1 & \text { if the product i is packed in the } \\ & \text { box size } j \\ 0 & \text { otherwise }\end{cases}$
A constraint Eq. 1.18 implies each product must be packed in only on size box. Constraints Eqs. 1.19 and 1.20 imply if the box size $j$ is to appear in the solution, economics of purchasing requires that at least $\mathrm{d}_{j}$ of the box size $j$ be purchased during the period, or else none are to be purchased. In the objective function, the first term is the cost when the product i is packed in the box size $j$ and the second term is the total operating cost of the
number $n$ boxes in the system.
The resources are the boxes and the materials are the products in the program obviously.

In the environment in which this problem arose, the number of different products, $m$, was about 2000 and the number of meaningful increment, $h$, in each dimension was 150, giving $n=3,375,000$. The number of variables therefore exceeds a billion and the number of constraints imposed by Eqs 1.18 and 1.19 exceed 10 million. For this reason, a heuristic method is presented. The method consists of three steps---step 1 , box size generation, step 2 , box reduction, step 3 , selection. The list of candidate boxes is generated in the step l. The list is augmented by comparing each subsequent product with the boxes already on the list and adding a new box if none on the list are within the acceptable tolerances. In the step 2, each box is eliminated step by step from the initial set ( established in the step l) so that the cost is least incremental. Then, the number of boxes is decided to satisfy Eq. 1.18. In the step 3, the results of box reduction are examined as to wether they satisfy the restrictions Eqs. 1.19 or 1.20. Also the total cost is calculated. If the total cost becomes relatively flat by inspection, step 3 is concluded. If not, alternative box sizes which are the function of the operating cost are seeked and tested again.
R. C. Willson succeeds in saving over $25 \%$ of the cost of present cardboad boxes and space costs per year.

In chapter 5, the similar situation of the problem is discussed to determine the box size and the carton size in which the boxes are packed.

### 1.3.4 Graphic Processing in Space Allocation

In the survey made in the previous sections, the geometries of the resource and the materials are simplified as rectangles and cubics in order to turn the problem to mathematical programming. Therefore, the problem is not dealt with from the viewpoint of graphic processing. In spite of the efforts to make the problem simple, information is needed on how the materials are located within the resources or how the resources are cut out into the materials, at least. For instance, Dynamic Programming approach by P. C. Gilmore ${ }^{(5)}$ and others prepare the two arrays to show the material location. The two arrays store the upper value coordinate of the material located sequentially on the $x$ axis and $y$ axis within the resource.

As shown in the above simple instance, another important phase of the space allocation problem is the graphic processing.

The graphic processing necessary in the space allocation problem must solve the problems of how the material and the resource geometries are described and stored into the computer, how the existence of the materials within the resource is recognized by a computer, and how the relation of the locations between materials or between the resource and the material can be recognized. There are few attacks in the field of mathematical programming but there are some found in the field of architecture space planning. The space allocation situation is called Space Planning in the Computer-Aided Design of architecture. Let us inspect the graphic processing in architecture in the respect of the space allocation problem briefly.

In space planning, the rooms for a house is considered as the materials and the area allowed for building the house as the resource.

The most common problem formulation in space planning deals with the weighted distance between an arranged set of rooms. (17) The objective function is

$$
\begin{align*}
& \min \sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} w_{i j} \\
& \text { where } \left.d_{i j}=\left(\left(x_{i}-x_{j}\right)\right)^{2}+\left(y_{i}-y_{j}\right)^{2}\right)^{1 / 2} \tag{1.21}
\end{align*}
$$ or similar distance function, based on Cartesian coordinates and subject to the limitation that a room occupies only

one location. Of course Eq. 1.21 responds to only one special relation between rooms. The other relations such as direct adjacency, sightliness, specific distance constraints and others are combined with the distance relation.

The basic operation for the generation of alternative solutions for space planning problems involves the relocation of a single domain or a set of domains. The Cartesian points represented by a domain were altered though their attributes, shapes and dimensions remained invariable. A basic test involved in all relocation operations is an evaluation of a proposed empty domain so as to determine if the space required to locate the rooms is completely disjoined from all other filled domains. This can be considered as a test to ascertain whether an empty domain will completely encompass the solid domain it is receiving. Alternatively, it can be a test to check whether the solid domains already located have points in common with the solid being located. Furthermore, any alternative space planning can be generated and evaluated if the following capabilities are available and faciliated.
(1) Representation of domains of any shape
(2) Determination of any dimensions or attributes of a represented domain.
(3) Identification of any desired set of adjacent domains
(4) Determination of any dimensions or attributes of a set of adjacent domains.

The above capabilities seem to well define those needed for space planning.
C. M. Eastman ${ }^{(18)}$
compares four ways of the data structure of space planning representation among themselves: plain arrays, hierarchical array, string representation, and adjacency structures.

Plain arrays use the two-dimensional array. In this representation, each subscripted variable in a predefined array represents a rectangular unit area, that is, domain. The subscripts of the domain provide the definition of its x and y Cartesian coordinates. The value of a variable in the array denotes its state. The domains used by an array to represent the room and the actual array used to represent the room are shown in Figs. 1.7, and $1.8(\mathrm{a})$ and (b).

Fig. I. 7 Orthographic projection of the plan of a room



Fig. 1.8 (a) The domain represented by an array


Fig. 1.8 (b) The actual array used to represent
a room

Variations of the plain array representation have been developed that lessen memory requirements and processing time. One of them has been developed at Stanford Research Institute for use as a robot's internal representation of the world. Instead of a single predefined grid, they use a method of subdividing any given rectangular domain into 4 x 4 grid cells. Each cell can be further subdivided into $4 \times 4$ grids recursively. Homogeneous domains are not subdivided. Subdivision is only required at the boundaries of elements. A diagram of domains expressed in such a representation is presented in Fig. 1.9.


Fig. 1.9 The hierarchical set of domains defined by the SRI array

In a string representation, domains are defined according to a particular strategy for collecting homogeneous point locations. The state of a particular point location is determined by summing row prefixes in the $y$ coordinate and scanning the appropriate rows in the $x$ coordinate. The application of this domain definition technique to the floor plan shown in Fig. 1.7 produces the actual data structure as shown in Fig. 1.10.

The letter suffix expresses the state of blocks: W, A, B, C, E represent walls, objects $A, B$ and $C$, and empty space respectively. The prefix defines the vertical extent of a set of domains. Thus a prefix, along with each symbol string within commas, defines a domain.

A single rule of adjacency in both coordinates that allow a single accessing rule give a new representation. Especially the rule should be applied so that only single domain may be adjacent to each other in either coordinate. This is called an adjacency structure. This example produced in Fig. 1.7 is shown in Fig. 1.II.

```
.5(0.51Y, 10.OE)
.5(.5H, 2.1EF, .5A, 2.9F, .5W, 10.0E)
.5(.5W, 1.6E, 1.4A, 2.5E, .5IV, 10.0E)
.5(.5W,1.1E, 2.3A, 2.1E, .5IY, 10.0E)
.5(.5W, .6E, 3.1A, 1.5E, .5W, 10.0E)
.5(.5W, .3F, 3.1A, 2.1E, .5W, 10.0E)
.5(.5W, .5E, 2.4A, 2.6E,5W, 10.0E)
.5(.5W, 1.1E, 1.3A, 3.1E, .5TY, 1J.CE)
1.0(.5W,5.5E,.5W, 10.0E)
1.0(.5W,5.5E, 10.5W)
4.5(.5W, 15.5E, .5W)
4.3(.5W,1.8B,11.2\textrm{E},2.5\textrm{C},.5\textrm{W})
1.2(.5W, 6.0B, 7.0E, 2.5C,.5W)
.5(10.5W)
```

Fig. 1.10 The actual
data structure used in the string repre-
sentation


Fig. 1.ll An example of simple adjacency structure

The adjacency structure with variable sized domain is the algorithm extended from the two-dimensional array. In this algorithm, the domain size corresponding to the element of the array is variable. This is shown in Fig. 1.12.

Table l. 1 shows the comparison of four space planning representations.

In this paper, the space representation is presented by "Formulated Pattern" developed by Prof. N. Okino, and the algorithm needed for graphic processing of space allocation is discussed in chapter 7 .

| $2 K_{X 1}=$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 101 |  |  | 1 | 6 |  |  |  | 7 | * | - |  |  |  |  |  |
| $\cdots$ |  | 5 | + 3 | 3 | 3 | 3 | , | 3 | . 5 | 5 | 5 | 1.5 | 5 |  |  |  |
| 1 | , | * | 3 | * | 8 | * |  | 5 | 8 | 3 | 8 | 8 | : | - | 0 | , |
| 2 | . | * | 0 | 0 | 0 | 0 | , | , | 1 | 0 | 0 | 0 | 1 | 0. | 0 | - |
| 3 | . 3 | - | 0 | - | - | 1 | 1 | 1 | 1 | 1 | 0 | - | 1 | 0 | 0 | - |
| 4 | . 5 | a | 0 | - | 1 | 1 | 1 | 1 | 1 | 1 | , | 0 | - | 0 | 0 | - |
| 3 | . 5 | d | 0 | 1 | 1 | ! | 1 | 1 | 1 | 1 | ! | 0 | 1 | - | - | - |
| 6 | . 3 | - | 1 | 1 | 1 | I | 1 | , | $\dagger$ | ; | - | - | * | 0 | - | - |
| 7 | . 3 | 8 | 0 | 1 | ; | 1 | 1 | 1 | 1 | 0 | 0 | 0 | * | 0 | c | ? |
| d | . 5 | 8 | 0 | 0 | : | 1 | 1 | - | 0 | 0 | 0 | 0 | - | 0 | - | - |
| , | . 3 | ${ }^{\text {- }}$ | - | - | 0 | 1 | 0 |  | - | 0 | - | 0 | 8 | 0 | - | - |
| 10 | . 3 | 8 | 0 | 0 | 0 | - | 0 | 0 | 0 | 0 | 0 | 0 | d | 0 | - | - |
| 11 | . 3 | 0 | $\bigcirc$ | - | 0 | - | 0 | 0 | 0 | 0 | 0 | 0 | ${ }^{1}$ | 8 | $\stackrel{1}{5}$ | B |
| 12 | 4.5 | 8 | 0 | , | 0 | - | 0 | - | - | 0 | 0 | 0 | - | - | - | B |
| ${ }^{3}$ | 4.25 | 5 | 2 | 2 | 2 | 2 | 0 |  | 0 | $\bigcirc$ | 0 | 0 | 0 | 0 | 3 | 1 |
| . 16 | 1.23 | 8 | 2 | 2 | 2 | 2 | 2 |  | 2 | 2 | 2 | 2 | 2 | 0 | 3 | 3 |
| 13 | . 5 |  | ${ }^{3}$ |  | 3 |  |  |  |  | B | . |  | - |  |  |  |

Fig. 1.12. An array of variable domains

Table 1.1 Comparison
of four space planning representation

|  | floins | REPRTSEN <br> Eierarctical orray | $\begin{aligned} & \text { TATION } \\ & \text { String } \\ & \text { Hercicen } \\ & \text { intics } \end{aligned}$ | Adjacency strusixts |
| :---: | :---: | :---: | :---: | :---: |
| Number of domains required to represent exnmplo arrangement | 1089 | 411 | 65 | 225 |
| Gratest error in reprefentation of elements not parallel to coordinute | 8.6 | 8.5 | 4.2 | 8.5 |
| Greatest error in reprearumation for remonta parallel 10 comrdinate | 6.0 | 6.0 | 0.0 | 0,0 |
| jommins reguire definilion? | no | yes | yes | yes |
| Etructure aimilar in both coordimates? | yes | yes | 110 | yes |

1.3.5 C.A.D. in L.S.I. Design

Today the production method for Large Scale Integrated circuits adopts the following design process. Each unit cell, which is the basic element structure of the circuit being integrated by transistors, diode inter connections and so on, is allocated within the circuit area allowed for wiring it, and then the unit cells are wired mutually among themselves. As the number of the cells and the needs of the circuit become larger and more sophistcated, the determination of the location and wiring of the cells become more difficult. And the difficulty exceeds human ability. Therefore, the design process must be automated. This problem is the same as the one mentioned in section 1.3.3 in that the performance measure must be suited for minimizing the wiring area.

As the wiring depends on the predetermined placement of the cells, wiring automation procedure is developed first. The recent works (19)(20)(21) treat the placement problem of the cells by developing build-ing-block methods. Fig. 1.13 and Fig. 1.14 show the examples of the results of the building block methods. The way shown in Fig 1.13 is called a bottom-up method and the way shown in Fig. 1.14 is called a top-down method.


Fig. l.l4 Building block method (Top-down method)

On the other hand, the following problem occurs in the manufacturing process of printed circuit masks. The masks are divided into small rectangles and developed by the machine called a pattern generator which can produce any size of rectangular masks. The number of rectangles divided to produce a mask becomes so large that it is necessary to reduce the possibie number of rectangles for developing the mask. Therefore the problem can be described 25

$$
\begin{array}{ll}
\operatorname{minimize} & K \\
\text { subject to } & R=\bigcup_{i=1}^{k} S_{i} \tag{1.23}
\end{array}
$$

$$
\mathrm{k}
$$

$$
\bigcap_{i=1} s_{i}=\phi
$$

Where $R$ is the domain of the given mask and $S_{i}$ is the divided rectangular cell. In this problem, the resource is considered as the mask shape, the materials as the rectangular cells and the performance measure to be adopted is a minimum partition. In originating this problem, T. Oyamada (22) takes a consideration into a minimum partitioning theorem and develops a heuristic mask division procedure by the use of grapnttheory. But this procedure does not yield an optimum partition. In chapter 6, the optimum partition procedure will be discussed and presented.

This chapter attempts to describe a common recognition of the problems. For this purpose, the generalization of the models of the problem and the survey of the problems are attempted.

It is known that the various types of the problems occur depending on the situations and their circumstances and that the suitable methods must be developed for them. For the recognition of the problems, we must approach from the two phases: mathematical programming and graphic processing. Though there are scarcely discussions arise on the graphic processing except in the architecture field, the effort for the graphic cprcessing in the space allocation problem must be made. This is because the problem is always restricted by the geometry of the resource and the materials. This implies that the procedure for the graphic processing must be developed and established for the space allocation problem. Such processing involves the method of geometric space description, the data structure of the space placement, the space recognition method, etc.

As to the mathematical programming, the most of the methods surveyed, except for the Codd's rule, are based on the iterative calculation process, each step gradually
bringing the solution to the optimum. But the improvement of the solution is very slow and a number of memories and huge calculation time are required for a computer. The methods being presented are based on P. C. Gilmore and R. E. Gomory's work in most cases. But they essentially treat the problem in one-dimensional form, so their methods become less efficient than those that treat the problem in twoand three-dimensional forms.

The most of the problem formulations for the space allocation problem such as the Knapsack problem is known as the $N-P$ complete, which means there is not an algorithm being found out by the polinomial order calculation time for the program description size n. Therefore, the heuristic methods are developed, which give optimum or suboptimum solution by straight or small calculation. In so developing, the problem must be thought over with regard to its situation and the necessity for the complete optimum solution.

From the viewpoint mentioned above, the followings should be taken into consideration:
(a) Compare the situation of the problems already studied with the one occuring.
(b) Check the necessity of 100 per-cent optimization carefully.
(c) Analize the software and hardware facilities available.
(d) Consider both treatment of mathematical programming and graphic processing.

The subsequent chapters present new approaches to the space allocation problem, considering the above items.
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2. A practical New Solution to Flow-Shop Scheduling Problem---1 $\frac{1}{2}$-Dimensional Space Allocation Problem---

### 2.1 Introduction

In an optimum packing situation, a problem in one and a half dimensional space allocation arises. A typical problem is simply to pack all the bricks into the holes without any protruding. This is called " Optimum Packing Problem ". The problem can also arise if we consider "processors" instead of holes and "jobs" instead of bricks. This is clearly the same as the packing problem and it is called "Job Shop Scheduling Problem". Assuming a particular packing situation where a satisfactory feasible solution has been found, there may be a further requirement to achieve the "best" arrangement. In the job shop scheduling, two well-known "bests" are:
(a) To minimize a maximum processing time among the given processors ( minimal-length schedule)
(b) To minimize a mean flow type of the processors (mean flow-time schedules)

One of the job scheduling problems is encounterd in a flow shop type production line and a computer
task system. If we treat the computer task system, a program is processed by a number of distinct machines during its passage through a computer system. Since all programs pass through the input, execution, and output phase, a task system can be viewed as a set of chains of $m$ tasks, where i-th task in the chain must be executed on processor $P_{i}$. Determining a minimal-length schedule in such a situation is reffered to as the flow shop problem. Jobs are regarded as tasks in this problem.

There are a number of studies on the flow shop scheduling. The first method to the problem is presented by S.M. Johnson ${ }^{(4)}$ and his method is called "Johnson's rule". This rule is based on an exact analysis on n-chain, 2 -processor flow shop scheduling problem. E. Ignal and L. Scharge ${ }^{(5)}$ apply a branch and bound method to the flow shop scheduling problem after almost ten years since Johnson"s study. Then, there are some studies, the purpose of which is to improve an efficiency of the branch and bound method. (6)(7)

However, the method based on the branch and bound requires the computer memory in use to be so large, and a lot of computing time is needed for solving the problem. Therefore, it is not easy to solve a practi-
cally large scale of the flow shop scheduling problem.
This chapter presents a method to find a solution for an n-chain and m-machine flow shop scheduling problem admitting no task passing. By using this method, it is possible to get an approximate solution for a problem of a practical scale. In relation to 2 and 3 processor problems, the method produces the same results as Johnson's method does.

This method proceeds as follows. At first, the binary relation of all the jobs is examined in connection with the precedence relation. From the results of the examination, the preference relation can be derived. The latter relation makes it possible to draw a directed graph. By using this directed graph, it it possible to find out a utility function for each job to be calculated. The values obtained in this way are then compared, and the chains are scheduled in the order of value. In addition, this chapter deals with experiments in which this method is applied to flow shop scheduling to obtain an optimum solution. The results by numerical experiments prove that the method gives a practical solution.

### 2.2 A Formulation of the Problem

For the m-processor flow shop problem, let the task system $(\checkmark, \zeta)$ consist of $n$ chains $c_{1}, c_{2}$, $\ldots, c_{n}$, where each chain has m tasks $A_{i}, B_{i} \ldots, Z_{i}$, $A_{i} \prec B_{i} \prec \ldots \prec Z_{i}$. $\prec$ implies task $A_{i}$ must be executed on processor $P_{1}$ and once $A_{i}$ finishes, task $B_{i}$ must be executed on processors $\mathrm{P}_{2}$ and so is this relation till task $Z_{i}$ must be executed on processors $P_{m}$. Fig. 2.1 shows an example. In Fig. 2.1 tasks $Z_{1}$, $Z_{2}, \ldots, Z_{n}$ on processor $P_{m}, \ldots$, and $B_{1}, B_{2}, \ldots, B_{n}$ on processor $P_{2}$ are executed in the same order as $A_{1}, A_{2}, \ldots A_{n}$ are executed on $P_{1}$. This is shown in Fig. 2.1 as a gantt chart.


Fig. 2.1 A gantt chart of flow shop scheduling.

Let us define some notations before formulating the flow shop scheduling problem as follows:

$$
\begin{aligned}
& \sigma_{k} \\
& q\left(\sigma_{k}, j\right) \quad \text { A set of } k \text { chains to be scheduled. } \\
& \text { by k chains scheduling, on processor } j . \\
& t_{k j} \quad \text { A processing time on processor } j \\
& \text { in the } k-t h \text { chain. }
\end{aligned}
$$

Then the minimal length flow shop scheduling problem is formulated to find out a sequence of chains as

$$
\begin{align*}
\min . \quad & =q\left(\sigma_{n}, m\right),  \tag{2.1}\\
\text { subj. to } \quad q\left(\sigma_{k}, I\right)= & q\left(\sigma_{k-1}, 1\right)+t_{k I},  \tag{2.2}\\
q\left(\sigma_{k}, j\right)= & \max \left(q\left(\sigma_{k}, j-z\right) ; q\left(\sigma_{k-1}, j\right)\right) \\
& +t_{k j} \\
j= & 2,3, \ldots, m \\
k & =1,2, \ldots, n,
\end{align*}
$$

where $q\left(\sigma_{0}, j\right)=0, j=1,2, \ldots, m$.
$q\left(\sigma_{n}, j\right)$ in Eq. 2.3 implies a finished processing time on processor $j$. This formulation is derived from Fig. 2.l easily.

### 2.3 A Utility Function under a Weak Order Relation in the Flow Shop Scheduling

A utility function for chains is established to the flow shop scheduling. In the discussion, a weak order is assumed for a set of chains in the relation of preceedingly processing between any two chains, and the weak order is mapped to a directed graph. The utility function of chains is derived from a measurement of nodes in the graph.

### 2.3.1 Preference as a Weak Order

A binary relation $R$ on a set $X$ is a set of ordered pairs ( $x, y$ ) with $x \in X$ and $y \in X$, where $X=\{1,2, \ldots, n\}$. We write xRy to mean $(x, y) \in R$. The binary relation will be assumed to have certain properties. ${ }^{(6)}$
pl. reflexive if $x R x$ for every $x \in X$, p2. irreflexive if not $x R x$ for every $x \in X$, p3. symmetric if $x R y \Rightarrow y R x, f o r ~ e v e r y ~ x, y \in X$, p4. asymmetric if $x R y \Rightarrow$ not $y R x$, for every $x, y \in X$,
p5. antisymmetric if (xRy, $y R x$ ) $\Rightarrow x=y$ for every $x, y \in X$,
p6. transitive if (xRy, yRz) $\Rightarrow x R z$, for every $x, y, \quad z \in X$,
p7. negative transitive if (not $x R y$, not $y R z$ ) not $x R z$, for every $x, y, z \in X$,
p8. connected or complete if $x R y$ or $y R x$ for every $x, y \in X$,
p9. weakly connected if $x \neq y \Rightarrow(x R y$ or $y R x)$ throughout $X$.

A binary relation that has or is assumed to have certain properties is given s spacial name. One is a weak order. The weak order is defined as follows:

Definition: A binary relation $R$ on $a \operatorname{set} X$ is a weak order if $R$ on $X$ is asymmetric and negatively transitive.

Now, taking preference $\}$ as basis (read x\}y as x is less preferred than y , or y is preferred to $x$ ), we shall define indifference $\sim$
$x \sim y \quad(\operatorname{not} x \prec y, \operatorname{not} y \prec x)$.
When preference relation $\}$ on $X$ is a weak order, the following theorem is well known.

Theorem 2.1 [P.C. Fishburn] Suppose $\mathfrak{3}$ on $X$ is a weak order, being asymmetric and negative transitive. Then
a. exactly one of $x<y, y\} x, x \sim y$ holds for each $x, y \in X$;
b. $\{$ is transitive;
c. ~ is an equivalence (reflexive, symmetric, transitive);
d. ( $x$ 人 $y, y \sim z) \Leftrightarrow x \prec z$, and $(x \sim y, y \prec z)$

$$
\Leftrightarrow x \neq z ;
$$

e. $\precsim$ is transitive and connected.
2.3.2 An Order-Preserving Utility Function

It is known that a utility function exists based on the next theorem as well.

Theorem 2.2 [P.C. Fishburn] If $\mathcal{Z}$ on $X$ is a weak order and $x / \sim$ is countable, then there is a real-valued function $u$ on $X$ such that
$x\{y \Leftrightarrow u(x)<u(y)$, for all $x, y \in X$.
$x / \sim$ in the theorem means the set of equivalence classes of $x$ under $\sim$

The utility function $u$ in 2.5 is said to be order-preserving since the numbers $u(x), u(y), \ldots$ as ordered by < faithfully reflect the order of $x, y$, ... under\}. Clearly, if (2.5) holds, then $x\} y \Leftrightarrow v(x)<v(y)$, for all $x, y \in X$,
for a real function $v$ on $X$ if and only if $[v(x)$
$<v(y) \Leftrightarrow u(x)<u(y)]$ holds throughout $X$.
Under the conditions of Theorem 2.2, 2.5
implies that, for all $x, y \in X, x \sim y \Leftrightarrow u(x)$ $=u(y)$, and $x ふ y \Leftrightarrow u(x) \leq u(y)$.
2.3.3 Precedence Relation on the Flow Shop Scheduling

In order to apply the results of preference relation to the flow shop problem, we adopt a precedence relation as a preference relation. The precedence relation is defined as follows:

If a chain $x$ must be processed before a chain $y$, we call that the relation between $x$ and $y$ is precedence, where $x, y \in C$ and $C$ is a set of chains.

When the chain x and y is precedence relation and x is preceedingly processed before y , we denote it as. $y \mathfrak{x}$, for $x, y \in C$. If the precedence relation is a weak order, threre exists a utility function $u$ which is order-preserving by reflecting the order of chains from 2.5. Therefore, establishing the utility function for the chains in the flow
shop scheduling, we may make a schedule as the order of chains by rearranging the value of utility functions corresponding to chains from the largest one to the smallest one

### 2.3.4 A Directed Graph and Tournament

Let us define $V$ as a set of vertices and $A$ as a set of ordered pairs of elements of $V$. A is called the set of arcs. Then, a pair (V, A) is called a directed graph or digraph D. The directed graph is called a tournament when for all $x \neq y$ in $V,(x, y)$ is in $A$, or $(x, y)$ is in $A$ but not both.

Regarding a set of chains $X$ as the set of vertices V and a precedence relation among all the chains as the set of $A$, the directed graph $D$ is made up from the preference relation of chains in the flow shop scheduling.

The next theorem is known about the tournament.
Theorem 2.3 [Reclei] Every tournament (V, A) has a complete simple path (a hamiltonian path).

This complete simple path corresponds to a schedule which satisfies the preference relation.

In this way solving the flow shop scheduling problem is transformed into finding the complete simple path on the tournament.

If the precedence relation is a weak order, being asymmetric and negative transitive, a complete path obtained from the tournament has the property shown in Theorem 2.4.

Theorem 2.4 The tournament (V, A) is acyclic when and only when the precedence relation is the weak order.

We prove this theorem according to J.G. Kemmeny (2) and J.L. Snell.

Proof. Suppose that the tournament has a cycle, ( $a, b$ ), (b, c),..., (j, k), (k, a). Since the precedence relation is the weak order, a path must be transitive [ Theorem 2.1]. By applying this property interatively to the cyclic path (a, b), (b, c),..., (j, k), (k, a), a preceeds a. As the tournament is irreflexive, it contradicts irreflexive condition. Thus, the tournament derived from the precedence relation of the chains has no cycle. On the other hand, suppose that the tournament has no cycle, then a does not preceed a. Because the tournament has cycle if a preceeds a. If b 孔 a and
$a \succsim b, a \operatorname{ath}$ exists from a to a. It means cycle. If $b \geqq a$ and $c \precsim a$. a path $b$ to and a path $c$ to $a$ do not intersect. Because the tournament has cycle if they intersect. Therefore the tournament has no cycle, if the precedence relation is the weak order. Q.E.D.

The utility function is established based on the complete simple path of the tournament and the above theorem is used in the following section.

### 2.3.5 A Utility Function in the Tournament

We can now introduce the four conditions which a utility function will be asked to satisfy. Let $u(x)$ be the utility function of the chain $x$. The conditions for $u$ are as follows:

Condition 1. $u(x)$ is always an integer number.
Condition 2. If the chain $x$ has no succeeding chains, $u(x)=0$.

Condition 3. If $x \npreceq y$, then $u(x) \leqslant u(y)$.
Condition 4. If, without otherwise changing chain order, we add a new chains to the partial path which succeeds to the chain $x$, then the value $u(x)$ increases.

By the above conditions, the value of the utility function $u(x)$ is decreasing in the order of chains on the optimum schedule, and zero at the last chains, and positive number.

Now, we establish the utility function which satisfies the above conditions.

Theorem 2.5 Let $u(x)$ be a number of chains succeeding to chain $x . u(x)$ is the utility function which satisfies Conditions 1 to 4 .

Proof. Let us define an indirect precedence as that the chain $x$ is preceedingly processed before the chain i, and an direct precedence as that the chain x is processed just one before the chain i. And we denote them as $\zeta$ and $\backslash$ respective1y.

Suppose that the chain x cannot be processed before the chain $i(i \neq x)$. By applying theorem 2.4, we obtain the followings.
$I^{\circ} \quad i \nless x$ because $x \nless i$ is not allowed.
$2^{\circ}$ If $x \nless k$, for all the chains $k$, then
$i \nless k$ because $x \& k$ \& $i$ is not allowed.
From $1^{\circ}$ and $2^{\circ}$, the number of chains succeeding to the chain i is larger than the number of
chains succeeding to $x$. Namely $u(i) \geq u(x)$.

Now, let us examine the number of chains succeeding to each of all the chains $\{1,2$, $\ldots, x\}$, and set them to $u(1), u(2), \ldots, u(n)$ respectively. Then suppose $u(x)$ is the largest number among $u(1), u(2), \ldots, u(n)$. Then, it is proved that the chain $x$ is the first one to be processed. The proof is as follows. If there is the chain $i$ which may not succeed to the chain $x, u(i)>u(x)$ because of $1^{\circ}$ and $2^{\circ}$. This contradicts $u(x)$ is the maximum number. Therefore, the chain $x$ must be processed first.

Next, we remove the chain $x$ and repeat the same procedure. In this way, we obtain the decreasing series of value u(x). The chain processed at last has no succeeding chains. If we set this chain to the chain $z, u(z)=0$.

If we add a certain chain to a partial path succeeding to the chain $x$, the number of chains succeeding to the chain $x$ increases by one. Thus, $u(x)$ increases.

Therefore, the utility function $u(x)$ satisfies conditions $1-4$. Q.E.D.

The utility function established in this way is a measure of vertices in the directed graph. And it is expressed by

$$
\begin{equation*}
u(x)=\sum_{k} k \cdot 0 n_{k}, \tag{2.6}
\end{equation*}
$$

where $k=1$ and $n_{k}$ is the number of vertices succeeding to $x$ in a level k. Eq. 2.6 is suggested by F. Harary.

### 2.4 Algorithm

If a precedence relation in the flow shop scheduling is a weak order, a utility function is figured out in the following four steps and an optimum schedule is obtained.
$1^{\circ}$ Let $q\left(\sigma_{2}(i, j), m\right)$ be a processing time when the chain i is preceedingly processed before the chain $j$ for any of $i, j \in C$. Then, set $t_{i j}$ as

$$
\begin{equation*}
t_{i j}=q\left(\sigma_{2}(i, j), m\right), \quad i, j=1,2, \ldots, n \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
t_{i j}=0, \quad i=j, \quad i, j=1,2, \ldots, n \tag{2.8}
\end{equation*}
$$

where matrix $T=\left\{t_{i j}\right\}$ is called a cost matrix.
$2^{\circ}$ Make up a precedence relation matrix $W=\left\{w_{i j}\right\}$ by

$$
\begin{aligned}
\text { if } t_{i j}> & t_{j i}, \text { then } w_{i j}=0 \text { and } w_{j i}=1 \\
& i, j=1,2, \ldots, n \quad i \neq j, \\
\text { if } t_{i j}= & t_{j i}, \text { then } w_{i j}=w_{j i}=l, \\
& i, j=1,2, \ldots, n \quad i \neq j,
\end{aligned}
$$

$$
\begin{aligned}
& \text { if } t_{i j}<t_{j i} \text {, then } w_{i j}=1 \text { and } w_{j i}=0 . \\
& \text { i, } j=1,2, \ldots, n \quad i \neq j \text {. } \\
& 3^{\circ} \quad \alpha_{i}=\sum_{j=1}^{n} w_{i j}, \quad i=i, 2, \ldots, n . \\
& 4^{\circ} \text { Set } u(j)=\alpha_{i} \text {, then arrange } u(i) \text { from } \\
& \text { the largest number of } u(i) \text { to the smallest } \\
& \text { one. After arrangement, the order of chains } \\
& \text { corresponding to the order of } u(i) \text { becomes } \\
& \text { an optimum schedule. } \\
& \text { In the algorithm, the precedence relation is } \\
& \text { determined by comparing a processing time of the } \\
& \text { chain paired order (i, } j \text { ) with one of the chain } \\
& \text { paired order ( } j, i) \text {. It is discussed in the next } \\
& \text { section under what conditions the precedence relation } \\
& \text { in the flow shop scheduling is successful. But } \\
& \text { even if the precedence relation is broken up, the } \\
& \text { algorithm becomes still available by improving the } \\
& \text { steps } 3 \text { and } 4 \text { to the followings. } \\
& 3^{, \circ} \text { Calculate } \alpha_{i} \text { and } \beta_{i} \text { as } \\
& \alpha_{i}=\sum_{j=1}^{n} w_{i j}, \quad \beta_{i}=\sum_{j=1}^{n} w_{i j} \quad \alpha_{i}, \\
& \mathrm{i}=1,2, \ldots, \mathrm{n} . \\
& 4^{\prime \circ} \operatorname{Set} u^{\prime}(i)=\alpha_{i}+\beta_{i} \text {. Then, execute the } \\
& \text { procedure as described in } 4^{\circ} \text {. }
\end{aligned}
$$

In step $3^{10}, \beta_{i}$ means the number of chains which indirectly succeed to the chain i. Therefore, the utility function $u^{\prime}(i)$ in the step $4^{\circ}$ presents the measure of vertices as arcs. Furthermore, since $u^{\prime}(x)$ is the function by a simply increased transformation of $u(x), u^{\prime}(x)$ is the utility function as well that can determine the schedule.

The memory size in a computer for the proposed algorithm is requested to be $n(n+m)$ words which is summed by an array nom words for the input data and an array nan words for the cost matrix. The cost matrix may be used as the precedence relation matrix. So, even if the number of chains $n$ is 100 and the number of processors $m$ is 10 , the memory size requested becomes about $100(100+10)$ words. It is almost IlK words. This size is much less than the size requested by a branch and bound method and is small enough to make use of for a mini-computer.

### 2.5 Validity of Algorithm for Flow Shop Scheduling

Let us discuss a validity of an algorithm proposed in 2.4 for a flow shop scheduling. It is executed by examining whether a weak order assumption for a precedence relation is broken up. As to an irreflexivity, it is obvious that an irreflexive condition is satisfied. Therefore, we only look up transitivity.

When the number of processors is two, S.M. Johnson points out that the transitive condition is satisfied in the flow shop scheduling problem. Furthermore he establishes his rule based on the transitivity. As seen in Johnson's rule, the transitivity exactly stood so that the proposed algorithm gives an optimum scheduling when the number of the processors is two.

When the number of processors is three, the transitive condition is not satisfied. Such an example is shown in Table 2.1. S.M. Johnson applies his rule to the problem only when the transitivity is satisfied. If not satisfied, his rule gives an approximate solution. So does the proposed algorithm.

When the number of processors is $m$, there arefew rules to determine the optimum schedule by a dispatching rule such as Johnson's. The proposed algorithm reaches the exact optimum schedule only when the transitivity is satisfied. In general, it gives near optimum solution. It is considered that the proposed algorithm is the extension of Johnson's rule to m processors.

### 2.6 Numerical Experiments

In order to show a validity of the proposed method, numerical experiments are executed by a mini-computer OKITAC 4500-C (40K words). A program is coded with FORTRAN. Task processing time to be used in the experiments are generated by uniform random integer numbers with one digit.

Experiment 1) The proposed method is applied to the lo-chain 3 -processor flow shop scheduling problem with minimal length, which is represented by E. Ignal and L. Scharge as the most time consuming sample for a branch and bound method. The input is shown in Table 2.2. The optimum schedule length is 66 and the sequence of chains
is $(1,2,3,4,5,6,7,8,9,10)$.
The proposed method gives an approximate solution whose schedule length is 67 and sequence of chains is (1, 2, 3, 5, 7, 6, 8, 9, 10). It takes 1.15 seconds to get the solution. Though Ignal's branch and bound method is also coded and applied to this problem, it is too many branching to solve the problem by the computer equipped.

Table 2.1 An example of cahins which does not satisfy the transitive condition

| Chain No. | 1 | 2 | 3 |
| :---: | ---: | ---: | ---: |
| $P_{1}$ | 3 | 25 | 45 |
| $P_{2}$ | 22 | 42 | 56 |
| $P_{3}$ | 2 | 22 | 40 |

Table 2.2 E. Ignal and L. Scharge's example

| Chain No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ | 1 | 5 | 7 | 8 | 3 | 7 | 9 | 8 | 6 | 3 |
| $P_{2}$ | 2 | 9 | 6 | 9 | 2 | 10 | 7 | 9 | 1 | 1 |
| $P_{3}$ | 9 | 7 | 8 | 9 | 3 | 4 | 7 | 4 | 3 | 1 |


#### Abstract

Experiment 2) The proposed method is tested for 4- and 5-chain and 3- and 4-processor problems with minimum length and their results are compared with the optimum solution obtained by a complete enumeration method. The comparison is shown in Table 2.3. In Table 2.3, the worst solution means the smallest value of an approximate solution ratio among the test sample ones. The approximate solution ratio (A.S.R.) is defined here as A.S.R. $=\frac{\text { the number of schedules whose length are shorter }}{\text { all the number of possible schedules }}$ than the schedule length of the proposed method

Experiment 3) On 4-chain, 5-chain and 10to 50 -processor flow shop problems, the same experiments as the experiment 2 are made. This test is intended to understand effects of many processors. The results are shown in Table 2.4.

Experiment 4) On 10-chain and 3-, 4- and 5processor, 20-chain and 3-, 4- and 5-processor, and 30 -chain and 3-, 4- and 5 -processor of the flow shop scheduling problems, comparisons between the solution scheduled by the proposed method and one not scheduled are printed out on the line printer paper as diagrams. The reason why A.S.R. is not used is that the enumeration method is unavailable for many chains. The results are shown in Figs. 2.4-2.12.


Table 2.3 Results in experiment 2.

| Problem | The Num. of tested examples | The num. of optimum solutions obtained | Worst solution (\%) | $\begin{aligned} & \text { A.S.R. } \\ & (\%) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 4 \text {-chain } \\ & 3 \text {-proc. } \end{aligned}$ | 50 | 41 | 72.9 | 98.2 |
| $\begin{aligned} & 5 \text {-chain } \\ & 3 \text {-proc. } \end{aligned}$ | 31 | 20 | 61.7 |  |
| $\begin{aligned} & \text { 4-chain } \\ & \text { 4-proc. } \end{aligned}$ | 37 | 28 | 87.5 | 98.0 |
| $\begin{aligned} & \text { 5-chain } \\ & \text { 4-proc. } \end{aligned}$ | 34 | 15 | 51.6 | 94.0 |

Table 2.4 Results in experiment 3.

| Problem | The num. of <br> tested examples | The num. of <br> optimum solu- <br> tions obtained | Worst <br> solution <br> $(\%)$ | A.S.R. <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 4-chain | 10 |  |  |  |
| 10-proc. | 10 | 3 | 66.7 | 90.9 |
| 20-proc. | 10 | 2 | 33.3 | 78.4 |
| 30-proc. | 10 | 2 | 45.8 | 76.8 |
| 40-proc. | 10 | 3 | 54.2 | 89.3 |
| 50-proc. |  |  | 47.7 | 83.1 |
| 5-chain | 10 | 8 |  |  |
| $10-$ proc. | 10 | 3 | 56.6 | 96.5 |
| 20-proc. | 10 | 1 | 48.5 | 85.6 |
| 30-proc. | 10 | 2 | 76.7 | 93.7 |
| 40-proc. | 10 |  | 35.4 | 89.6 |
| 50-proc. | 10 |  | 68.3 | 89.2 |
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Through the numerical experiments, the followings are to be concluded.

In the experiment 1 , the proposed method provides a good enough approximate solution. In the experiments 2 and 3 , the solution is compared with all the possible schedule made up by the enumeration method. The results shows A.S.R. is around 90\% and this is practical enough for the approximate solution. In the experiment 4 , the exact solution is impossible to be reached by a mini-computer. Therefore, the schedule not to be scheduled is compared with the schedule to be scheduled by the proposed method. By these comparisons, the scheduled solution makes an effect for flow shop scheduling.

\subsection*{2.7 Conclusion}

Through the discussion and the numerical experiments, we can reach the following conclusion.
(1) A new method of a flow shop scheduling problem as a one and a half dimensional space allocation problem is presented.
(2) The proposed method is based on the weak order of the precedence relation in the flow shop scheduling. When \(2-\) and 3 -processor are used, the results obtained by the proposed method becomes the same as the one obtained by Johnson's rule. The proposed method shows that Johnson's rule is extended to the case of m-processors.
(3) On the n-chain and m-processor problems, the numerical experiments are executed. The experiments prove that the proposed method gives a practical enough solution.
(4) The memory size required for the proposed method is around \(n(n+m)\) words and this size is small enough for a mini-computer.
1. Fishburn, P., "Utility Theory for Decision Making", John Wiley \& Sons, N.Y., 1970.
2. Kemeny, J., and J.L. Snell, "Applications of Graph Theory to Group Structure" (Japanese version), Prentice-Hall, INC., N.J., 1963.
3. Harary, H., "Graph Theory" (Japanese version), Kyoritsu Shuppan, p.280, 1971.
4. Johnson, S.M., "Optimal Two- and Three-Stage Production Schedules with Setup Times Included", Nav. Res. Log. Quart., \(1,1, p .61,1954\).
5. Ignall, E. and Schrage, "Application of the Branch-and-Bound Technique to Some Flow Shop Scheduling Problems", Opns. Res., 13, 3, p.4000, 1965.
6. Kubo, H., "A Highly-Efficient Branch-and-Bound Method for Combinatorial Optimization Problems", Ph.D Thesis of Hokkaido University, 1976.
7. Nabeshima, I., "Theory of Scheduling", Morikita Shuppan, 1974.
3. P.B.M Approach to the Space Allocation Problem ---The Optimum Trimming of Many Rectangular Plates----

\subsection*{3.1 Introduction}

This chapter deals with a problem that a number of rectangular plates---materials---are allocated to make a compact rectangular sheet---a resource---as small as it can be. As briefly seen in chapter l, most of the developed methods apply only to specific cases. For instance, the two-dimensional problem is constrained in such a way to reduce it to a onedimensional problem and therefore it can hardly be applied to the general two-dimensional problem.

In order to solve the general two-dimensional problem, a new method named P.B.M---Pair to Block Method---is proposed. This method is especially designed for solving a large number of materials with different sizes.

The basic strategy of P.B.M may be summed up as follows.

In the first place, all the rectangles are paired to produce a half of new rectangles so that the sum of wastes area included in the new rectangles will become minimum. Each of the new rectangles
are named "Block". If the number of blocks is one, the allocation is finished. Otherwise, the blocks are regarded as rectangles, and they are paired again. This process is repeated until a large block is formed from the whole of the given initial data.

Each time a new pair is formed, the well known "assignment problem" is introduced, that is, an assignment matrix must be bound to determine a pair.

This P.B.M is applied to a number of numerical experiments and the validity of the method is proved.

\subsection*{3.2 A Formula of the Problem}

First, let us define some symbols and terminology, then describe the problem. The symbols are a little different from those in chapter 1 because the first letter of a key word representing the problem is used. The symbols are defined as follows.
\(R_{i} \quad\) Given \(i-t h\) rectangle having width \(a_{i}\) and length \(\mathrm{b}_{i}\). This corresponds to the material in the general model.
\(B_{k} \quad\) The \(k\)-th rectangular blank in all the possible allocating ways of the given rectangles,
in some cases predetermined and restricted, with a width \(W_{k}\) and a length \(L_{k}\).
\(A\left(B_{k}\right) \quad\) The area of blank \(B_{k}\).
\(W_{k} \quad\) The waste area summed up by all of waste areas included in blank \(B_{k}\).
\(S \quad: \quad\) The total area of the given \(n\) rectangles, namely,
\[
\begin{equation*}
S=\sum_{i=1}^{n} a_{i} \quad b_{i} \tag{3.1}
\end{equation*}
\]
\(S_{i} \quad\) The area of the given \(i-t h\) rectangles, namely,
\[
\begin{equation*}
S_{i}=a_{i} \quad b_{i} \tag{3.2}
\end{equation*}
\]
\(S_{i, j}:\) The sum area of the given \(i-t h\) and \(j-t h\) rectangles.
\(W_{i, j} \quad\) The waste area included in a rectangle to be produced by joining the i-th and \(j\)-th rectangles.

The terminology is as follows.
Waste Scrap or trimloss
Pair Combination of two rectangles
Block Combination of two pairs
And the problem is. described as follows.
The problem Minimize the area of blank in order to include all given rectangles without their
overlapping.
Then, the problem is formulated as follows.
The formula:
\[
\begin{align*}
& \min _{B_{k}} W_{k}=\min _{k} A\left(B_{k}\right)-S  \tag{3.3}\\
& \text { subject to } \bigcap_{i=i}^{n} R_{i}\left(x_{i}\right)=\phi  \tag{3.4}\\
& \text { and } \bigcup_{i=1}^{n} R_{i}\left(x_{i}\right) \subset B_{k}(x), \tag{3.5}
\end{align*}
\]

Where \(R_{i}\left(x_{i}\right)\) is the region of rectangle with
its left under coordinate \(x_{i}\) and \(B_{k}(x)\) is the region of the blank.

Namely, the problem is to determine an allocation of all \(R_{i}\) under the Eqs. 3.3, 3.4 and 3.5.

Fundamental to P.B.M is the determination of the algorithm to be used. Several factors influence this decision. First, the area of blank \(B_{k}\) is unconstrained in some cases and constrained in other cases. Second, the physical condition that occurs in trimming process is taken into consideration. For this purpose, the giullotine cutting technique is used.

\subsection*{3.3 Fundamental Approach to Problem}

With respect to the two-dimensional problem mentioned above, it seems possible to obtain a certain guaranteed solution by adopting an exhaust enumeration search method. However, if we use this simple technique for the problems on a large scale, the solution time will be unrealistacally long. In making a block \(B_{i j}\) with any two given rectangles \(R_{i}\) and \(R_{j}\), and joining another one to \(B_{i j}\), and so on, the combinatorial number becomes \((\mathrm{n}-1)!4^{\mathrm{n}-1}\). Then, it is very difficult to seek a solution for large n .

There are two other approaches to such problems. Before describing two approaches, let us define the given problem \(P_{0}(n)\), where \(n\) is the number of rectangles. The one is to devide the problem \(P_{0}(n)\) \(=P_{1}\left(n_{1}\right) \cup P_{2}\left(n_{2}\right) \cup \cdots \cup P_{k}\left(n_{k}\right)\), where \(n_{i}<n\) and \(\sum_{i=1}^{k} n_{i}=n\). The solution will be searched consquently through the subproblem or be combinated by the solution of the subproblem. This type of algorithm is the Branch and Bound Method or the Dynamic Programming. But in this two-dimensional problem, the number of combination of the subproblem solution grows larger, too.

The one is to transform the problem to which the solution is known. By transforming the given problem to the known problem such as
\[
\begin{equation*}
P \leftarrow T(P) \tag{3.7}
\end{equation*}
\]

Such transformation is seen in S.U.M T technique and simplex technique. If the transformation is iteratively executed and the dimensions of the varibles are gradually decreased, it may be described as
\[
P_{i+1}\left(n_{i+1}\right)=T_{i}\left(P\left(n_{i}\right)\right)
\]
where \(T_{i}\) implies transformation and \(n_{i+1}, n_{i}\) are the number of variables to be solved. In this transformation, if \(w_{i}\) becomes small enough to solve the problem transformed, the solution is searched. As the problem is consquently transformed as
\[
\begin{align*}
& p_{0}\left(n_{0}\right) \rightarrow P_{1}\left(n_{1}\right) \rightarrow p_{2} \cdot\left(n_{2}\right) \rightarrow \ldots \rightarrow p_{k}\left(n_{k}\right),  \tag{3.8}\\
& \text { where } n_{0}>n_{1}>\ldots>n_{k},
\end{align*}
\]
the upper limit of the computing time may be K times longer than the computing time required to solve the problem \(\mathrm{P}_{0}\left(\mathrm{n}_{0}\right)\).

The basic idea of P.B.M. is based on this concept.
In order to transform the primitive problem into the problem reducing the number of variables solved, a formulation of the assignment problem is employed in P.B.M. By solving the assignment problem, the number
of the variables of the reduced problem will become half. The formulation of the assignment problem is iteratively repeated till the problem satisfy the terminating conditions. The detail of the algorithm of P.B.M. is illustrated in the next section.
3.4 The Algorithm of P.B.M.

The procedure of reducing the size of the problem is acomplished by formulating the problem as an assignment problem. Solving the assignment problem n means the given number of rectangles, which will produce a blank, and generate a half of \(n\) rectangles. When pairing, each two rectangles become a new rectangle with a waste shown in Fig. 3.1. The pairing is done in such a way that the sum of the waste areas included in a half of \(n\) new rectangles are minimized. In so doing, the problem is formulated as the assignment problem. Each new rectangle is named a block. Then, the blocks are regarded as the rectangles. In this way, the size of the problem is reduced from \(n\) rectangles allocation problem to a half of \(n\) rectangles. If the number of the block is one, reducing procedure is.
finished.


Fig. 3.1 A waste

\subsection*{3.4.1 The Basic Procedure}

The basic procedure of the algorithm comprises the following four steps. (Fig. 3.2)


Fig. 3.2 Pair to block step
1. BY applying the theory of the assignment problem, determine a set of pairs (n/2 blocks) from the given \(n\) rectangles so as to minimize the waste.
2. Replace \(n\) with \(n / 2 n / 2 \rightarrow n\).
3. Consider a block as a new rectangle.
4. End the process if only one block is obtained, otherwise go back to step 1.

\subsection*{3.4.2 Waste Matrix}

In order to establish the assignment problem, a cost matrix is needed. Here as the cost matrix's elememt, the area of the waste generated when pairs are made into blocks is used, therefore this matrix is called a waste matrix.

The waste matrix is constituted in the following manner as shown in Fig. 3.3.

Fig. 3.3 faste matrix


In considering the method of joining any two rectangles \(R_{i}\) and \(R_{j}\), there are always four possible ways. In each of them, the area of block \(B_{i j}\) will be
\[
\begin{align*}
& A_{1}=\left[\max \left(a_{i}, a_{j}\right)\right] \cdot\left[b_{i}+b_{j}\right] \\
& A_{2}=\left[\max \left(a_{i}, b_{j}\right)\right] \cdot\left[b_{i}+a_{j}\right] \\
& A_{3}=\left[\begin{array}{ll}
\left.\max \left(b_{i}, b_{j}\right)\right] & {\left[a_{i}+a_{j}\right]} \\
A_{4}=\left[\max \left(b_{i}, a_{j}\right)\right] & {\left[a_{i}+b_{j}\right]}
\end{array}\right] \tag{3.9}
\end{align*}
\]
and total area \(S_{i j}\) of both \(R_{i}\) and \(R_{j}\) is
\[
\begin{equation*}
s_{i j}=a_{i} \quad b_{i}+a_{j} \quad b_{j} \tag{3.10}
\end{equation*}
\]

Where \(a_{i}\) and \(b_{j}\) are two sides of a rectangle \(R_{i}\). As an element of the waste matrix, let us set it to
\[
\begin{equation*}
W_{i j}=\min \left(A_{1}, A_{2}, A_{3}, A_{4}\right)-S_{i j} \tag{3.11}
\end{equation*}
\]
for all \(i, j=1,2,3, \ldots, n, i \neq j\).
Furthermore, in order to determine the pair \(\mathrm{R}_{\mathrm{i}}\) and \(R_{j}\), the aspects shown in Eq. 3.11 must also be considered. That is, which sides of \(R_{i}\) and \(R_{j}\) adjoin in making out a block. The matrix \(t_{i j}\) denotes the aspects for the pair \(R_{i}\) and \(R_{j}\) in the form of code. In table \(I\), these aspects are given in the code \(t_{i j}\) and each of the codes 1 through 4 corresopnds to the \(S_{1}\) through \(S_{4}\) in the Eq. 3.9.

Because of the symmetric properties \(w_{i j}=w_{j i}\) and \(t_{i j}=t_{j i}\), the waste matrix can be divided into two parts by a diagonal line, leaving the obtained
waste in the upper triangular matrix and substituting the obtained code in the lower one. This operation saves the memory size to a half.

Table 5.1 Joining code table
\begin{tabular}{|c|c|c|}
\hline\(t_{i j}\) & \(R_{i}\) & \(R_{j}\) \\
\hline 1 & \(1_{i}\) & \(1_{j}\) \\
\hline 2 & \(1_{i}\) & \(1_{j}\) \\
\hline 3 & \(w_{i}\) & \(w_{j}\) \\
\hline 4 & \(w_{i}\) & \(w_{j}\) \\
\hline
\end{tabular}
\(I_{i} \quad\) Length of rectangle \(i\)
\(w_{i}\) Width of rectangle i
\(I_{j}\) Length of rectangle \(j\)
\(w_{j}\) Width of rectangle \(j\)

\(t_{i j}=1\)

\(t_{i j}=2\)

\(t_{i j}=3\)

\(t_{i j}=4\)

Fig. 3.4 Four way joining corresponding to the code

\subsection*{3.4.3 Formulation as the Assignment Problem}

In order to reduce the problem size and solve the two-dimensional problem, the problem is transformed to an assignment problem. The assignment problem can be formed as follows.

Determine \(X=\left\{x_{i j}\right\}\) which satisfies the problem 3.12 and the Eqs. 3.13-15.
\[
\begin{align*}
& \text { Minimize } \quad F=\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} \quad x_{i j}  \tag{3.12}\\
& \text { subject to } x_{i j}=x_{i j} \quad x_{i j} \quad i, j=1,2, \ldots, n, \tag{3.13}
\end{align*}
\]
\[
\begin{align*}
\sum_{i=1}^{n} x_{i j} & =1, \quad j=1,2, \ldots, n,  \tag{3.14}\\
\text { and } \sum_{j=1}^{n} x_{i j} & =1, \quad i \tag{3.15}
\end{align*}
\]
where \(X\) is called the assignment matrix and \(w_{i j}\) is an element of the waste matrix. The matrix \(X\) has the following properties.
(a) \(x_{i j}= \begin{cases}1 & R_{i} \text { is assigned to } R_{j} \\ 0 & \text { Otherwise }\end{cases}\)
(b) From the Eqs. 3.13-14, each column and row of the matrix \(X\) has the elements all of which except one are zero, the exception is one. The number of matrices which satisfy the Eqs. 3.12-15 is \(n\) !. If the number of \(n\) becomes large,
the trial number to find out \(X\) which satisfies the problem 3.11 becomes very large. For instance, when \(\mathrm{n}=10\) is given, n ! becomes almost \(3.6 \times 10^{6}\).

Therefore, it becomes hard to determine the matrix \(X\) even if the problem is transformed to the assignment problem. Then, the basic idea of Flood's Hungarian Method is adopted to remedy this obstacle.
3.4.4 Solving Method for the Assignment Problem

The Hungarian Method is based on the following two theorems.

Theorem 1 If it is possible to devide a set of elements of a given matrix into two kinds by some property \(Q\), the minimum number of lines which involve all the elements having property \(Q\), where the line is a column or a row containing (an) element(s) with property \(Q\) is equal to the maximum number of lines which have property \(Q\) if each line has only one element with property Q .

Theorem 2 For a given cost matrix \(W_{o}=\left[w_{i j}^{(0)}\right]\), if it is possible to create any other matrix \(D=\left[d_{i . j}\right]\), both solutions for \(W\) and \(D\) are the same, where
\[
\begin{equation*}
d_{i j}=w_{i j}^{(0)}-u_{i}-v_{j} \tag{3.16}
\end{equation*}
\]
and \(u_{i}, v_{j}\) are arbitarary constants, respectively.

Theorem 1 is known as the König's one and theorem 2 is applied to its dual problem. In solving the assignment problem, the follwoing equations are derived from theorems 1 and 2 ,
\[
\begin{array}{ll}
w_{i j}^{(0)} \geq u_{i}+v_{j} & x_{i j}=0 \\
w_{i j}^{(0)}=u_{i}+v_{j} & x_{i j}>0, \tag{3.18}
\end{array}
\]
where \(w_{i j}=w_{i j}\).
And the following Eq. 3.19 is obtained by substituting the Eq. 3.16. into the Eq. 3.12,
\[
\begin{align*}
F & \geq \sum_{i}^{n} \sum_{j}^{n}\left(u_{i}+v_{j}\right) x_{i j} \\
& =\sum_{i-1}^{n}\left(u_{i} \sum_{j} x_{i j}\right)+\sum_{j-1}^{n}\left(v_{j} \sum x_{i j}\right) \tag{3.19}
\end{align*}
\]

Then the Eqs. 3.14 and 15 are substituted into the Eq. 3.19,
\[
\begin{equation*}
F \geq \sum_{i=1}^{n} u_{i}+\sum_{j=1}^{1} v_{j} \tag{3.20}
\end{equation*}
\]
is obtained. Here E denotes the right-hand side of the Eq. 3.20, the primary assignment problem is rewritten as the dual problem such as
\[
\begin{align*}
& \operatorname{maximize} \quad E=\sum_{i=1}^{n} u_{i}+\sum_{j=1}^{n} v_{i}  \tag{3.2I}\\
& \text { subject to } u_{i}+v_{j} \leq w_{i j}^{(0)} \tag{3.22}
\end{align*}
\]

The Hungarian Method uses these results. In other words, the Hungarian Method is to determine the reduced matrix, which involves the minimum number of lines, for the aim of theorem l. The reduced matrix must satisfy the Eq. 3.22. How to determine the reduced matrix is explained in the following eight steps.

Step 1 Determine the minimum value \(\mathrm{v}_{\mathrm{j}}\) in each column of cost matrix, and subtract \(v_{j}\) from each element of column \(j\).
Step 2 Decide the line involving the property such as \(w_{i j}=0\).
Step 3 Stop if the number of lines is \(n\), otherwise go to step 4.

Step 4 Determine the minimum value \(u_{i}\) in each row of the cost matrix and subtract \(u_{i}\) from each element of row \(i\).

Step 5 Decide the line again.
Step 6 Stop if the number of lines is \(n\), otherwise go to step 7.

Step 7 Let us define a set of lines as SL and the current reduced matrix as \(w_{i j}{ }^{(k+2)}\).

Then set
\[
\underset{w_{i j}}{(k+3)}=\left\{\begin{array}{l}
w_{i j}^{(k+2)}+h_{(k+2)}, \quad i, j \in S L,  \tag{3.23}\\
w_{i j}^{(k+2),} \quad i \in S L \text { or } j \in S L, \\
w_{i j}^{(k+2)}-h_{(k+2),} \quad i, j \notin S L,
\end{array}\right.
\]
where \(k=1,2, \ldots, K\) ( \(K\) is the trial number to make the reduced matrix until the optimum solution is obtained and note that \(h_{(k+2)}\) shows the minimum number of the elements which do not belong to the line SL. And \(w_{i j}^{(1)}, w_{i j}^{(2)}, h_{(1)}\) and \(h_{(2)}\) are given by step 1 and step 4, namely,
\[
\begin{array}{ll}
w_{i j}^{(1)}=w_{i j}^{(0)}-h_{(1)}, & h(1) \\
h_{j} & v_{j},  \tag{3.25}\\
w_{i j}^{(2)}=w_{i j}^{(0)}-h_{(2)}, & h_{(2)}=u_{i} .
\end{array}
\]

Step 8 Determine the line and go back to step 6.

\subsection*{3.4.5 Determining Lines}

As to computing time, the procedure used to determine the lines becomes important. A clue to the fast computing is to determine the exact minimum number of lines, which are drawn on the rows and columns including all the zero elements of the reduced assignment matrix. But this procedure is not known. Therefore the efficient procedure is presented to determine the lines. The procedure is described as follows:

Let us consider that there are \(\mathrm{n}_{\mathrm{t}}\) zero elements in the \(t\)-th reduced assignment matrix. \(n_{t}\) is no less than n . On the other hands, the maximum number of lines containing \(n_{t}\) zero element drawn on the matrix is no more than \(n\). In order to find out the minimum number of lines, two conditions are desired:
1. The line contains as many zero elements as possible.
2. The zero elements of the line drawn on some column (row) is not contained in the lines drawn on the row (column) lines.

In other words, the line is the column (row), when it includes as many zero elements as possible
which are not to be included in the lines drawn on the row (column). This means that the column (row) is the line when it saves the maximum number of the lines drawn on the rows (columns). The number of the lines saved in the rows (columns) by adopting a certain column (row) as the line becomes
(the number of zero elements of the column).
- (the number of rows which have zero elements other than the zero element crossing in the column).

From the point of view mentioned above, a new procedure is established.

For the column (row) of the matrix, let us
set symbols \(p_{i}\left(q_{j}\right)\) and \(p_{d_{i}}\left(q_{d_{j}}\right)\).
\(p_{i}\left(q_{j}\right) \quad\) Number of zero elements in the i-th column (j-th row).
\(p_{d_{i}}\left(q_{d_{j}}\right) \quad\) Number of lines which are needed
if the column \(i\) (row \(j)\) is adopted as the line, where the line is the column (row) containing zero elements.

And let us define \(\alpha\) and \(\beta\) as the efficiencies for the columns \(i\) and \(j\),
\[
\begin{align*}
& \alpha=\max _{i}\left(p_{i}-p_{d_{i}}\right) / \sum_{i} p_{d_{i}}  \tag{3.27}\\
& \beta=\max _{j}\left(q_{j}-q_{d_{j}}\right) / \sum_{j} q_{d_{j}} \tag{3.28}
\end{align*}
\]

The true line is determined in turn of the larger number of \(\alpha\) and \(\beta\) until all the zero elements are included in the lines.

If the number of lines is not equal to \(n\), a reducing procedure is excuted and one more line is increased at least.

\subsection*{3.5 Given Blank Having Restricted Width}

In the former section, the discussion on how the given rectangular plates are allocated on the half infinite space, and the algorithm of \(P\) B.M. is developed.

When the given blank has any restricted width, the same algorithm can be applied to this case, too.

The problem in this case is described as follows.
Determine the allocation that satisfies the Eqs.
3.29-3.32.

Minimize \(\quad W_{k}=\min _{k} A\left(B_{k}\right)-S\)
\[
\begin{equation*}
\text { subject to } \bigcap_{i=1}^{n} R_{i}\left(x_{i}\right)=\phi, \tag{3.30}
\end{equation*}
\]
\[
\begin{equation*}
a\left(B_{k}(x)\right) \leqslant a_{0} \text {, } \tag{3.32}
\end{equation*}
\]
where \(a\left(B_{k}(x)\right)\) is the width of the blank \(B_{k}\) and \(a_{o}\) is the given restricted width.

To satisfy the Eq. 3.32, the width of the block paired by two rectangles is always no more than \(\mathrm{a}_{0}\). This is easily realized by adding the following conditions to the Eq. 3.9; namely:

> if \(b_{i}+b_{j}>a_{0}\), then \(b_{i}+b_{j} \doteq \infty\),
> if \(b_{i}+a_{j}>a_{0}\), then \(b_{i}+a_{j}=\infty\),
> if \(a_{i}+a_{j}>a_{0}\), then \(a_{i}+a_{j}=\infty\),
> if \(a_{i}+b_{j}>a_{0}\), then \(a_{i}+b_{j}=\infty\).
3.6 Approach with the Iterative Enumerative Method

The P.B.M. seems to be effective in dealing with a large number of rectangles, but sometimes it seems to be ineffective in dealing with a small number. In view of this situation, a kind of enumeration method is prepared, and it is named "Iterative Enumeration Method (abbreviated as I.E.M.).

To concrete this procedure, the following notation is used.
\(\mathrm{R}_{\mathrm{i}} \quad\) Given i-th rectangular plate.
\(B_{t} \quad\) The \(t\)-th block which is made of the ( \(t\) - l)-th block and a rectangular plate selected in the t-th step.
\(W_{t} \quad\) The area of the waste included in block \(B_{t}\).
\(S\left(B_{t}\right) \quad\) The areas of block \(B_{t}\).
\(S\left(R_{i}\right) \quad\) The area of rectangular plate \(R_{i}\).
\(E_{t} \quad A\) set of suffix with which rectangular plates have not yet been adopted for allocation till t-th step.
\(C\left(B_{t}, R_{i}\right) \quad\) The area of the block produced by pairing block \(B_{t}\) and rectangular plate \(R_{i}\).

The allocation procedure is presented to find out the solution that
\[
\begin{array}{ll}
\text { determine } & \min _{k=1} \quad W_{k n}, \\
\text { subject to } \quad & W_{t}=W_{t-1}+ \\
& \min _{i \in E_{t}}\left[C\left(B_{t-1}, R_{i}\right)-\left\{S\left(B_{t-1}\right)\right.\right. \\
& \left.\left.+S\left(R_{i}\right)\right\}\right], \tag{3.34}
\end{array}
\]
where \(W_{k n}=W_{n}\) when \(B_{o}=R_{k}\).
Eqs. 3.33 and 3.34 imply a sequential jointing method of Dynamic Programming type.

This I.E.M. is added to P.B.M. when the number of blocks is less than eight. It cannot be said the solution gained by adding I.E.M. to P.B.M. is better than the one only worked by P.B.M., because this choice is relative to the given data.

\subsection*{3.7 The Numerical Experiments}

In order to prove the validity of the presented method, the numerical experiments were made on the computer, FACOM 230/60 system of the computing center of Hokkaido University, and the programs were coded with FORTRAN.

One of the criteria to judge the allocation is the waste ratio. Let us be said waste ratio,
\[
\begin{equation*}
J_{\mathrm{k}}=100 \quad\left(\mathrm{~A}\left(\mathrm{~B}_{\mathrm{k}}\right)-\mathrm{S}\right) / \mathrm{A}\left(\mathrm{~B}_{\mathrm{k}}\right)(\%) \tag{3.35}
\end{equation*}
\]
where the suffix \(k\) implies \(k-t h\) element of all the possible allocations.

Even if this criteria can be used here and in other case with the same data, it is invalid if the data is different. The data used in the experiments except for the first experiment is taken from the center routine's RANDOM NUMBER. As shown in the above figures which are the results of computation,

N is the number of rectangular plates to be input, and MP is the number of remaining blocks in the following of I.E.M. to P.B.M. However, if MP \(=1\) is found in some figures, it means that only P.B.M. is used. JP implies the kind of random number useed. For instance, JP \(=1\) is the normal distribution and \(J P=2\) is the uniform random numbers.

Experiment 1 The given data is taken from Fig. 3.5 and the result is shown in Fig. 3.6. Note that, if guillotine cutting is used, it is impossible to allocate in the same manner as Fig. 3.5. So, when the data taken from the allocation shown in in Fig. 3.5 is given, the P.B.M. finds a new result shown in Fig. 3.6(a). The numerical numbers for the data are listed in Table 3.2. I.E.M. works and improves this solution when the number of the blocks becomes five. The result is shown in Fig. 3.6(b).

Experiment 2 Twenty kinds of rectangles are produced by the uniform random numbers. These are listed in Table 3.3. The result by the use of P.B.M. is shown in Fig. 3.7. The waste ratio of this is \(17.7 \%\) and the computing time is 8.0 seconds. I.E.M. follows up this solution when the number of blocks is five. The result is shown in Fig. 3.8. The solution is improved more than by one of P.B.M.


Fig. 3.5 An example of hand-made data

Table 3.2 Input data made by Fig. 3.5
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{l} 
Material \\
No.
\end{tabular} & Length & Width \\
\hline 1 & 58. & 5. \\
2 & 10. & 10. \\
3 & 48. & 73. \\
4 & 18. & 53. \\
5 & 42. & 38. \\
6 & 5. & 18. \\
7 & 81. & 83. \\
8 & 91. & 23. \\
9 & 9. & 33. \\
10 & 71. & 14. \\
\hline
\end{tabular}


Fig. 3.6 (a) P.B.M. result


Fig. 3.6 (b) Followed by I.E.M.

Experiment 3 Twenty kinds of rectangles are produced by the normal random numbers listed in Table 3.4. P.B.M. gives the result as shown in Fig. 3.8., with the waste ratio \(10.9 \%\) and the computing time 5.3 seconds. When I.E.M. works, the solution is not improved. This result with the waste \(13.3 \%\) and computing time 5.1 seconds, is shown in Fig. 3.9.

Experiment 4 Thirty kinds of rectangles are produced by the uniform random number listed in Table 3.5. The result is the waste ratio \(39.7 \%\) and the computing time 16.7 seconds. This allocation is shown in Fig. 3.10. I.E.M. improves this solution when the number of block becomes five. The improved solution shows the waste ratio \(14.5 \%\) and the computing time 110.4 seconds. (Fig. 3.ll)

Experiment 5 In order to estimate the computing time of the number of given rectangles, forty and sixty kinds of rectangles are produced by the uniform random numbers. The result is shown in Table 3.6 and Fig. 3.12.

Experiment 6 When the width of the blank (the last block) is not free, the experiment is executed. Fig. 3.l3 shows the allocation of sixty rectangles, where the last width is restricted. The result is the waste ratio \(32.1 \%\) and the computing time 573 seconds.
\begin{tabular}{|c|c|c|c|}
\hline & Material No. & Length & Width \\
\hline Table 3.3 Data input produced by the uniform random numbers & 1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20 & \begin{tabular}{l}
88. \\
2. \\
69. \\
60. \\
85. \\
96. \\
87. \\
94. \\
92. \\
99. \\
75. \\
20. \\
77. \\
28. \\
99. \\
57. \\
8.
1. \\
29. \\
21.
\end{tabular} & \begin{tabular}{l}
46 \\
14. \\
47. \\
67. \\
73. \\
82. \\
58. \\
\(77^{8 .}\) \\
56. \\
73. \\
51. \\
79. \\
79. \\
89. \\
87. \\
93. \\
68.
15.
\end{tabular} \\
\hline
\end{tabular}


Fig. 3.7 P.B.M. result


Fig. 3.8 Result followed up by I.E.M.

Table 3.4 Input data produced
by the normal random numbers
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{l} 
Material \\
No.
\end{tabular} & Length & Width \\
\hline 1 & 20. & 20. \\
2 & 24. & 37. \\
3 & 46. & 34. \\
4 & 60. & 23. \\
5 & 26. & 27. \\
6 & 40. & 43. \\
7 & 73. & 58. \\
8 & 24. & 35. \\
9 & 67. & 64. \\
10 & 33. & 46. \\
11 & 42. & 68. \\
12 & 16. & 38. \\
13 & 48. & 47. \\
14 & 69. & 46. \\
15 & 59. & 36. \\
16 & 56. & 46. \\
17 & 30. & 53. \\
18 & 40. & 31. \\
19 & 30. & 11. \\
20 & 48. & 44. \\
\hline
\end{tabular}


Fig. 3.8 P.B.M. result


Fig. 3.9 Result followed by I.E.M.


Table 3.5 Input data produced
by the unfform random numbers.
\begin{tabular}{|c|c|c|}
\hline Material No. & Length & Width \\
\hline 1 & A0. & 17. \\
\hline 2 & 19. & 45. \\
\hline 3 & 86. & 82. \\
\hline 4 & 91. & 49. \\
\hline 5 & 30. & 13. \\
\hline 6 & 38. & 78. \\
\hline 7 & 92. & 93. \\
\hline 8 & 10. & 47. \\
\hline 9 & 51. & 70. \\
\hline 10 & 17. & 34. \\
\hline 11 & 50. & 51. \\
\hline 12 & 35. & 77. \\
\hline 13 & 95. & 7. \\
\hline 14 & 98. & 80. \\
\hline 15 & 53. & 72. \\
\hline 16 & 8. & 6. \\
\hline 17 & 54. & 42. \\
\hline 18 & 24. & 84. \\
\hline 19 & 92. & 75. \\
\hline 20 & 72. & 2. \\
\hline 21 & 22. & 92. \\
\hline 22 & 38. & 13. \\
\hline 23 & 61. & 77. \\
\hline 24 & 71. & 33. \\
\hline 25 & 90. & 75. \\
\hline 26 & 82. & 37. \\
\hline 27 & 52. & 95. \\
\hline 28 & 46. & 66. \\
\hline 29 & 52. & 8. \\
\hline 30 & 99. & 21. \\
\hline
\end{tabular}


Table 3.6 Computation time
\begin{tabular}{|c|c|c|c|c|c|}
\hline & \multicolumn{2}{|c|}{P.B.M.} & \multicolumn{2}{|l|}{\[
\begin{gathered}
\text { P.B.M. followed by } \\
\text { I.E.M } \\
\hline
\end{gathered}
\]} & \\
\hline n & \begin{tabular}{l}
Haste \\
ratio (\%)
\end{tabular} & Time (sec) & Waste ratio(\%) & Time (sec) & Random number \\
\hline 10 & 16.3 & 1.8 & 9.7 & 1.6 & Mannual \\
\hline 20 & 17.7 & 8.0 & 10.3 & 8.3 & Uniform \\
\hline 20 & 10.0 & 5.3 & 13.3 & 5.1 & Normal \\
\hline 30 & 39.7 & 16.7 & 14.5 & 110.4 & Uniform \\
\hline 30 & & & 5.3 & 16.4 & Uniform \\
\hline 40 & 15.3 & 218.7 & 10.2 & 202.4 & Uniform \\
\hline 60 & 21.2 & 594.5 & & & Uniform \\
\hline
\end{tabular}

Experiment 7 In order to estimate the goodness of the solution, numerical experiments are executed. The data of rectangles are handmade of a rectangular sheet in length 150 and width 100. The tests are tried when the number of rectangles is ten, twenty, and thirty and the number of tested times are eight, nine and nine, respectively. The data are reproduced in each experiment. The result is shown in Table. 3.7. The waste ratio reached by these experiments are around \(20 \%\) and this value is good enough for the practical solution.

Table 3.7 The result of experiment 7
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{l} 
Number of \\
rectangies
\end{tabular} & \begin{tabular}{c} 
Number of \\
experiments
\end{tabular} & \begin{tabular}{c} 
Average of \\
waste area
\end{tabular} & \begin{tabular}{c} 
Average of \\
wiaste ratio \\
\((\alpha)\)
\end{tabular} \\
\hline 10 & 8 & 4010.8 & 20.3 \\
\hline 20 & 9 & 4534.5 & 21.8 \\
\hline 30 & 9 & 3950.4 & 18.9 \\
\hline
\end{tabular}


Fig. 3.13 Result in experiment 6; the width is restricted.

\subsection*{3.8 Conclusion}

Through the consideration and discussion of the two-dimensional space allocation problem, the effective algorithm is developed, and by using this algorithm, we can reach the following conclusion.
1. The effective solution of the two-dimensional space allocation problem is obtained by defining it as an assignment problem.
2. This method is valuable when many different sizes of materials (rectangles) are given.
3. Even. if a restricted width is placed on the blank, the proposed method is available.
4. A new criterion is given for the determination of the line on the Hungarian method.

However. P.B.M. still seems to have room for improvement from the theoretical point of view.

From the practical point of view, P.B.M. is modified for the use of metal sheet cutting planning by Mitsubishi Electric Company, and it is on execution. This is described in Appendix A.
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4. A Practical Approach to the Cutting Stock Problem

\subsection*{4.1 Introduction}

In this chapter, a practical solution is presented in dealing with the problem as one of the cutting stock problem situation. The object of the problem is to determine the number of row blanks stocked in order to produce materials requiredby the user with minimum economy. The resources are regarded as the blanks, but the materials are used in their own terms in this problem. As various sizes of the materials and the blanks with various costs are given to the problem, not only the number of the blanks is determined but also the placements of the materials on the specified blank must be solved. In treating the problem, therefore, the problem is parted into two subprograms such as a nesting problem to allocate the materials onto the specified blank and an assignment problem to determine the number of the blanks relating to various nesting ways. For the first subproblem, a heuristic method based on a recursive approximation is presented and a tree structure model
of the data structure is prepared to store the information on the location of the materials being nested to the specified blank. For the second, the problem formulation is simply turned to the algorithm to determine the number of the row blanks.

The problem occurs in the small and midium sized metal sheet cutting companies, so that the method is desired for the use of a mini-computer. The presented method is available for the minicomputer and it gives the numerical experiment result of a waste ratio around \(7 \%\). This result is practical enough to compare with manual planning results and with the result in chapter 3.
4.2 Formula of the problem

The problem dealt with in this chapter is as follows:

Problem: Given \(b_{j}\) plates of the blanks \(B_{j}(j=1\), \(2, \ldots, m\) with its price \(C_{b, j}\), assign \(r_{i}\) plates of materials \(R_{i}(i=1,2, \ldots, n)\) to the blanks with the minimum price.

To formulate the problem, constraints expressed below are considered. A shape of the materials and the blanks is restricted to a rectangle. Considering that the materials are assigned to the blank \(B_{j}\), there are a number of material assignment (nesting) patterns. In the k-th pattern of the assignment to the blank \(B_{j}\) as the number of the material \(R_{i}\), let us set \(R_{i}\left(x_{S}\right)\) and \(B_{j}\left(X_{V}\right)\) as the regions of \(R_{i}\left(x_{S}\right)\) and \(B_{j}\left(x_{V}\right)\) with left under corner coordinate \(x_{S}\) and \(X_{V}\), respectively.

The condition under which the materials are located within the blank \(B_{j}\) is given by

where \(a_{i j k}\) is the number of the material \(R_{i}\) in the k-th nesting pattern. And the condition under which the materials are located without their overlapping each other is given by
\[
\begin{equation*}
\prod_{s=1}^{a_{i j k}} \quad R_{i}\left(x_{s}\right)=\phi \quad(i=1,2, \ldots, n) \tag{4.2}
\end{equation*}
\]
and
\[
\begin{equation*}
\prod_{i=1}^{n}\left\{{\underset{S}{i=1}}_{a_{i j} j k}^{R_{i}}\left(x_{S}\right)\right\}=\phi \tag{4.3}
\end{equation*}
\]

Then, let us set all assignment patterns as \(u_{j}\). As the number of blank \(B_{j}\) of the \(k-t h\) pattern, \(X_{j k}\) to be used for producing the materials is less than the given number of the blanks, the inequality constraint
\[
\begin{equation*}
\sum_{k=1}^{u_{j}} x_{j k} \leq b_{j} \tag{4.4}
\end{equation*}
\]
should be satisfied, where \(b_{j}\) is the number of the blank \(B_{j}\) stocked. Also, the number of materials produced irom the blanks must be requested to no less than \(r_{i}(i=1,2, \ldots, n)\), the inequality constraint,
\[
\begin{equation*}
\sum_{j=1}^{m} \sum_{k=1}^{u_{j}} a_{i j k} \quad x_{j k} \geq r_{i} \quad(i=1,2, \ldots, n) \tag{4.5}
\end{equation*}
\]
should be satisfied, where \(r_{i}\) is the number of the materials required by the user.

The goal of the problem is to determine \(\mathrm{x}_{\mathrm{jk}}\) and \(a_{i j k}\) which satisfy the constraints 4.1-4.5 with minimum costs, that is,
\[
\begin{array}{ll}
\text { minimize } & \sum_{j}^{m} \sum_{j}^{u_{j}} c_{j k} \quad x_{j k}  \tag{4.6}\\
\text { subject to } & \text { Eas. } 4.7-4.5,
\end{array}
\]
where \(c_{j k}=w_{I} \quad c_{b j}+w_{2} \quad c_{w j} \quad\) In the problem
```

description 4.6, the cost $c_{j k}$ is set as a sum of the blank price $c_{b j}$ and the waste cost $c_{w j}$ in the k-th nesting way of the $b l a n k B_{j}$ with suitable weights $w_{1}$ and $w_{2}$, respectively.

```

\subsection*{4.3 Nesting and Assignment Algorithm}

It is difficult to find out a solution which satisfies the constraints 4.1 through 4.5 , for the problem belongs to the combinatorial one. Even if "An Integer Linear Programming" is employed, variables solved become so many that the solution is hardly found out, and it costs so expensive for the use of a computer. Therefore, an heuristic method is effective if it gives a good approximation. In solving the problem, it is considered that the problem consists of two subproblems: the one is to determine the location of the materials to the specified blank and the other is to determine the number of the row blanks selected for cutting out the materials. A heuristic method based on a recursive approximation is developed for the first problem and a simple method is adopted for the latter.

\subsection*{4.3.1 Recursive Procedure for Nesting}

A nesting problem for the allocation of the materials to the specified blank is described as follows:

Subproblem l: Allocate the materials \(\mathrm{R}_{\mathrm{i}}\) ( \(i=1,2, \ldots, n\) ) to the specified blank \(B_{j}\) with a minimum waste, that is,
\(\operatorname{minimize} \quad C_{w j}=A\left(B_{j}\right)-\sum_{i=1}^{n} a_{i j k} \quad A\left(R_{i}\right)\) \({ }^{a_{i j k}}\).
subject to the inequations 4.1-4.5, where \(A\left(B_{j}\right)\) and \(A\left(R_{i}\right)\) are the areas of the blank \(B_{j}\) and the material \(R_{\dot{\dot{\prime}}}\), respectively.

The algorithm presented here is composed based on the recursive approximation.

Let us set \(W_{t}\) to t-th waste area as the remainder of the blank area by emoving the material areas to be selected until ( \(t-1)\)-th procedure. In order to select the material that results in the minimum waste in the t-th step, the following equation is satisfied:
\[
\begin{align*}
& \operatorname{minimize} \quad W_{t}=\min _{R_{i}} \cdot\left(W_{t-I}-S_{t}\right)  \tag{4.8}\\
& \text { subject to } \quad W_{t-I}-S_{t} \geq 0,
\end{align*}
\]
where \(S_{t}\) is the material area, selected to satisfy the above equation, and \(W_{t-1}\) is the waste produced in the preceeding step. By repeating this procedure until it becomes impossible to allocate the material within the remaining waste area \(W_{t}\), the selection of the materials for the specified blank is accomplished. To begin the procedure, let us set \(W_{o}\) equal to \(A\left(B_{j}\right)\).

From the equation 4.8 , the algorithm becomes minimize \(\quad W_{t}=\operatorname{mim}_{R_{i}}\left(W_{t-I}-S_{t}\right)\) \(=W_{t-1}-\max _{R_{i}} S_{t}\)
subject to \(W_{t-1}-S_{t} \geq 0, W_{o}=A\left(B_{j}\right)\) and \(t=1,2, \ldots, e\),
where suffix e implies the last selection of the material This shows a simple rule that selects the maximum area's material to be allocated in the current waste.
4.3.2 Nesting Procedure

In order to execute the rule obtained in the previous section, the calculating operation is to select the maxmum area of the material to be
allocated in the waste. This is simply done
by following the steps below:
\(1^{\circ}\) Renumber the suffices of the materials in the order of their areas from large to small.
\(2^{\circ} \quad\) Set suffix \(t\) equal to 1.
\(3^{\circ}\) Allocate the material \(R_{t}\) within the areas of the waste \(W_{t-1}\) if possible and continue allocating. If impossible, then go to step \(4^{\circ}\).
\(4^{\circ}\) Set \(t+1\) to \(t\). If \(t\) is equal to the last suffix number plus one, stop the procedure. If not, return to step \(3^{\circ}\).

In the previous procedure, how to place the material on the blank under the inequations 4.14.3 is still unknown. To concrete this procedure, the following conditions are considered.

Condition l) The alogorithm should be iterative so that the new waste shape must be kept rectangle after the placement of the material.

Condition 2) Make out the waste area as large as it can be, leaving greater possibility of locating unused materials.

There are some cases in which the material is placed on the waste as shown in Fig. 4.1.


Fig. 4.1 Possible allocating ways

As shown in this figure, the shape of the waste does not become a rectangle. In order to apply the iterative procedure, the shape of the waste must keep a rectangular shape. This turns the division of the waste into some rectangular wastes. Furthermore, the condition 2 must be satisfied. Consequently, the material is allocated at the corner of the preceeding waste with
which the material edges meet as shown in Fig. 4.2.


Fig. 4.2 Two ways of dividing the waste

There are two ways of dividing the waste because the new waste becomes L-shaped. The choice depends on the problem situation, that is, if there are a lot of long strip rectangular materials, a long rectangular waste had better be produced, and if not, the rectangular waste with a large area had better be produced. In either way, the old waste is divided into three parts: the material area selected and two new wastes. Therefore, this procedure is named "Divide-into-three" procedure.

To begin the procedure, we suppose that \(R_{i}(i=1,2, \ldots, n)\) is ordered from large area
to small one, or from long strip to small strip by the criteria of area or length.

In this way, the nesting procedure is rewritten as follows, where \(W_{t k}\) is the waste to be produced in the \(t\)-th step, and the \(k\)-th waste through all of the wastes, and \(W_{t e}\) is the waste to be produced as the last one.
\(1^{\circ}\) Set 0 to \(t, k\) and \(e\), where \(W_{00}=A\left(B_{j}\right)\).
\(2^{\circ}\) Reset \(t+1\) to \(t\) and \(k+1\) to \(K\).
\(3^{\circ}\) If all of the wastes that have not been allocated by the materials become smaller than the rest of the material areas, stop the procedure. If not, go to step \(4^{\circ}\).
\(4^{\circ} \quad\) Allocate the unused material \(R_{i}\) whose suffix is the smallest to waste \(W_{t k}\) such as.
\[
\begin{align*}
& \text { maximize }  \tag{4.11}\\
& \sum_{h=1}^{q} A\left(R_{i}\left(x_{h}\right)\right) \\
& \bigcup_{h=1}^{q} R_{i}\left(x_{h}\right) \subset W_{t k}  \tag{4.12}\\
& \text { and } \quad q \leq r_{i} \tag{4.13}
\end{align*}
\]

Where \(R_{i}\left(x_{h}\right)\) is the region of the material with its left under corner coordinates \(X_{h}\), \(A\left(R_{i}\left(x_{h}\right)\right)\) is the area of \(R_{i}\left(x_{h}\right)\), and \(W_{t k}\) means the waste area and its region. Then
set \(q\) to \(d\).
\(5^{\circ}\) Divide the new waste into two rectangular wastes and set them to \(W_{t+1, e+1}\) and \(W_{t+1, ~}\),, respectively. In this step, the relation,
\[
\begin{equation*}
W_{t+1} e+1+W_{t+1} \quad e+2=W_{t k}-d \quad A\left(R_{i}\right) \tag{4.14}
\end{equation*}
\]
is held.
\(6^{\circ}\) Set e +2 to \(e\).
\(7^{\circ}\) Set \(k+1\) to \(k\) and go back to \(3^{\circ}\) if the materials with suffix t remain. Otherwise, go back to \(3^{\circ}\)

\subsection*{4.3.3 The Data Structure for Nesting}

The information on how the materials are allocated must be given to the computer, therefore the data and the data structure on the information are prepared. Each datum keeps the waste information or the material information with its geometry and position.

In the previous procedure, the specified waste is always divided into three parts: the material area and two wastes, but the waste is smaller than any material area unused for nesting. Therefore, it becomes necessary for the datum to
be indicated which waste corresponds to this datum. and which wastes and materials are produced from this datum when it represents the waste. In this way, the datum \(d_{k}\) is the function as shown in the following equation,
\[
\begin{equation*}
d_{k}=\left(g\left(x_{k}\right), t, k, w_{p}, p_{1}, p_{2}\right) \tag{4.15}
\end{equation*}
\]
where \(g\left(x_{k}\right)\) shows the geometry information of this datum, \(x_{k}\) determines the relative position of the geometry, \(t\) is the step number, \(k\) is the number given for the datum generation, w is the parameter which shows whether this datum is the waste or the material, \(\mathrm{p}_{1}\) is the pointer directing the preceeding datum, and \(\mathrm{p}_{2}\) is the indicator of the waste not nested. As the geometry of the material and the waste are rectangles, the datum \(d_{k}\) is
\[
\begin{align*}
& d_{k}=\left(w, I, x, y, t, k, w_{p}, p_{1}, p_{2}\right),  \tag{4.16}\\
& w_{p}=\left\{\begin{aligned}
1 & \text { material } \\
-1 & \text { material being transposed } \\
0 & \text { waste }
\end{aligned}\right.
\end{align*}
\]
where \(w\) is the width of the rectangle, 1 is the length of the rectangle, \(x\) and \(y\) are the coordinates of the left-under corner point.

The data structure becomes a tree directed by the pointers as shown in Fig. 4.3.

\(\square\); A waste possible to allocate materials.
A ; A waste impossible to allocate materials.
© A material to be selected.

Fig. 4.3 A tree data structure for the material and waste allocation

Now, the capacity of the data to store the information on the location becomes important because it restricts the availability of the procedure. Assuming that all the wastes having been produced become impossible to be allocated by the materials at the same time in the t-th step. The first waste (the specified blank) produces three data corresponding to two wastes and the material selected. Then, two wastes produce six data corresponding to four wastes and two materials selected. By repeating this iterative procedure, the t-th step produces \(\left(2^{t}+t\right)\) data. Therefore the sum of the data \(s\) produced becomes
\[
\begin{align*}
S & =\sum_{i=0}^{t}\left(2^{i}+i\right) \\
& =\left(2^{t+1}-1\right)+\frac{t(t-1)}{2} \tag{4.17}
\end{align*}
\]

When \(t\) is equal to ten, the sum of the data \(S\) becomes around two thousands. This means, when ten words are used for the datum, forty kilo words in a computer are used for nesting data. Also Eq. 17 implies \(\left(2^{t}-1\right)+\frac{1}{2} t(t-1)\) materials are used for nesting. When \(t\) is equal to ten, it means almost ten thousands materials are used for nesting. The number is small enough for the object of this problem.

\subsection*{4.3.4 Determination of the Number of Row Blanks}

The second subproblem is on how the number of row blanks producing the materials are determined. This is described as follows:

Subproblem 2 Determine the number of the row blanks, in which some materials has already been nested in order to produce the number of the material required by the user. Although the problem formulations 4.4-4.5 are applied by an integer linear programming directly, it is hardly possible for all of the blanks to enumerate all of the nesting patterns. A better way is to select a nesting pattern with a minimum waste for each blank and to solve the problem described by Eqs. 4.4-4.6. If the problem is solved in this way, the number of nesting pattern for each blank \(u_{k}\), becomes one and Eqs. 4.4-4.5 are rewritten as follows: the restrictions are
\[
\begin{equation*}
x_{j} \leq b_{j}, \tag{4.18}
\end{equation*}
\]
\[
\begin{equation*}
\sum_{j=1}^{m} a_{i j} \cdot x_{j} \geq r_{i}(i=1,2, \ldots, n), \tag{4.19}
\end{equation*}
\]
and the objective function is
\[
\begin{equation*}
\operatorname{minimize} \sum_{j=1}^{m} c_{j} \quad x_{j} \tag{4.20}
\end{equation*}
\]

This formulation may allow the use of
an integer linear programming method in less small size than before. But a unique nesting pattern for each blank may have a possibility of not using some material, namely, for some \(j^{*}, a_{i j}\) * for any i becomes zero. Also, it is possible to use P.C. Gomory and R.E. Gilmore's approach. But their approach includes the inverse matrix calculation in their simplex method. And as the nesting pattern for each blank is unique, the solution does not allow to vary activity nor to introduce to the same blank more than two new activities.

Considering above mentioned items, a heuristic method for the assignment procedure is developed. The feature of the procedure is that the problems 4.18 - 4.20 are generated iteratively by figuring out the activities \(a_{i j}\) and that the control variables are \(b_{j}\) and \(r_{i}\).

The procedure is as follows.
\(I^{\circ}\) Determine the allocation of materials to each \(B_{j}(j=1,2, \ldots, m)\) minimizing wastes, and set cost \(c_{j}\) as the sum of the waste ratio and its blank price such as
\[
c_{j}=w_{1} \quad c_{w j}+w_{2} \quad c_{c j}
\]
where \(c_{\dot{W} j}\) is the waste ratio and \(c_{c j}\) is the \(j\)-th blank price.
\(2^{0}\) Find \(j^{*}\) as \(j^{*}=\underset{j}{\min } . c_{j}\),
\(3^{\circ} \quad \operatorname{Set} \mathrm{x}_{\mathrm{j} *}\) as
\[
\left.x_{j}=\min _{j} \underset{i}{\min _{i}^{n}}\left[r_{i} / a_{i j *}\right], b_{j *}\right),
\]
where \(a_{i j *}\) is the number of material \(M_{i}\) included in the \(j\)-th blank nesting activity, \(r_{i}\) is the currently required number of material \(M_{i}\) and \(b_{j *}\) is the number of current blank \(B_{j *}\) stocked and [ ] is gaussian notation. \(4^{0} \quad\) Reset \(r_{i}-a_{i j} * \quad x_{j *}\) to \(r_{i}\). If all of \(r_{i}\) become zero, stop the procedure.
\(5^{\circ}\) Reset \(b_{j *}-x_{j *}\) to \(b_{j *}\). If all of \(b_{j}\) become zero, stop the procedure. If not, go back to \(1^{\circ}\).

\subsection*{4.4 Numerical Experiments}

To prove that the method proposed for the cutting stock problem is efficient and practical, numerical experiments are executed by mini-computer PDPII/20 and OKITAC 4500-C. The program is coded with FORTRAN. As one of the criteria, a waste
ratio is used to estimate the goodness of the solution. A term "waste ratio" used below means
(a total area of waste) / (an area of a blank) 100 (\%)

The results of numerical experiments are as follows.

Experiment l) When the number of blanks is one, the efficiency of the proposed method is computed with comparison to Gilmore's Dynamic Programming Method. Because of the memory size, the blank size tested is 50 in length and 50 in width, and the material sizes tested are one-digit unifrom random numbers to be generated by the computer function, and the number of material kinds is 5 .

The results obtained by OKITAC 4500-C are shown in Table 4.1. Fig. 4.4 is one of the graphic output of the solution. This table shows that the proposed method reaches a good approximate solution and takes less than half of the computing time shown in Gilmore's Dynamic Programming results.


Fig. 4.4 One of graphic outputs in experiment 1 solved by the proposed method

Table 4.1 Comparison with Gilmore's D.P. result
\begin{tabular}{|c|l|l|l|l|}
\hline \begin{tabular}{l} 
Experiment \\
No.
\end{tabular} & \multicolumn{3}{|l|}{\begin{tabular}{l} 
Presented \\
method
\end{tabular}} & \multicolumn{2}{l|}{\begin{tabular}{l} 
Gilmore's \\
D.P.
\end{tabular}} \\
\cline { 2 - 5 } & \begin{tabular}{l} 
Excution \\
time(sec)
\end{tabular} & \begin{tabular}{l} 
Waste \\
ratio(\%)
\end{tabular} & \begin{tabular}{l} 
Excution \\
time(sec)
\end{tabular} & \begin{tabular}{l} 
Waste \\
ratio(\%)
\end{tabular} \\
\hline 1 & 1.39 & 0.00 & 3.10 & 0.00 \\
2. & 1.17 & 0.40 & 3.04 & 0.00 \\
3 & 1.28 & 0.16 & 3.10 & 0.00 \\
4 & 1.45 & 0.00 & 3.12 & 0.00 \\
5 & 1.34 & 0.16 & 3.08 & 0.16 \\
6 & 1.42 & 0.20 & 3.07 & 0.00 \\
7 & 1.23 & 0.00 & 3.11 & 0.00 \\
8 & 1.22 & 0.36 & 3.08 & 0.00 \\
9 & 1.22 & 0.04 & 3.10 & 0.00 \\
10 & 1.20 & 0.00 & 3.12 & 0.00 \\
\hline Average & 1.48 & 0.22 & 3.15 & 0.016 \\
\hline
\end{tabular}

Experiment 2) In most of the cases, the exact optimum solution is unknown of the space allocation problem, so that it is difficult to estimate the goodness of the solution. In this experiment, the sizes of materials are produced by the given blank, and each size of ten materials are requested as user's product. Numerical experiments are executed to test the validity of the method. If ten blanks are required for the solution, the allocation obtained by the use of the proposed method is optimum. These experiments are made in PDP \(11 / 20\), and the program used is the same as the one used in the experiment 1. Tables. 4.2-4.4 list \(u p\) the data of the material sizes and Figs. 4.5-4.7 are their original allocations corresponding to Tables \(4.2-4.7\) and the blank size is 1000 in length and 500 in width. The results are shown in Tables 4.5-4.7.

The solutions are practical enough because the waste ratio, when man allocates materials onto the blank, is more than \(20 \%\).

(a) No. 1
\begin{tabular}{l} 
1 \\
\(\stackrel{\sim}{N}\) \\
N \\
\hline
\end{tabular}

(b) No. 2

Fig. 4.6 Original allocation of tested materials ( twenty kinds of materials )

(a) No.l

(b) No. 2

Fig. 4.5 Original allocation of tested materials ( ten kinds of materials )
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 1 & & & \multirow[b]{2}{*}{8} & \multirow[b]{2}{*}{9} & 10 & & & \multirow[b]{2}{*}{14} \\
\hline & \multicolumn{2}{|r|}{5 .} & & & 12 & \multicolumn{2}{|r|}{13} & \\
\hline 3 & 6 & \multicolumn{2}{|l|}{7} & & & \multirow[b]{2}{*}{17} & & \multirow[b]{2}{*}{: 15} \\
\hline \multicolumn{2}{|c|}{22} & 21 & 20 & 19 & 18 & & 16 & \\
\hline \multicolumn{2}{|c|}{23} & \multirow[t]{2}{*}{25} & \multirow[t]{2}{*}{26} & \multirow[t]{2}{*}{27} & \multirow[t]{2}{*}{28} & \multirow[t]{2}{*}{} & \multirow[t]{2}{*}{29} & \multirow[t]{2}{*}{30} \\
\hline & & & & & & & & \\
\hline
\end{tabular}
(a) No. 1

(b) No. 2

Fig. 4.7 Original allocation of tested materials (thirty kinds of materials )

Table 4.2 Ten kinds of materials input data in experiment 2
\begin{tabular}{|c|c|c|c|c|}
\cline { 2 - 5 } \multicolumn{1}{c|}{} & \multicolumn{2}{c|}{ No. } & \multicolumn{2}{c|}{ No. 2} \\
\hline No. & Length & Width & Length & Width \\
\hline 1 & 440 & 180 & 220 & 160 \\
2 & 420 & 180 & 220 & 220 \\
3 & 220 & 140 & 240 & 120 \\
4 & 280 & 140 & 420 & 120 \\
5 & 320 & 200 & 380 & 160 \\
6 & 320 & 50 & 200 & 260 \\
7 & 320 & 140 & 180 & 140 \\
8 & 320 & 160 & 180 & 140 \\
9 & 240 & 180 & 360 & 200 \\
70 & 240 & 140 & 300 & 340 \\
\hline
\end{tabular}

Table 4.3 Twenty kinds of materials input data in experiment 2
\begin{tabular}{|c|c|c|c|c|}
\cline { 2 - 5 } \multicolumn{1}{c|}{} & \multicolumn{2}{c|}{ No. } & \multicolumn{2}{c|}{ No. } \\
\hline No. & Length & Width & Length & Width \\
\hline 1 & 180 & 100 & 400 & 60 \\
2 & 220 & 180 & 180 & 120 \\
3 & 180 & 40 & 180 & 60 \\
4 & 260 & 180 & 200 & 180 \\
5 & 160 & 180 & 320 & 140 \\
6 & 160 & 120 & 320 & 80 \\
7 & 120 & 120 & 120 & 160 \\
8 & 280 & 160 & 120 & 120 \\
9 & 280 & 40 & 180 & 120 \\
10 & 240 & 100 & 200 & 180 \\
11 & 240 & 100 & 180 & 180 \\
12 & 180 & 100 & 220 & 160 \\
13 & 220 & 180 & 160 & 60 \\
14 & 180 & 100 & 280 & 100 \\
15 & 200 & 180 & 260 & 140 \\
16 & 220 & 140 & 140 & 180 \\
17 & 140 & 140 & 140 & 80 \\
18 & 180 & 60 & 200 & 160 \\
19 & 300 & 120 & 260 & 60 \\
20 & 300 & 60 & 160 & 60 \\
\hline
\end{tabular}

Table 4.4 Thirty kinds of materials input data in experiment 2.
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{2}{|c|}{No. 1} & \multicolumn{2}{|c|}{No. 2} \\
\hline No. & Length & Width & Length & Width \\
\hline 1 & 5 & 3 & 13 & 4 \\
\hline 2 & 5 & 6 & 9 & 9 \\
\hline 3 & 5 & 3 & 9 & 4 \\
\hline 4 & 11 & 3 & 9 & 5 \\
\hline 5 & 11 & 6 & 8 & 3 \\
\hline 6 & 4 & 3 & 9 & 8 \\
\hline 7 & 11 & 3 & 5 & 3 \\
\hline 8 & 4 & 9 & 10 & 6 \\
\hline 9 & 11 & 3 & 6 & 4 \\
\hline 10 & 6 & 2 & 6 & 4 \\
\hline 11 & 8 & 2 & 10 & 10 \\
\hline 12 & 6 & 9 & 10 & 4 \\
\hline 13 & 8 & 9 & 10 & 4 \\
\hline 14 & 13 & 11 & 9 & 4 \\
\hline 15 & 13 & 7 & 6 & 4 \\
\hline 16 & 5 & 7 & 7 & 3 \\
\hline 17 & 3 & 8 & 7 & 3 \\
\hline 18 & 6 & 8 & 6 & 3 \\
\hline 19 & 3 & 8 & 3 & 3 \\
\hline 20 & 3 & 7 & 7 & 3 \\
\hline 21 & 8 & 7 & 4 & 3 \\
\hline 22 & 9 & 7 & 13 & 6 \\
\hline 23 & 4 & 9 & 13 & 5 \\
\hline 24 & 9 & 2 & 13 & 5 \\
\hline 25 & 6 & 8 & 6 & 6 \\
\hline 26 & 3 & 6 & 6 & 5 \\
\hline 27 & 3 & 6 & 6 & 5 \\
\hline 28 & 6 & 9 & 6 & 9 \\
\hline 29 & 2 & 7 & 9 & 2 \\
\hline 30 & 16 & 7 & 11 & 9 \\
\hline
\end{tabular}

Table 4.5 Result of experiment 2 (ten kinds of materials)
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{2}{|c|}{ NO.1 } & \multicolumn{2}{c|}{ NO.2 } \\
\hline Activety & \begin{tabular}{l} 
Waste \\
ratio (\% \()\)
\end{tabular} & \begin{tabular}{l} 
Required \\
number
\end{tabular} & \begin{tabular}{c} 
Waste \\
ratio \((\%)\)
\end{tabular} & \begin{tabular}{c} 
Required \\
number
\end{tabular} \\
\hline 1 & 6.88 & 3 & 7.44 & 3 \\
2 & 23.36 & 1 & 7.60 & 1 \\
3 & 11.92 & 1 & 7.84 & 1 \\
4 & 24.40 & 1 & 18.72 & 1 \\
5 & 8.32 & 1 & 20.72 & 1 \\
6 & 14.24 & 1 & 4.00 & 1 \\
7 & 5.12 & 1 & 12.96 & 1 \\
8 & 20.80 & 1 & 18.88 & 1 \\
9 & 14.32 & 1 & 12.16 & 1 \\
10 & 56.88 & 1 & 74.8 & 1 \\
\hline & Avelage & Total & Avelage & Total \\
\hline & 16.67 & 12 & 16.67 & 12 \\
\hline
\end{tabular}

Table 4.6 Result of experiment of 2 (twenty kinds of materials)
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{2}{|c|}{N0. 1} & \multicolumn{2}{|c|}{NO. 2} \\
\hline Activety & \[
\begin{aligned}
& \text { Waste } \\
& \text { ratio (o } \\
& s)
\end{aligned}
\] & Required number & \[
\begin{aligned}
& \text { Waste } \\
& \text { ratio(z) }
\end{aligned}
\] & Reauired number \\
\hline 1 & 0.48 & 1 & 0.78 & 1 \\
\hline 2 & 1.36 & 1 & 0.47 & 1 \\
\hline 3 & 2.56 & 1 & 5.05 & 1 \\
\hline 4 & 3.04 & 1 & 1.23 & 1 \\
\hline 5 & 5.84 & 1 & 0.72 & 1 \\
\hline 6 & 0.48 & 1 & 0.62 & 1 \\
\hline 7 & 4.32 & 1 & 2.85 & 1 \\
\hline 8 & 6.72 & 1 & 2.08 & 1 \\
\hline 9 & 2.08 & 1 & 2.15 & 1 \\
\hline 10 & 4.8 & 1 & 2.03 & 1 \\
\hline 11 & 68.32 & 1 & 83.2 & 1 \\
\hline & Avelage & Total & Avelage & Total \\
\hline & 9.01 & 11 & 9.01 & 11 \\
\hline
\end{tabular}

Table 4.7 Result of experiment 2 (twenty kinds of materials)
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{2}{|c|}{N0. 1} & \multicolumn{2}{|c|}{NO. 2} \\
\hline Activety & \[
\begin{aligned}
& \text { Waste } \\
& \text { ratio (\%) }
\end{aligned}
\] & Required number & \[
\begin{aligned}
& \text { Haste } \\
& \text { ratio }(\%)
\end{aligned}
\] & Required number \\
\hline 1 & 7.84 & 1 & 5.36 & 1 \\
\hline 2 & 1.28 & 1 & 2.00 & 1 \\
\hline 3 & 5.12 & 1 & 2.24 & 1 \\
\hline 4 & 1.60 & 1 & 3.04 & 1 \\
\hline 5 & 6.40 & 1 & 1.36 & 1 \\
\hline 6 & 1.12 & 1 & 7.92 & 1 \\
\hline 7 & 4.00 & 1 & 7.36 & 1 \\
\hline 8 & 6.88 & 1 & 9.76 & 1 \\
\hline 9 & 3.36 & 1 & 8.32 & 1 \\
\hline 10 & 6.40 & 1 & 14.08 & 1 \\
\hline 11 & 56.00 & 1 & 38.56 & 1 \\
\hline & Avelage & Total & Avelage & Total \\
\hline & 9.01 & 11 & 9.01 & 11 \\
\hline
\end{tabular}

Experiment 3) By generating uniform random numbers as ten kinds of blank sizes and material sizes as well, numerical experiments are executed in OKITAC-4500C. The range of length, width and the stock number of blanks generated by random numbers are 1000 to 1400,500 to 1200, and 0 to 100 respectively. The range of length, width and the required number of materials tested are 10 to 90,10 to 70 , and 0 to 100 respectively. The result is shown in Table 4.8. The result shows that an average of waste ratio to be computed for the experiments is around \(7.0 \%\). Experiment 4) By generating normal random number, numerical experiments are executed here as in the experiment 3. The random numbers generated for lengths, widths and stocked numbers of blanks are values of an average of 455,355 and 50 respectively and of a standard deviation 151, 118 and 16 respectively. The result is shown in Table 4.9. The result shows that an average of the waste ratio is around \(7.2 \%\), a little bit more than one of the experiment: 3 .

Examples of graphic outputs in experiments 3. and 4 are shown in Fig. 4.8.

Table 4.8 Result by uniform random numbers
\begin{tabular}{|l|c|c|c|c|}
\hline \begin{tabular}{l} 
Experiment \\
No.
\end{tabular} & \begin{tabular}{l} 
The number \\
of blanks \\
to be de- \\
termined
\end{tabular} & \begin{tabular}{l} 
Execution \\
time \\
(min:sec)
\end{tabular} & \begin{tabular}{l} 
Waste \\
ratio \\
\((\%)\)
\end{tabular} & \begin{tabular}{c} 
Execution \\
time per \\
an assign- \\
ment pat- \\
tern(sec)
\end{tabular} \\
\hline 1 & 55 & \(19: 43\) & 9.52 & 2.18 \\
2 & 40 & \(20: 55\) & 6.84 & 30.84 \\
3 & 37 & \(17: 38\) & 2.87 & 28.20 \\
4 & 43 & \(22: 47\) & 6.18 & 31.38 \\
5 & 75 & \(20: 48\) & 11.01 & 16.38 \\
6 & 61 & \(21: 08\) & 6.79 & 20.76 \\
7 & 40 & \(20: 02\) & 6.23 & 30.06 \\
8 & 40 & \(21: 02\) & 3.74 & 31.56 \\
9 & 53 & \(22: 56\) & 7.49 & 25.56 \\
10 & 42 & \(29: 01\) & 8.11 & 41.46 \\
\hline Average & 48.8 & \(21: 04\) & 6.99 & 26.40 \\
\hline
\end{tabular}

Table 4.9 Result by normal random numbers
\begin{tabular}{|l|c|c|c|c|}
\hline \begin{tabular}{l} 
Experiment \\
No.
\end{tabular} & \begin{tabular}{l} 
The number \\
of blanks \\
to be de- \\
termined
\end{tabular} & \begin{tabular}{l} 
Execution \\
time \\
(min:sec)
\end{tabular} & \begin{tabular}{c} 
Waste \\
Ratio \\
\((\%)\)
\end{tabular} & \begin{tabular}{c} 
Execution \\
time per \\
an assign- \\
ment pat- \\
tern(sec)
\end{tabular} \\
\hline 1 & 54 & \(22: 12\) & 6.62 & 24.67 \\
2 & 55 & \(21: 25\) & 5.10 & 23.36 \\
3 & 60 & \(21: 16\) & 8.95 & 21.27 \\
4 & 87 & \(23: 25\) & 7.57 & 16.15 \\
5 & 60 & \(24: 29\) & 9.16 & 24.48 \\
6 & 54 & \(23: 55\) & 6.36 & 26.57 \\
7 & 49 & \(24: 10\) & 5.01 & 29.54 \\
8 & 60 & \(21: 15\) & 9.09 & 21.25 \\
9 & 71 & \(16: 07\) & 8.46 & 13.60 \\
10 & 60 & \(19: 59\) & 5.98 & 19.98 \\
\hline Average & 61.0 & \(21: 49\) & 7.23 & 22.09 \\
\hline
\end{tabular}


Fig. 4.8 Examples of outputs in experiments 3 and 4

Experiment 5) In order to examine the character of the proposed method, three kinds of distribution area of the materials are tested by PDP 11/20 when three kinds of the blanks are given. We set ten to the material kinds and to the number of materials as well. The number of the given blanks are assumed to be unlimited. The area of the materials is distributed in large size in the experiment \(A\), in small size in the experiment \(B\) and in all sizes in the experiment \(C\). These data are produced by computer random function. The data and their results are shown in Tables 4.10-4.11. The distribution of the material area is shown by the ratio of the number of material to all the mumber of materials generated.

In this experiment, when the material areas to the blank ones are relatively large, the waste becomes large, when small, the waste becomes small, and when uniformed, the waste becomes small. The waste ratio is less than twenty percent in any case except for only one in the experiment \(A\).

Table 4.10 Result of experiment 6
\begin{tabular}{|c|c|c|c|}
\hline TEST NO. D.M.A. & A & B & c \\
\hline \(M<5 . \times 10^{3}\) & 20 & 0 & 10 \\
\hline \(5 . \times 10^{3} \leq M<1 . \times 10^{4}\) & 40 & 20 & 0 \\
\hline \(1 . \times 10^{4} 5 \mathrm{M}<1.5 \times 10^{4}\) & 20 & 30 & 10 \\
\hline \(1.5 \times 10^{4} \leq M<2.0 \times 10^{4}\) & 10 & 20 & 10 \\
\hline \(2.0 \times 10^{45} \mathrm{M}\) & 10 & 30 & 70 \\
\hline BLANK & & & \\
\hline \(3^{\prime} \times 6^{\prime}\) & 40 & 20 & 10 \\
\hline \(4^{\prime} \times 8^{\prime}\) & 30 & 40 & 70 \\
\hline \(5^{\prime} \times 10^{\prime}\) & 30 & 40 & 20 \\
\hline TOTAL & 100 & 100 & 100 \\
\hline AVELAGE WASTE \((\because)\) & 4.00 & 6.42 & 16.66 \\
\hline
\end{tabular}

Table 4.11 Result of experiment 6
\begin{tabular}{|c|c|c|c|}
\hline TEST NO.
D.M.A. & A & B & C \\
\hline \(M<5 . \times 10^{3}\) & 70 & 20 & 5 \\
\hline \(5 . \times 10^{3} \leq M<1 . \times 10^{4}\) & 20 & 5 & 0 \\
\hline \(1 . \times 10^{4} \leqq \mathrm{M}<7.5 \times 10^{4}\) & 5 & 10 & 0 \\
\hline \(1.5 \times 10^{〔} \leqq \mathrm{M}<2.0 \times 10^{4}\) & 5 & 10 & 10 \\
\hline \(2.0 \times 10^{2} \leqq 4\) & 0 & 55 & 85 \\
\hline BLANK & & & \\
\hline \(3^{\prime} \times 6^{\prime}\) & 30 & 20 & 20 \\
\hline \(4^{\prime} \times 8^{\prime}\) & 10 & 50 & 40 \\
\hline \(5^{\prime} \times 10^{\prime}\) & 60 & 30 & 40 \\
\hline TOTAL & 100 & 100 & 100 \\
\hline AVELAGE WASTE \((\%)\) & 2.73 & 7.20 & 13.18 \\
\hline
\end{tabular}
D.M.A.: Distribution of material areas

Experiment 6) As to many numbers of the materials, the experiments are executed in PDP

11/20. A thousand materials are produced out of ten kinds of materials by the computer random number. The material kinds are three and the number of materials required by users are unlimited. The distribution of the material area and the results are shown in Table 4.12. By this experiment it may be said that the larger the number of materials is, the smaller the waste ratio becomes.

Table 4.12 (a) Result of experiment 6
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline TEST NO.
D.M.A. & 1 & 2 & 3 & 4 & 5 & \\
\hline \(M<2.5 \times 10^{5}\) & 70 & 30 & 30 & 40 & 50 & \\
\hline \(2.5 \times 10^{5} \leq M<5 . x 10^{5}\) & 10 & 30 & 40 & 30 & 20 & \\
\hline \(5 . \times 10^{5} \leqq K<7.5 \times 10^{5}\) & 0 & 20 & 40 & 20 & 30 & \\
\hline \(7.5 \times 10^{5} \subseteq \mathrm{M}<10^{6}\) & 10 & 10 & 0 & 10 & 0 & \\
\hline \(10^{\circ}<\mathrm{M}\) & 10 & 10 & 0 & 0 & 0 & \\
\hline BLANK & & & & & & TOTAL \\
\hline \(3^{\prime} \times 6^{\text { }}\) & 25 & 20 & 4 & 8 & 3 & 50 \\
\hline \(4^{\prime} \times 8^{1}\) & 0 & 4 & 8 & 0 & 6 & 18 \\
\hline \(5^{\prime} \times 10^{\prime}\) & 0 & 2 & 4 & 5 & 3 & 14 \\
\hline TOTAL & 25 & 26 & 16 & 13 & 12 & 92 \\
\hline AVELAGE WASTE \((\stackrel{\sim}{\%})\) & 13.24 & 12.57 & 19.68 & 13.27 & 15.58 & 14.87 \\
\hline
\end{tabular}

M Area of material
(b)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline D.M.A. TEST NO. & 1 & 2 & 3 & 4 & 5 & \\
\hline\(M<2.5 \times 10^{5}\) & 30 & 50 & 40 & 60 & 20 & \\
\(2.5 \times 10^{5} \leq M<5 . \times 10^{5}\) & 30 & 20 & 30 & 20 & 40 & \\
\(5 . \times 10^{5} \leq M<7.5 \times 10^{5}\) & 30 & 20 & 10 & 0 & 10 & \\
\(7.5 \times 10^{5 \leq M<10^{5}}\) & 0 & 0 & 10 & 10 & 20 & \\
\(10^{5}<M\) & 10 & 10 & 10 & 10 & 10 & \\
\hline BLANK & & & & & & TOTAL \\
\hline \(3^{\prime} \times 6^{\prime}\) & 0 & 9 & 8 & 12 & 0 & 29 \\
\(4^{\prime} \times 8^{\prime}\) & 6 & 7 & 3 & 2 & 15 & 33 \\
\(5^{\prime} \times 10^{\prime}\) & 8 & 2 & 8 & 3 & 4 & 25 \\
\hline TOTAL & 14 & 18 & 19 & 17 & 19 & 87 \\
\hline AVELAGE WASTE \((\%)\) & 15.41 & 10.94 & 18.02 & 6.40 & 16.10 & 13.37 \\
\hline
\end{tabular}
(c)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline TEST NO.
D.M.A. & 1 & 2 & 3 & 4 & 5 & \\
\hline \(\mathrm{M}<2.5 \times 10^{5}\) & 0 & 20 & 0 & 0 & 0 & \\
\hline \(2.5 \times 10^{5} \leq 4<5 . \times 10^{5}\) & 10 & 30 & 40 & 30 & 50 & \\
\hline \(5 . \times 10^{ \pm} \leq \mathrm{M}<7.5 \times 10^{5}\) & 50 & 10 & 30 & 50 & 40 & \\
\hline \(7.5 \times 10^{\circ} \leqq m<10^{6}\) & 20 & 40 & 20 & 0 & 0 & \\
\hline \(10^{\circ} \leq \mathrm{M}\) & 20 & 0 & 10 & 20 & 10 & \\
\hline BLANK & & & & & & TOTAL \\
\hline \(3^{\prime} \times 6^{\prime}\) & 5 & 1 & 3 & 5 & 7 & 21 \\
\hline \(4^{\prime} \times 8^{1}\) & 6 & 16 & 8 & 11 & 8 & 49 \\
\hline \(5^{\prime} \times 10^{\prime}\) & 15 & 5 & 12 & 10 & 11 & 53 \\
\hline TOTAL & 26 & 22 & 23 & 26 & 26 & 123 \\
\hline AVELAGE HASTE (\% \(\%\) & 19.24 & 15.87 & 21.05 & 19.59 & 21.19 & 19.39 \\
\hline
\end{tabular}
Experiment 7) The recursive approximation procedure gives us the rule that the materials are allocated according to the area sizes--the larger, the faster. When there are some long strip materials, it may be said that the materials are allocated according to their length---the longer, the faster. To assert this fact, the experiment is executed in PDP 11/2. Figs 4.9 and 4.10 are the results of this experiment. In this experiment, the results are satisfactory, but in general, much more experiments are expected to be made.
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Fig． 10 Result of experiment 7 （Length．criterion）

\subsection*{4.5 Conclusion}

The practical method for the cutting stock problem is proposed, and the efficiency and validity are discussed by the execution of the numerical experiments. Through the discussion, the followings are concluded.
1. The allocation procedure of the materials to the blank is proposed by formulating the problem.as a recursive approximation.
2. A simple and practical procedure to determine the number of the blanks allocated by the materials are proposed.
3. The numerical experiments show the waste ratio is less than twenty percent. This means the proposed method is good enough to be used practically.
4. The memory size required for this proposed method is about 22 KW . A mini-computer is available for this method.

This method is now adopted for sheet metal shear process planning at Murata Machinary Company, and a great deal of planning time has been saved in sheet metal manufacturing. The system using the proposed method is
named "OPTI-CUT" and applied to produce an NC shearing tape. An example of \(N C\) tape producing is shown in Fig. 4.11. In this system, edge trimming and repositioning problems are also considered. A system manual is given in Appendix 2 and we can see how to treat edge trimming and repositioning in Appendix l. And that, because of the small-sized memory, a microprocessor is available for this program currently. Furthermore, this method is adopted for the integrated sheet metal manufacturing system. This is described in chapter 8.
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\subsection*{5.1 Introduction}

A complex problem may arise when a number of products are made in a wide variety of sizes. Each of the products is packed in an individual cardboard box, and then they are packed in an individual carton box. The number of carton boxes is usually twelve or twenty-four. Some carton boxes are loaded on a pallet. The pallet size is usually decided according to the size of a truck cargo space, or a container box. The packaging engineer must design a size of the cardboard and the carton box and a method of loading the given number of carton boxes of certain sizes. This decision making is clearly needed as one of three-dimensional space allocation problems in a situation of optimum packing, for example, where carton boxes are loaded on the pallet so as to minimize empty spaces.

This chapter deals with the above mentioned problem and develops a simplified formulation with a new method to solve the problem.

To begin with, the problem in an actual situation is analyzed and formulated. Then a theoretical method is applied to the solution of the problem. The applied method is a kind of enumerative one, and by using it, an optimum carton size can be determined, then the ways of packing and loading are presented.

\subsection*{5.2 Problem Description}

The problem can be summarized as follows. (Fig. 5.1)


Fig. 5.1 A flow of product items on the shop


Fig. 5.2 Regular mesh-like packing into a carton

L, \(W\) and \(H\) are the length, width and height
of a product box and the operation // is used as \(L / / x\), which means the length of the product box is located in parallel with \(x\) axis
\begin{tabular}{|c|c|cccccc|}
\hline & Ope. & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline L & \(1 /\) & \(X\) & \(X\) & \(Y\) & \(Y\) & \(Z\) & \(Z\) \\
\(W\) & \(1 /\) & \(Y\) & \(Z\) & \(X\) & \(Z\) & \(X\) & \(Y\) \\
\(H\) & \(1 /\) & \(Z\) & \(Y\) & \(Z\) & \(X\) & \(Y\) & \(X\) \\
\hline
\end{tabular}


Fig. 5.2 Six packing ways
a. A company has about 200 product lines which collectively represent 600 to 700 hundred product items.
b. All product items are usually packed with every twenty-four products per a carton.
c. The company has a standard size pallet for loading carton boxes. The dimensions of the pallet are 48 in length, 40 in width and 42 in height.
d. All distributors must order standard pallet loads of a product item; they are not allowed to order more than a full pallet loads and they cannot have more than one product item on the same pallet.
e. The company wants to prepare several standardsized carton boxes which will result in a higher utilization of the pallet.

The object of the problem is to find out the optimum sizes of the carton boxes for a highest utilization of the pallet when the sizes of the product boxes are given, and to find out the standard sizes of the carton boxes for the highest utilization of the pallet when widely distributed sizes of the boxes are given.

\subsection*{5.3 Formula of the Problem}

\subsection*{5.3.1 Notations and Assumptions}

Let us define some notations and assumptions:
\(a_{1}, a_{2}, a_{3}:\) The dimensions of a product item box.
\(b_{1}, b_{2}, b_{3}\) The limitations of the dimensions of a carton box.
\(c_{1}, c_{2}, c_{3}\) The dimensions of the pallet volume.
\(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\) The number of product item boxes making a carton according to the length, width and the height direction of the carton box.
\(y_{1}, y_{2}, y_{3}\) The number of carton boxes, which are loaded on the pallet, according to the length, width and the height direction of the pallet.

S
Waste or trim loss.
Assumptions:
a - I Each product item should be packed into. a cubic box of \(x, y\) and \(z\) dimensions.
a - 2 Only regular mesh-like allocation is acceptable for boxes to make a carton and for cartons being loaded on the pallet.

All the variables used here are positive numbers, and \(x_{i}\) and \(y_{i}(i=1,2,3)\) are integer numbers. If other shapes of boxes, for example a cylindrial can, are used, there is still the unsolved packing problem. Hence, there is no solution method with respect to this case, but we can achieve an approximate solution by substituting the cylindrical can for the box type container.

With respect to a -2 , there is no solution method for the packing and loading problem no matter whether auto-packing and auto-loading, or handpacking and hand-loading are adopted. The most acceptable approach will be to make it easy for a worker to understand what he should do. Since the regular mesh-like allocation does this, this assumption is acceptable.

\subsection*{5.3.2 Constraints and Object Function}

The problem is formulated as follows, where \(a_{i}, z_{i}\) and \(c_{i}(i=1,2,3)\) are given and \(x_{i}, y_{i}\) and \(b_{i}\) is unknown.

Let us define \(n\) as the number of boxes per a carton
\[
\begin{equation*}
\prod_{i=1}^{3} x_{i}=n \tag{5.1}
\end{equation*}
\]
and
\[
\begin{equation*}
a_{i} \quad x_{i} \leq z_{i}(i=1,2,3) \tag{5.2}
\end{equation*}
\]

The size of a carton is limited within \(b_{i}(i=1,2,3)\), Then,
\[
\begin{equation*}
z_{i} \leq b_{i}(i=1,2,3) \tag{5.3}
\end{equation*}
\]

Or
\[
a_{i} \quad x_{i} \leq b_{i} \quad(i=1,2,3)
\]

If \(a_{i}(i=1,2,3)\) is unknown, the packing problem is to determine \(a_{i}\) and \(x_{i}(i=1,2,3)\) such as
\[
\begin{aligned}
& \underset{a_{i}, x_{i}}{\min } \mathbb{I}_{i=1}^{3} z_{i}-\prod_{i=1}^{3} a_{i} x_{i}, \\
& \text { subj. to Eqs. 5.1, } 5.2 \text { and 5.3. }
\end{aligned}
\]

Eq. 5.4 implies that a total waste volume of a carton box is minimized by the product boxes packing. If \(a_{i}(i=1,2,3)\) is given, Eq. 5.4 becomes constant because of Eq. 5.1. Hence the packing problem is transformed into the problem in which \(\mathrm{x}_{\mathrm{i}}\) (i = 1, 2, 3) should be found.

In the next step, as many carton boxes must be loaded as possible. As the carton must be loaded within the size of a pallet \(c_{i}(i=1,2,3)\), the following constraint must be satisfied,
\[
\begin{equation*}
c_{i} \geq z_{i} \quad y_{i}(i=1,2,3) \tag{5.5}
\end{equation*}
\]

Then the loading problem becomes
\(\min . \quad \prod_{i=1}^{3} c_{i}-\prod_{i=1}^{3} z_{i} \quad y_{i}\)
subj. to Eq. 5.5.
Eq. 5.6 implies that the total waste volume of a pallet is minimized by the carton box loading.

Therefore, both of the problems are reduced to such a problem as
\[
\begin{array}{ll}
\min _{x_{i}, y_{i}, z_{i}} & \stackrel{3}{\prod_{1}} c_{i}-\prod_{i=1}^{3} z_{i} y_{i} \\
\text { subj. to Eqs. 5.1, } 5.2,5.3 \text { and } 5.5 .
\end{array}
\]

\subsection*{5.3.3 Qualifying the Formulas}

The problem is qualified by changing the problem 5.6. Supposing that the packing method has already been determined, the problem 5.6 is rewritten as
\[
\begin{array}{ll}
\max _{y_{i}} & \stackrel{3}{i=1} z_{i} \cdot y_{i}  \tag{5.7}\\
\text { subj. to } & \text { Eq. } 5.5 .
\end{array}
\]

Eq. 5.7 implies that minimizing the total waste volume is equal to maximizing the total carton volumes on the pallet.

The solutions of \(y_{i}\) in the problem 5.7
subject to Eq. 5.5 become
\[
\begin{equation*}
y_{i}=\left[c_{i} / x_{i}\right], \tag{5.8}
\end{equation*}
\]
where, [ ] is a gaussian notation. Therefore, the problem is reduced to
\[
\begin{equation*}
\max _{z_{i}} \quad \prod_{i=1}^{3} z_{i}\left[c_{i} / z_{i}\right], \tag{5.9}
\end{equation*}
\]
subj. to Eq. 5.2.

In considering that the standard size of a carton box is just fitted to the size of packed product item boxes per a carton,
\[
\begin{equation*}
a_{i} x_{i}=z_{i}(i=1,2,3) \tag{5.10}
\end{equation*}
\]
is obtained from Eq. 5.2. By substituting Eq. 5.10 to Eq. 5.9, we may simplify the problem 5.9 as
\[
\begin{align*}
& \max _{x_{i}} \quad \stackrel{3}{\prod_{i=1}} a_{i} \quad x_{i}\left[c_{i} / a_{i} \quad x_{i}\right],  \tag{5.11}\\
& \text { subj. to Eq. 5.2. }
\end{align*}
\]
From Eq. 5.1, we can reduce the problem to
\[
\begin{equation*}
\max _{x_{i}} \prod_{i=1}^{3}\left[c_{i} / a_{i} \quad x_{i}\right] \tag{5.12}
\end{equation*}
\]
subj. to Eq. 5.2.
because \(\prod_{i=1}^{3} a_{i} x_{i}=n \prod_{i=1}^{3} a_{i}\) is constant.

\subsection*{5.4 Enumeration Method}

If feasible solutions can be enumerated, we can find the optimum solution in the problem 5.12 by testing all the solutions. In order to enumerate the feasible solutions, let us define FS as a set of feasible solutions:
\[
\begin{align*}
\mathrm{FS}= & \left\{\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \mid \prod_{i=1}^{3} \mathrm{x}_{1} \quad \mathrm{x}_{2} \quad \mathrm{x}_{3}=\mathrm{n}\right. \\
& \left.\mathrm{x}_{i} \text { is integer number }\right\} \tag{5.13}
\end{align*}
\]

FS can be constructed from an order set OS by combining each element of OS.
\[
\begin{equation*}
O S=\{e \mid e=[n / j]\}, j=1,2, \ldots, n \tag{5.14}
\end{equation*}
\]
where [ ] is a gaussian notation. We rewrite OS by giving elements e suffices such as \(e_{1}, e_{2}, \ldots, e_{q}\), from smaller number to larger one where \(q\) is the number of elements \(e_{i}\)
\(O S=\left\{e_{i}\right\} \quad i=1,2, \ldots, q\).
Let us define \(p_{i}=\left[b_{i} / a_{i}\right],(i=1,2,3)\) and
\(=\min \left(p_{i}, e_{q}\right)\). Then, let us define a set of \(x_{i}\) (i \(=1,2,3\) ) as \(X_{i}\) :
\(x_{i}=\left\{x_{i} \mid 1 \leq x_{i} \leq r_{i}, x_{i} \in O S\right\}, \quad i=1,2,3\)
We rewrite \(X_{i}\) as
\[
x_{i}=\left\{x_{i 1}, x_{i 2}, \ldots, x_{i t_{i}}\right\}
\]
where \(x_{i j}\left(j=1,2, \ldots, t_{i}\right)\) is all the elements \(x_{i}\) of \(X_{i}\), and the suffix \(t_{i}\) shows the number of all the elements \(\mathrm{x}_{\mathrm{i}}\).

Then, we can obtain FS by enumerating
\[
\begin{gathered}
F S=\left\{\left(x_{i u}, x_{2 v}, x_{3 w}\right) \mid x_{3 w}={ }^{n} / x_{1 u} x_{2 v}\right\} \\
u=1,2, \ldots, t_{i}, v=1,2, \ldots, t_{2} .
\end{gathered}
\]

We rewrite FS as
FS \(=\left\{x_{1 j}, x_{2 j}, x_{3 j}\right\}, j=1,2, \ldots, t\), where \(t\) is the number of all the feasible solutions. Thus, the problem 5. 12 is transformed to
\[
\begin{equation*}
\max _{j=1}^{t} \prod_{i=1}^{3}\left[c_{i} / a_{i} \cdot x_{i j}\right] . \tag{5.17}
\end{equation*}
\]

When product item boxes make up a carton, there are six packing ways of box allocation. Therefore, the problem 5.17 must be calculated six times corresponding to the box allocations. Related to six packing ways, we add the suffix \(k\) to \(x_{i j}\) as \(x_{i j}{ }^{k}\). Then the problem 5.17 becomes
\[
\begin{equation*}
\max _{k=1}^{6}{\underset{\max }{j=1}}_{\mathrm{t}}^{\prod_{i=1}^{3}}{ }^{3}\left[c_{i} / a_{i} \quad x_{i j}^{k}\right] \tag{5.18}
\end{equation*}
\]

Once the solution of how product item boxes are packed into a carton is obtained, the loading method is easily figured out by the use of Eq. 5.8.

\subsection*{5.5 Determination of Standard Carton Box}

In the previous method proposed, there is assumption that the size of packed product item boxes per a carton becomes the size of a standard carton box. However, one of our objects is to design the size of the standard carton boxes. To develop such a design method, we use the enumeration method proposed as the simulater. If the size of the product item boxes belongs to a certain distributing function, the size of carton boxes will be expected to have distribution. By using the proposed method as the simulater, we can obtain this distributing character.. After recognizing this distributing character, we may determine the standard carton boxes which covers the calculated carton size by modifying the size to a larger one with a little fraction. If a little modification for the product item boxes is allowed, we can feed back the results of the standard box size to modify the product item boxes. Thus, we can also design the product item boxes. This process is shown in Fig. 5.4.

\[
\begin{aligned}
\text { D.I. } & \text { Data input. } \\
\text { DSB } & \text { Box size } \\
& \text { distribution. }
\end{aligned}
\]

Fig. 5.4 A feedback system for determination of standard carton sizes and box sizes

\subsection*{5.6 Numerical Experiments}

In order to show the validity of the developed theories and algorithms, and an example of how to calculate each available equation, several results will be presented with detailed processing calculations. Experiments are executed by OKITAC 4500-C and the program is coded with FORTRAN. Table 1 presents the precalculated data for determining the feasible solution. It shows that the pallet dimensions as input data are (48, 40, 42), (length x width x height), and each product item should be packed 24 boxes to a carton. An ordering set OS is shown here, too. The values of \(j\) in Table 5.1 shows the method of packing product item boxes to a carton.

Table 5.1 Feasible solutions FS
\begin{tabular}{|c|ccc|c|cccc|c|ccc|}
\hline\(J\) & \(x_{1 j}\) & \(x_{2 j}\) & \(x_{3 j}\) & \(J\) & \(x_{1 j}\) & \(x_{2 j}\) & \(x_{3 j}\) & \(J\) & \(x_{1 j}\) & \(x_{2 j} x_{3 j}\) \\
\hline 1 & 1 & 1 & 24 & 11 & 2 & 3 & 4 & 21 & 4 & 3 & 2 \\
2 & 1 & 2 & 12 & 12 & 2 & 4 & 3 & 22 & 4 & 6 & 1 \\
3 & 1 & 3 & 8 & 13 & 2 & 6 & 2 & 23 & 6 & 1 & 4 \\
4 & 1 & 4 & 6 & 14 & 2 & 12 & 1 & 24 & 6 & 2 & 2 \\
5 & 1 & 6 & 4 & 15 & 3 & 1 & 8 & 25 & 6 & 4 & 1 \\
6 & 1 & 8 & 3 & 16 & 3 & 2 & 4 & 26 & 8 & 1 & 3 \\
7 & 1 & 12 & 2 & 17 & 3 & 4 & 2 & 27 & 8 & 3 & 1 \\
8 & 1 & 24 & 1 & 18 & 3 & 8 & 1 & 28 & 12 & 1 & 2 \\
9 & 2 & 1 & 12 & 19 & 4 & 1 & 6 & 29 & 12 & 2 & 1 \\
10 & 2 & 2 & 6 & 20 & 4 & 2 & 3 & 30 & 24 & 1 & 1 \\
\hline
\end{tabular}
\[
\begin{aligned}
\mathrm{n} & =24 \\
\mathrm{OS} & =\{1,2,3,46,8,12,24\}
\end{aligned}
\] solution as
\[
\text { Efficiency }=\frac{\text { Total product item box volume }}{\text { Pallet volume }} .100(\%) .
\]

Experiment 1 The input as the product item box dimensions are (1, 1, 1). In this case we can get ten cases which give an optimum solution (Table 5.2). Optimum solutions are marked by \(*\) in Table 5.2. Experiment 2 The input as the product item box dimensions are (2, 2, 2). In this case, we can have seven optimum solutions. The results are shown in Table 5.3 (a)-(c). Optimum solutions are marked by * in Table 5.3.

Experiment 3 The input as the product item box dimensions are (4.5, 6.5, 9.5). In this case, we can get nine optimum solutions. However, the efficiency is \(82.7 \%\) in optimum solution. The results are shown in Table 5.4 (a)-(f). Optimum solutions are marked by * as well. With respect to this experiment, the optimum solution efficiency is \(82.7 \%\). If the dimensions of the product item boxes are unchangable, there is no room to improve the efficiency. However, if they are changed as \((4.5 \rightarrow 4.0,6.5 \rightarrow 6.9,9.5 \rightarrow\) 10.0), the total volume of the boxes is almost the

Table 5.3 (a) Result of experiment 2
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & & j & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & If \(\mathrm{y}_{i}\) & Total Volune & Efficiency (\%) \\
\hline 1 & - & 1 & 24 & 20 & - & - & - & - - \\
\hline 1 & & 2 & 24 & 10 & 1 & 240 & 69120 & 85.71 \\
\hline 1 & & 3 & 24 & 6 & 1 & 144 & 41472 & 51.14 \\
\hline 1 & & 4 & 24 & 5 & 2 & 240 & 69120 & 85.71 \\
\hline 1 & & 5 & 24 & 3 & 3 & 216 & 62208 & 77.14 \\
\hline 1 & & & 24 & 2 & 4 & 192 & 55296 & 68.57 \\
\hline 1 & - & 7 & 24 & - & & .- & - & - \\
\hline 1 & - & 8 & 24 & - & & - & - & - \\
\hline 1 & & 9 & 12 & 20 & 7 & 240 & 69120 & 85.71 \\
\hline 1 & & 10 & 12 & 10 & 2 & 240 & 69120 & 85.71 \\
\hline 1 & & 11 & 12 & 6 & 3 & 216 & 62208 & 77.14 \\
\hline 1 & & 12 & 12 & 5 & 4 & 240 & 69120 & 85.71 \\
\hline 1 & & 13 & 12 & 3 & 7 & 252 & 72576 & 90.0 \\
\hline 1 & & 14 & 12 & 1 & 14 & 168 & 4838.4 & 60.0 \\
\hline 1 & & 15 & 8 & 20 & 2 & 160 & 46080 & 57.14 \\
\hline 1 & & 16 & 8 & 10 & 4 & 240 & - 69120 & 85.71 \\
\hline 1 & * & 17 & 8 & 5 & 7 & 280 & 86040 & 100.0 \\
\hline 1 & & 18 & 8 & 2 & 14 & 224 & 64512 & 80.0 \\
\hline 1 & & 19 & 6 & 20 & 2 & 240 & 69120 & 85.71 \\
\hline 1 & & 20 & & 10 & 4 & 240 & 69120 & 85.71 \\
\hline 1 & & 21 & & 3 & 7 & 126 & 36288 & 45.0 \\
\hline 1 & & 22 & 6 & 2 & 14 & 168 & 48384 & 60.0 \\
\hline 1 & & 23 & 4 & 20 & 3 & 240 & 69120 & 85.71 \\
\hline 1 & & 24 & 4 & 10 & 7 & 210 & 60480 & 75.0 \\
\hline 1 & & 25 & 4 & 5 & 14 & 210 & 60480 & 75.0 \\
\hline 1 & & 26 & 3 & 20 & 4 & 240 & 69120 & 85.71 \\
\hline 1 & & 27 & 3 & 6 & 14 & 252 & 72576 & 90.0 \\
\hline 1 & * & 28 & 2 & 20 & 7 & 280 & 80640 & 100.0 \\
\hline 1 & * & 29 & 2 & 10 & 14 & 280 & 80640 & 100.0 \\
\hline 1 & * & 30 & 1 & 20 & 14 & 280 & 806.40 & 100.0 \\
\hline
\end{tabular}

Table 5.2 Result of experiment 1

*: Optimum Packing and Loading Methods, - : Violencing the Constraint

Table 5.3 (c)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & & j & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & II \(y_{i}\) & Total Volune & Efficiency (\%) \\
\hline 3 & - & 1 & 16 & 20 & - & 位 & - & - \\
\hline 3 & & 2 & 16 & 10 & 1 & 160 & 46080 & 57.14 \\
\hline 3 & & 3 & 16 & 6 & 2 & 192 & 55296 & 68.57 \\
\hline 3 & & 4 & 16 & 5 & 3 & 240 & 69120 & 85.71 \\
\hline 3 & - & 5 & 16 & 3 & 5 & 240 & 69120 & 85.71 \\
\hline 3 & & 6 & 16 & 2 & 7 & 224 & 64511 & 80.0 \\
\hline 3 & & 7 & 16 & 1 & 10 & 160 & 46080 & 57.14 \\
\hline 3 & - & 8 & 16 & - & & - & - & . - \\
\hline 3 & & 9 & 8 & 20 & 1 & 160 & 46080 & 57.14 \\
\hline 3 & & 10 & 8 & 10 & 3 & 240 & 69120 & 85.71 \\
\hline 3 & & 11 & 8 & 6 & 5 & 240 & 69120 & 85.71 \\
\hline 3 & * & 12 & 8 & 5 & 7 & 280 & 86040 & 100.0 \\
\hline 3 & & 13 & 8 & 3 & 10 & 240 & 69120 & 85.71 \\
\hline 3 & & 14 & 8 & 1 & 21 & 168 & 48384 & 60.0 \\
\hline 3 & & 15 & 5 & 20 & 2 & 200 & 57600 & 71.42 \\
\hline 3 & & 16 & 5 & 10 & 5 & 250 & 72000 & 89.28 \\
\hline 3 & & 17 & 5 & 5 & 10 & 250 & 72000 & 89.28 \\
\hline 3 & & 18 & 5 & 2 & 21 & 210 & 60480 & 75.0 \\
\hline 3 & & 19 & 4 & 20 & 3 & 250 & 69120 & 85.71 \\
\hline 3 & * & 20 & 4 & 10 & 7 & 280 & 86040 & 1. . 0 \\
\hline 3 & & 21 & 4 & \({ }^{6}\) & 10 & 240 & 69120 & 85.71 \\
\hline 3 & & 22 & 4 & 3 & 21 & 251 & 72288 & 89.64 \\
\hline 3 & & 23 & 2 & 20 & 5 & 200 & 57600 & 71.42 \\
\hline 3 & & 24 & 2 & 10 & 10 & 200 & 57600 & 71.42 \\
\hline 3 & & 25 & 2 & 5 & 21 & 210 & 60480 & 75.0 \\
\hline 3 & * & 26 & 2 & 20 & 7 & 280 & 86040 & 100.0 \\
\hline 3 & & 27 & 2 & 6 & 21 & 251 & 72288 & 89.64 \\
\hline 3 & & 28 & 1 & 20 & 10 & 200 & 57600 & 71.42 \\
\hline 3 & & 29 & 1 & 10 & 21 & 210 & 60480 & 75.0 \\
\hline 3 & - & 30 & - & & & - & - & - \\
\hline
\end{tabular}

Table 5.3 (b)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & & j & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & П \(y_{i}\) & Total Volume & Efficiency (\%) \\
\hline 2 & - & 1 & 24 & 13 & - & , & - & - \\
\hline 2 & & 2 & 24 & 6 & 1 & 144 & - 41472 & 51.14 \\
\hline 2 & & 3 & 24 & 4 & 2 & 192 & 55296 & 68.57 \\
\hline 2 & & 4 & 24 & 3 & 3 & 216 & 62208 & 77.14 \\
\hline 2 & & 5 & 24 & 2 & 3 & 240 & 69120 & 80.64 \\
\hline 2 & & 6 & 24 & 1 & 7 & 168 & 48384 & 60.0 \\
\hline 2 & & 7 & 24 & 1 & 10 & 240 & 69120 & 85.71 \\
\hline 2 & - & 8 & 24 & - & & - & - & - \\
\hline 2 & & 9 & 12 & 13 & 1 & 156 & 44928 & 55.71 \\
\hline 2 & & 10 & 12 & 6 & 3 & 216 & 62208 & 71.14 \\
\hline 2 & & 11 & 12 & 4 & 5 & 240 & 69120 & 85.71 \\
\hline 2 & & 12 & 12 & 3 & 7 & 252 & 72576 & 90.0 \\
\hline 2 & & 13 & 12 & 2 & 10 & 240 & 69120 & 85.71 \\
\hline 2 & & 14 & 12 & 1 & 21 & 252 & 72576 & 90.0 \\
\hline 2 & & 15 & 8 & 13 & 2 & 208 & 59904 & 74.28 \\
\hline 2 & & 16 & 8 & 6 & 5 & 250 & 69120 & 85.71 \\
\hline 2 & & 17 & 8 & 3 & 10 & 240 & 69120 & 85.71 \\
\hline 2 & & 18 & 8 & 1 & 21 & 168 & 48384 & 60.0 \\
\hline 2 & & 19 & 0 & 13 & 3 & 234 & 67392 & 83.57 \\
\hline 2 & & 20 & 6 & 6 & 7 & 252 & 72576 & 90.0 \\
\hline 2 & & 21 & 6 & 4 & 10 & 240 & 69120 & 85.71 \\
\hline 2 & & 22 & 6 & 2 & 21 & 252 & 72576 & 90.0 \\
\hline 2 & & 23 & 4 & 13 & 5 & 260 & 74880 & 92.85 \\
\hline 2 & & 24 & 4 & 6 & 10 & 240 & 69120 & 85.71 \\
\hline 2 & & 25 & 4 & 3 & 21 & 252 & 72576 & 90.0 \\
\hline 2 & * & 26 & 3 & 13 & 7 & 273 & 78624 & 97.5 \\
\hline 2 & & 27 & 3 & 4 & 21 & 252 & 72576 & 90.0 \\
\hline 2 & & 28 & 2 & 13 & 10 & 260 & 74880 & 92.85 \\
\hline 2 & & 29 & 2 & 6 & 21 & 252 & 72576 & 90.0 \\
\hline 2 & * & 30 & 1 & 13 & 21 & 273 & 78624 & 97.5 \\
\hline
\end{tabular}

Table 5.4 (b)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & j & i. & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & II \(y_{i}\) & Total Vodume & Efficiency (\%) \\
\hline 2 & - & 1 & 10 & 4 & - & - & - & \(\because-\) \\
\hline 2 & - & - 2 & 10 & 2 & - & - & - & \\
\hline 2 & - & - 3 & 10 & 1 & - & - & - & \\
\hline 2 & - & - 4 & 10 & - & & - & - & \\
\hline 2 & - & - 5 & 10 & - & & - & - & \\
\hline 2 & - & - 6 & 10 & - & & - & - & \\
\hline 2 & - & - 7 & 10 & - & & - & - & \\
\hline 2 & - & - 8 & 10 & - & & - & - & \\
\hline 2 & - & - 9 & 5 & 4 & - & - & - & \\
\hline 2 & * & 10 & 5 & 2 & 1 & 10 & 66690.0 & 82.70 \\
\hline 2 & & 11 & 5 & 1 & 1 & 5 & 33345.0 & 41.35 \\
\hline 2 & * & & 5 & 1 & 2 & 10 & 66690.0 & 82.70 \\
\hline 2 & - & 13 & 5 & - & & - & - & \\
\hline 2 & - & 14 & 5 & - & & - & - & \\
\hline 2 & - & 15 & 3 & 4 & - & - & - & - \\
\hline 2 & & 16 & 3 & 2 & 1 & 6 & 40014.0 & 49.62 \\
\hline 2 & & 17 & 3 & 1 & 3 & 9 & 60021.0 & 74.43 \\
\hline 2 & - & -18 & 3 & - & & - & - & - \\
\hline 2 & & 19 & 2 & 4 & 1 & 8 & 53352.0 & 66.16 \\
\hline 2 & & 20 & 2 & 2 & 2 & 8 & 53352.0 & 66.16 \\
\hline 2 & & 21 & 2 & 1 & 4 & 8 & 53352.0 & 66.16 \\
\hline 2 & - & 22 & 2 & - & & - & - & - \\
\hline 2 & & 23 & 1 & 4 & 1 & 4 & 26676.0 & 33.08 \\
\hline 2 & & 24 & 1 & 2 & 4 & 8 & 53352.0 & 66.16 \\
\hline 2 & & 25 & 1 & 1 & 6 & 6 & 53352.0 & 66.16 \\
\hline 2 & & 26 & 1 & 4 & 2 & 8 & 53352.0 & 66.16 \\
\hline 2 & & 27 & 1 & 1 & 6 & 6 & 40014.0 & 49.62 \\
\hline 2 & - & 28 & - & & & - & - & - \\
\hline 2 & - & 29 & - & & & - & - & -. \\
\hline 2 & - & 30 & - & & & - & - & - \\
\hline
\end{tabular}

Table 5.4 (a) Result of experiment 3
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \(k\) & & j & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & II \(y_{i}\) & Total Volume & Efficimey (\%) \\
\hline 1 & - & 1 & 10 & 6 & - & - & - & - \\
\hline 1 & - & 2 & 10 & 3 & - & - & - & - \\
\hline 1 & - & 3 & 10 & 2 & - & - & - & - \\
\hline 1 & - & 4 & 10 & 1 & - & - & -- & - \\
\hline 1 & * & 5 & 10 & 1 & 1 & 10 & 66690.0 & 82.70 \\
\hline 1 & - & 6 & 10 & - & & - & - & - \\
\hline 1 & - & 7 & 10 & - & & - & - & - \\
\hline 1 & - & 8 & 10 & - & & - & - & - \\
\hline 1 & - & 9 & 5 & 6 & - & - & - & - \\
\hline 1 & - & 10 & 5 & 3 & - & - & - & . - \\
\hline 1 & * & 11 & 5 & 2 & 1 & 5 & 66690.0 & 82.70 \\
\hline 1 & & 12 & 5 & 1 & 1 & 5 & 33345.0 & 41.35 \\
\hline 1 & * & 13 & 5 & 1 & 2 & 10 & 66690.0 & 82.70 \\
\hline 1 & - & 14 & 5 & - & & - & - & - \\
\hline 1 & - & 15 & 3 & 6 & - & - & - & - \\
\hline 1 & & 16 & 3 & 3 & 1 & 9 & 60021.0 & 74.43 \\
\hline 1 & & 17 & 3 & 1 & 2 & 6 & 40014.0 & 49.62 \\
\hline 1 & - & 18 & 3 & - & & - & - & - \\
\hline 1 & - & 19 & 2 & 6 & -. & - & - & - \\
\hline 1 & & 20 & 2 & 3 & 1 & 6 & 40014.0 & 49.62 \\
\hline 1 & & 21 & 2 & 2 & 2 & 8 & 53352.0 & 66.16 \\
\hline 1 & & 22 & 2 & 1 & 4 & 8 & 53352.0 & 66.16 \\
\hline 1 & & 23 & 1 & 6 & 1 & 6 & 40014.0 & 49.62 \\
\hline 1 & & 24 & 1 & 3 & 2 & 6 & 40014.0 & 49.62 \\
\hline 1 & & 25 & 1 & 1 & 4 & 4 & 26576.0 & 33.08 \\
\hline 1 & & 26 & 1 & 6 & 1 & 6 & 40014.0 & 49.62 \\
\hline 1 & & 27 & 1 & 2 & 4 & 8 & 53352.0 & 66.15 \\
\hline 1 & - & 28 & - & & & - & - & - \\
\hline 1 & - & 29 & - & & & - & - & - \\
\hline 1 & - & 30 & - & & & - & - & - \\
\hline
\end{tabular}

Table 5.4 (d)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & & j & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & Il \(y_{i}\) & Total Volume & Efficiency (\%) \\
\hline 4 & - & 1 & 5 & 0 & - & - & - - & - \\
\hline 4 & - & 2 & 5 & 2 & - & - & - & - \\
\hline 4 & & 3 & 5 & 2 & 1 & 10 & 66690.0 & 82.70 \\
\hline 4 & & 4 & 5 & 1 & 1 & 5 & 33385.0 & 41.35 \\
\hline 4 & & 5 & 5 & 1 & 2 & 10 & 66690.0 & 82.70 \\
\hline 4 & - & 6 & 5 & - & & - & - & - \\
\hline 4 & - & 7 & 5 & - & & - & - & - \\
\hline 4 & - & 8 & 5 & - & & - & - & - \\
\hline 4 & & 9 & 2 & 6 & - & - & - & - \\
\hline 4 & & 10 & 2 & 2 & 1 & 4 & 26676.0 & 33.08 \\
\hline 4 & & 11 & 2 & 2 & 2 & 8 & 53352.0 & 66.16 \\
\hline 4 & & 12 & 2 & 1 & 2 & 4 & 26676.0 & 33.08 \\
\hline 4 & & 13 & 2 & 1 & 4 & 8 & 53352.0 & 66.16 \\
\hline 4 & - & 14 & 2 & - & & - & - . & - \\
\hline 4 & & 15 & 1 & 6 & 1 & 6 & 40014.0 & 49.62 \\
\hline 4 & & 16 & 1 & 2 & 2 & 4 & 26676.0 & 33.08 \\
\hline 4 & & 17 & 1 & 1 & 4 & 4 & , 26676.0 & 33.08 \\
\hline 4 & - & 18 & 1 & - & & - & - & - \\
\hline 4 & & 19 & 1 & 6 & 1 & 6 & 40014.0 & 49.62 \\
\hline 4 & & 20 & 1 & 2 & 2 & 4 & 26676.0 & 33.08 \\
\hline 4 & & 21 & 1 & 2 & 4 & 8 & 53352.0 & 66.16 \\
\hline 4 & & 22 & 1 & 1 & 9 & 9 & 60021.0 & 74.43 \\
\hline 4 & - & 23 & - & & & - & - & - \\
\hline 4 & - & 2.4 & - & & & -- & - & - \\
\hline 4 & - & 25 & - & & & - & - & - \\
\hline 4 & - & 26 & - & & & - & - & - \\
\hline 4 & - & 27 & - & & & - & - & - \\
\hline 4 & - & 28 & - & & & - & - & - \\
\hline 4 & - & 29 & - & & & - & - & - \\
\hline 4 & - & 30 & - & & & - & - & - \\
\hline
\end{tabular}

Table 5.4 (c)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & & j & \(\mathrm{y}_{2}\) & \(y_{2}\) & \(y_{3}\) & II. \(\mathrm{V}_{i}\) & Total Volume & Efficiency (\%) \\
\hline 3 & - & 1 & 5 & 9 & - & - & - & - \\
\hline 3 & - & 2 & 5 & 4 & - & - & - & - \\
\hline 3 & - & 3 & -5 & 2 & - & - & - & - \\
\hline 3 & * & 4 & 5 & 2 & 1 & 70 & 66690.0 & 82.70 \\
\hline 3 & & 5 & 5 & 1 & 1 & 5 & 33345.0 & 41.35 \\
\hline 3 & * & 6 & 5 & 1 & 2 & 10 & 66690.0 & 82.70 \\
\hline 3 & - & 7 & 5 & \(\square\) & & - & - & - \\
\hline 3 & - & 8 & 5 & - & & - & - & - \\
\hline 3 & - & 9 & 2 & 9 & - & - & - & - \\
\hline 3 & & 10 & 2 & 4 & 1 & 8 & 53352.0 & 66.16 \\
\hline 3 & & 11 & 2 & 2 & 1 & 4 & 26676.0 & 33.08 \\
\hline 3 & & 12 & 2 & 2 & 2 & 8 & 53352.0 & 66.16 \\
\hline 3 & & 13 & 2 & 1 & 3 & 6 & 40014.0 & 49.62 \\
\hline 3 & - & 14 & 2 & - & & - & - & - \\
\hline 3 & - & 15 & 1 & 9 & - & - & - & - \\
\hline 3 & & 16 & 1 & 4 & 1 & 4 & 26676.0 & 33.08 \\
\hline 3 & & 17 & 1 & 2 & 3 & 6 & 40014.0 & 49.62 \\
\hline 3 & & 18 & 1 & 1 & 6 & 6 & 40014.0 & 49.62 \\
\hline 3 & & 19 & 1 & 9 & 1 & 9 & 60021.0 & 74.43 \\
\hline 3 & & 20 & 1 & 4 & 2 & 8 & 53352.0 & 66.16 \\
\hline 3 & & 21 & 1 & 2 & 3 & 6 & 40014.0 & 49.62 \\
\hline 3 & & 22 & 1 & 1 & 6 & 6 & 40014.0 & 49.62 \\
\hline 3 & - & 23 & - & & & - & - & - \\
\hline 3 & - & 24 & - & & & - & - & - \\
\hline 3 & - & 25 & - & & & - & - & - \\
\hline 3 & - & 26 & - & & & - & - & - \\
\hline 3 & - & 27 & - & & & - & - & - \\
\hline 3 & - & 28 & - & & & - & - & - \\
\hline 3 & - & 29 & - & & & - & - & - \\
\hline 3 & - & 30 & - & & & - & -- & - \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline 里 &  \\
\hline ¢ &  \\
\hline & \(11-\sim 1|1| 100 \infty \mid 1 \infty \infty\) \\
\hline \(\therefore\)
\(\therefore\)
\(\therefore\)
\(\therefore\) &  \\
\hline &  \\
\hline &  \\
\hline &  \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline k & & j & \(y_{1}\) & \(y_{2}\) & \(y_{3}\) & \(\underline{I f} y_{i}\) & Total Volume & Elliciency (\%) \\
\hline 5 & - & 1 & 7 & 9 & - & - & - & - \\
\hline 5 & - & 2 & 7 & 4 & - & - & - & - \\
\hline 5 & - & 3 & 7 & 2 & - & - & - & - \\
\hline 5 & - & 4 & 7 & 2 & - & - & - & - \\
\hline 5 & & 5 & 7 & 1 & 1 & 7 & 46683.0 & 57.89 \\
\hline 5 & & 6 & 7 & 1 & 1 & 7 & 46683.0 & 57.89 \\
\hline 5 & - & 7 & 7 & - & & \(\therefore\) & \(\therefore\) - & - \\
\hline 5 & - & 8 & 7 & - & & - & - & - \\
\hline 5 & - & 9 & 3 & 9 & - & - & - & - \\
\hline 5 & - & 10 & 3 & 4 & - & - & - & - \\
\hline 5 & & 11 & 3 & 2 & 1 & 6 & 40014.0 & 49.62 \\
\hline 5 & & 12 & 3 & 2 & 1 & 6 & 40014.0 & 49.62 \\
\hline 5 & & 13. & 3 & 1 & 2 & 6 & 40014.0 & 49.62 \\
\hline 5 & - & 14 & 3 & \(\cdots\) & & - & - & - \\
\hline 5 & & 15 & 2 & 9 & - & - & - - & - \\
\hline 5 & & 16 & 2 & 4 & 1 & 8 & 53352.0 & 66.16 \\
\hline 5 & & 17 & 2 & 2 & 2 & 8 & 53352.0 & 66.16 \\
\hline 5 & & 18 & 2 & 1 & 4 & 8 & 53352.0 & 66.16 \\
\hline 5 & & 19 & 1 & 9 & - & - & - & - \\
\hline 5 & & 20 & 1 & 4 & 1 & 4 & 26676.0 & 33.08 \\
\hline 5 & & 21 & 1 & 2 & 2 & 4 & 26676.0 & 33.08 \\
\hline 5 & & 22 & 1 & 1 & 4 & 4 & 26676.0 & 33.08 \\
\hline 5 & - & 23 & 1 & 9 & 1 & 9 & 60021.0 & 82.70 \\
\hline 5 & & 24 & - 1 & 4 & 2 & 8 & 53352.0 & 66.16 \\
\hline 5. & & 25 & 1 & 2 & 4 & 8 & 53352.0 & 66.16 \\
\hline 5 & - & 26 & - & & & - & - & - \\
\hline 5 & - & 27 & - & & & - & - & - \\
\hline 5 & - & 28 & - & & & - & - & - \\
\hline 5 & - & 29 & - & & & - & - & - \\
\hline 5 & - & 30 & - & & & - & - & - \\
\hline
\end{tabular}
same, but the efficiency is improved from \(82.7 \%\) to \(99.3 \%\).

Experiment 4 We set the pallet dimensions as ( \(96,80,84\) ) and the product item box dimensions as random numbers whose average and standard deviations are 5.5 and 1.43 , respectively. The number of boxes to be generated by random numbers are three hundreds. Thus, the carton size distribution is examined by using the proposed method as a simulater. The fraction of the carton size to be distributed is five. The results are shown in Fig. 5.5 (a)-(c). To design standard carton sizes, for instance, we can combinate the four numbers largest in length, width and height destributed.in the graph.

Let us define \(Z_{i}, Z_{2}\), and \(Z_{3}\) as sets of the largest four numbers in length, width and height, respectively. From the experimental result, \(Z_{1}\), \(\mathrm{Z}_{2}\) and \(\mathrm{Z}_{3}\) become
\[
\begin{aligned}
& Z_{1}=\{20,25,15,10\} \\
& Z_{2}=\{15,5,10,25\}
\end{aligned}
\]
and
\[
\mathrm{Z}_{3}=\{5,10,15,25\} .
\]

The standard sizes of a carton box \(\left(z_{1}, z_{2}\right.\), \(z_{3}\) ) are determined as such combination as
\[
\left(z_{1}, z_{2}, z_{3}\right) \in z_{1} \times z_{2} \times z_{3} .
\]

Fig. 5.5 (a) Carton size distribution of length


Fig. 5.6 (b) Carton size distribution of width


Fig. 5.7 (c) Carton size distribution of height

```

In this way, the standard sizes of a carton box are determined, for instance, their values are $(20,15,5),(20,5,10),(25,15,15)$
and so on.

```

\subsection*{5.7 Additional Criteria}

In observing the results, it often happens that several feasible solutions of \(F S\) are found out as the optimum solutions. Although there is no analysis in the discussions, we can still solve the problem by using additional objective functions. For instance, we can set a subjective function from the economical viewpoint, to minimize the total surface area of a carton box. The total surface area of a carton box SA is \(2\left(z_{1} \cdot z_{2}+z_{2} \cdot z_{3}+z_{3} \cdot z_{1}\right)\). Hence, the additional criteria is written by
\[
\min z_{i} \cdot z_{2}+z_{2} \cdot z_{3}+z_{3} \cdot z_{1}
\]

With respect to the previous experiments,
Eq. 5. I8 produce the following results:
\[
\begin{aligned}
& \text { Experiment } 1) \quad t=17,\left(y_{1}, y_{2}, y_{3}\right)=(48,10,7) \\
& \left(x_{1}, x_{2}, x_{3}\right)=(3,4,2),\left(z_{1}, z_{2}, z_{3}\right)=(1, \\
& 8,3) \\
& \text { Efficiency }=100 \%
\end{aligned}
\]
\[
\begin{aligned}
& \text { Experiment } 2) \mathrm{k}=1, \mathrm{t}=17,\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{3}\right) \\
& =(8,5,7),\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=(3,4,2), \\
& \\
& \left(\mathrm{z}_{1}, \mathrm{z}_{2}, \mathrm{z}_{3}\right)=(6,8,6) \\
& \text { Efficiency }=100 \% \\
& \mathrm{k}=3, \mathrm{t}=12,\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{3}\right)=(8,5,7), \\
& \left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=(2,4,3),\left(\mathrm{z}_{1}, \mathrm{z}_{2}, \mathrm{z}_{3}\right) \\
& =(6,8,6) \\
& \\
& \text { Efficiency }=100 \%
\end{aligned}
\]
\[
\begin{aligned}
& \text { Experiment } 3) \mathrm{k}=6, \mathrm{t}=6,\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{3}\right)=(1, \\
& 1,9),\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=(6,4,1),\left(\mathrm{z}_{1}, \mathrm{z}_{2},\right. \\
& \left.\mathrm{z}_{3}\right)=(39,38,4.5) \\
& \text { Efficiency }=82.7 \%
\end{aligned}
\]

\subsection*{5.8 Conclusion}

In summary, the following steps are executed:
1. System equations were developed.
2. Qualifications of the problem were analyzed.
3. Problem-oriented algorithms were developed.
4. In order to prove the validity of the developed theory and algorithms, numerical experiments are carried out with acceptable results.
5. A design method for the standard carton box is suggested by using the proposed algorithm as a simulater.
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6. Minimum Partition of a Compound Rectangular Cell

\subsection*{6.1 Introduction}

In a minimum partition criteria, the space allocation problem often occurs. Such a problem is described as "divide the given resource into some materials so as to minimize the number of materials to a possible extent". A typical problem is seen in a computer-aided development in an LSI art work design. The pattern generater is equipped for the development in an LSI mask manufacturing process and it develops a number of rectangular shapes on a mask film till rectangular shapes are completely burred in the LSI mask shape. It takes a lot of time for the development in proportion to the number of rectangular shapes composing the mask. Therefore, minimum partition is desired to reduce the development time.

Some theorem and a new algorithm are reached for solving the minimum partition problem in this chapter. And to develop the theory, a graph theory is employed here. A shape for the resource and material is described as a graph when the problem is
analized and the new method is developed.
The presented method is experimented with a mini-computer and a validity of the presented method is assured.

\subsection*{6.2 Problem Description}

As shown in 1.3.4, any shape \(P\) in a plane may be described as
\[
\begin{align*}
& p=\bigcup_{i=1}^{n}\left[\bigcap_{j=1}^{m(i)} P_{i j}\right] .  \tag{6.1}\\
& \text { Setting } P_{i}=\prod_{j=1}^{m(i)} P_{i j}, \quad \text { Eq. 6.1 is rewriiten as } \\
& P=\bigcup_{i=1}^{n} P_{i} . \tag{6.2}
\end{align*}
\]

Eq. 6.2 implies that there are a number of description ways of the shape \(P\) even if we only note an union operater for P's composition. This aspects is shown in Fig. 6.1.


Fig. 6.1 A shape composition by the union operator.

Let us define a term "partition" as the way in which \(P\) is also described by
\[
\begin{equation*}
P=\bigcup_{i=1}^{m} R_{i} \tag{6.3}
\end{equation*}
\]
with a constraint
\[
\begin{equation*}
\bigcap_{i=1}^{m} R_{i}=\phi \tag{6.4}
\end{equation*}
\]

A minimum partition problem dealt with in this chapter is
min. m
subj. to Eq. 6.3 and 6.4.
Then, we restrict the shape of \(P\) and the shape of
\(R_{i}\) that
1. Edges of \(P\) are parallel to a horizontal line (X-axis) or a vertical line (Y-axis).
2. The shape of \(R_{i}\) is rectangular and its edges are parallel to a horizontal line or a vertacal line as well.

We name such a \(P\) and a \(R_{i}\) a componund rectangular cell, and a uni-rectangular cell, respectively and simply call them a poli-cell and a uni-cell respectively. Then we rewrite the problem to
\[
\begin{array}{ll}
\underset{m}{\min .} & \bigcup_{i=1}^{m} R_{i} \\
\text { subj. to } & P=\bigcup_{i=1}^{n} P_{i}, \tag{6.7}
\end{array}
\]
\[
\begin{align*}
& \bigcup_{i=1}^{m} R_{i}=p, \\
& \prod_{i=1}^{m} R_{i}=\phi . \tag{6.8}
\end{align*}
\]

Thus, the problem is expressed as follows.
For the given poli-cell. divide it into the minimum number of uni-cells which are completely buried on the poli-cell without uni-cell's protruding and overlapping.


Fig. 6.2 A poli-cell and uni-cells.

\subsection*{6.3 Analysis of Minimum Partition}

Though a problem is described by the use of a set theory, it is convenient to a minimum partition analysis to apply a result of a graph theory. When the graph theory is made a use of, a poli-cell \(P\) is presented by a set of vertices \(V\) and a set of arcs A. In the succeeding discussion, the poli-cell, \(p\) is represented by the relation among the vertices in two of which the arc exists or not. As the vertices are figured out by a result of section 7.6 , the description method of \(P\) by the set theory can be transformed to the one by the graph theory.

\subsection*{6.3.1 Base Vertices for Partition and Their Number}

There are vertices from which a poli-cell is parted, if a partition is possible. Let us define these vertices.

Definition: Let a base vertix be defined as a vertix at which corner of \(P\) an interior angle is three right angles. A line drawn from the base vertix for a partition of P is named a partition line and a point intersected by the partition line and edges of P are named partition vertices.

Assume that the number of vertices in P is No, the number of the base vertices are obtained by the following theorem.

Theorem 6.1: Set \(J\) as the number of the base vertices. Then, the number of the base vertices is given by
\[
\begin{equation*}
J=\frac{\text { No }-4}{2} \tag{6.10}
\end{equation*}
\]

Proof: Let us set L as the number of vertices except for the base vertices, then.
\[
\begin{equation*}
J+L=N O \tag{6.11}
\end{equation*}
\]

The sum of all the interior angles of No-angle
\[
\begin{align*}
& \text { shape is } 2(N o-2) . \angle R \text {, and the interior } \\
& \text { angle at the base vertix is } 3 . \angle R \text {, and the } \\
& \text { interior angle at the partition vertix is } \\
& \angle R \text {, where } \angle R \text { is } 90^{\circ} \text { Then we obtain } \\
& 3 J . \angle R+L . \angle R=2(\text { No }-2) . \angle R . \tag{6.12}
\end{align*}
\]

From Eqs. 6.11 and 6.12,
\[
\begin{equation*}
J=\frac{\mathrm{NO}-4}{2} \quad \mathrm{~L}=\frac{\mathrm{NO}+4}{2} \tag{6.13}
\end{equation*}
\]
Q.E.D.

When \(P\) has empty spaces as shown in Fig. 6.2, we define the base vertix as a vertix whose external angle is three right angles. In this case, the number of the base vertices of \(N_{i}\)-angle shape becomes
\[
\begin{equation*}
J=\frac{\mathrm{Ni}+4}{2} \tag{6.14}
\end{equation*}
\]
because this case becomes just an inverce of the above one.

In this way, when P has f-empty spaces within itself, the number of the base vertices is obtained in the following theorem.

Theorem 6.2 When P is presented by No circumscribe vertices and \(f\) empty spaces whose number of vertices are \(N_{i}\), the number of base vertices \(J\) becomes
\[
\begin{equation*}
J=\frac{N o-4}{2}+\sum_{i=1}^{f} \frac{N i+4}{2} \tag{6.15}
\end{equation*}
\]

If we denote \(N\) as all the number of vertices for the presentation of \(P\),
\[
\begin{equation*}
J=\frac{N-4}{2}+2 f . \tag{6.16}
\end{equation*}
\]

Proof: By the results of the theorem l, the number of base vertices in the circumscribe vertices is (No - 4)/2, and the number of base vertices in each empty space is \(\left(N_{i}+4\right) / 2\). Therefore, we obtain
\[
\begin{aligned}
J= & \frac{N o-4}{2}+\sum_{i=1}^{f} \frac{N i+4}{2} \underset{i=1}{f} \\
& \text { Then, since } N=N o+\sum_{i}, \text { this is }
\end{aligned}
\]
substituted into Eq. 6.15 and we obtain
\[
J=\frac{N-4}{2}+2 f .
\]
Q.E.D.

\subsection*{6.3.2 Theorem for Minimum Partition}

The number of uni-cells which are buried into the given poli-cell \(P\) is equal to a cycle rank of the graph. The cycle rank is given by Euler Polyhedron Formula. Therefore, by substituting the number of partition lines, the number of vertices of \(P\), and the relation between edges and the vertices of \(P\), into Euler Polyhedron Formula, we prove basic theorems in order to design a minimum partition algorithm.

Theorem 6.3 Let us define \(m\) as the number of unicells. Then, there exists a partition such
as
\[
\begin{equation*}
m \leq \frac{N o}{2}-1, \tag{6.17}
\end{equation*}
\]
when \(P\) has no empty space, and
\[
\begin{equation*}
m \leq \frac{N O+\sum_{i=1}^{f} N_{i}-2}{2}+2 f=\frac{N-2}{2}+2 f \tag{6.18}
\end{equation*}
\]
when \(P\) has \(f\) empty spaces.
Proof: The number of base vertices \(J\) is
\[
J=\frac{N o-4}{2}+\sum_{i=1}^{f} \frac{N i+4}{2}
\]

As shown in Fig. 6.3, one partition line parallel
to y axis may be drawn from each base vertices.
We set H as the number of partition vertices. Since the partition vertices sometimes overlap,
\[
\begin{equation*}
H \leq J . \tag{6.19}
\end{equation*}
\]

If \(H\) partition vertices are generated by \(H\) partition lines, \(2 H\) edges are increased to the poli-cell P. After partition, the number of uni-cell, \(m\) is equal to the cycle rank in Euler Polyhedron Equation. As we denote \(k\) and \(e\) as the number of edges and the number of vertices in


Fig. 6.3 Patitioning along y-axis.


Fig. 6.4 Two base vertices on the straight partition line. (Case 1)

Fig. 6.5 Two base vertices on the straight patition line. (Case 2)

> poli-cell p after partition respectively \(m=\mathrm{k}-\mathrm{e}+1\).

By partition, \(k\) and e becomes
\[
\begin{align*}
& \mathrm{k}=\mathrm{NO}+\sum_{i=1}^{f} \mathrm{~N}_{i}+2 \mathrm{H}  \tag{6.21}\\
& \mathrm{e}=\mathrm{NO}+\sum_{i=1}^{f} N_{i}+\mathrm{H} \tag{6.22}
\end{align*}
\]

By substituting Eqs. 6.21 and 6.22 into Eq. 6.20, we obtain
\[
\begin{equation*}
\mathrm{m}=\mathrm{H}+1 \tag{6.23}
\end{equation*}
\]

From Eqs 6.19 and 6.23, we obtain Eq. 6.18. If empty spaces are not included in \(P\), we obtain Eq. 6.17 by setting \(f=0\). Q.E.D.

Theorem 6.4 Suppose that any two base vertices of the poli-cell \(P\) do not exist on the same straight patition line. Then, for any partition, the number of uni-cell m satisfies
\[
\begin{equation*}
m \geq \frac{N O+\sum_{i=1}^{f} N i-2}{2}+2 f=\frac{N-2}{2}+2 f \tag{6.24}
\end{equation*}
\]
when empty spaces are included in \(P\), and
\[
\begin{equation*}
m \geq \frac{\mathrm{No}-2}{2} \tag{2.25}
\end{equation*}
\]
when empty spaces are not included in \(P\).

Proof: The partition lines must be drawn from the base vertices, and their maximum number from a specified vertix is two and the minimum number is one. Therefore the number of partition vertices \(H\) is
\[
\begin{equation*}
H \geq J \tag{6.26}
\end{equation*}
\]

As 2 H edges are increased by the partition, we obtain the same result as Eq. 6. 21 and 6.22 for the partition. From Eular Polyhedron Equation and Eqs. 6.21 and 6.22, we obtain
\[
\begin{equation*}
m=H+1 . \tag{6.27}
\end{equation*}
\]

Then, by substituting Eq. 6.26 to 6.27 , we obtain Eqs. 6. 24. If empty spaces are not included in P, we obtain Eq. 6.25 by setting \(f=0\).
Q.E.D.

Theorem 6.3 implies that the number of uni-cells which are buried into the poli-cell-p becomes ( \(N\) - 2)/.2 \(+2 f\) only when any of two base vertices do not exist on the same straight line. And theorem 6.4 implies that the minimum number of the uni-cells is \((N-2) / 2+2 f\) only when any of two base vertices do not exist on the same straight line.

By the use of theorem 6.3 and 6.4 , we obtain the result that only a unique partition line must be drawn from all the vertices in the minimum partition if any of two base vertices do not exist on the same straight
line. This fact leads to the following theorem for the minimum partition.

Theorem 6.5 When a given poli-cell \(P\) is partitioned into the minimum number of uni-cells, in which any of two base vertces do not exist on the same straight patition line, a degree of the base vertices is three.

Proof: Before a partition, a base vertix has two edges. After the partition, a partition line must be drawn from the base vertix. Hence, three edges are met with on the base vertix. Theorem 6.5 gives the munimum partition algorithm a basic hint. Namely, when any of two base vertices do not exist on the same straight lines, the minimum partition is executed by drawing only one partition line from all the base vertices.

Now, we consider the case when two base vertices exist on the same straight line. There are two cases as shown in Fig. 6.4 and 6.5.

At first we treat the case as shown in Fig. 6.4. Suppose that there are \(Q / 2\) pairs of \(Q\) base vertices such as shown in Fig. 6.4, and that partition lines are drawn between pairs of base vertices. After any partition except for the above case, the number of partition vertices are satisfied by
\[
\begin{equation*}
H \geq J-Q . \tag{6.28}
\end{equation*}
\]

Since \(2 H\) edges is increased by the partition in using H partition vertices, the number of all the vertices e, and the number of all the edges after the partition are
\[
\begin{align*}
& e=N o+\sum_{i=1}^{f} N_{i}+H,  \tag{6.29}\\
& k=N o+\sum_{i=1}^{f} N_{i}+\frac{Q}{2}+2 H . \tag{6.30}
\end{align*}
\]

Hence, the number of uni-cells m obtained by
substituting Eqs. 6. 29 and 6. 30 into Eular Polyhedron Equation is
\[
\begin{align*}
\mathrm{m} & =\mathrm{k}-\mathrm{e}+1 \\
& =\mathrm{H}+\frac{\mathrm{Q}}{2}+1 \\
& \geq J-\frac{\mathrm{Q}}{2}+1, \tag{6.31}
\end{align*}
\]

By the use of \(0 \leq Q \leq J\),
\(m \geq J-\frac{1}{2} J+1\)
\[
\begin{align*}
& =\frac{J}{2}+1 \\
& =\frac{N 0-4}{4}+\frac{\sum_{i=1}^{f}\left(N_{i}+4\right)}{4}+1 \\
& =\frac{N O+\sum_{i=1}^{f} N_{i}}{4}+f  \tag{6.32}\\
& =\frac{N}{4}+f .
\end{align*}
\]

If there is no interior space empty, Eq. 4. 32
becomes
\[
\begin{equation*}
m \geq \frac{\text { No }}{4} \tag{6.33}
\end{equation*}
\]

From Eq. 6.31, when Q/2 partition lines are drawn between \(Q / 2\) pairs of base vertices, the minimum number of uni-cells are buried into the poli-cell P.

Therefore, theorem 6.5 is applied to this case.
In the second, we deal with the case as shown in Fig. 6.5. Suppose there are \(Q\) base vertices as shown in Fig. 6.5, where \(Q\) is a multiple of three. Since the number of partition lines at such base vertices are \(2 Q / 3\), the number of vertices \(e\) and the number \(k\) of edges after such a partition are
\[
\begin{align*}
& e=N O+\sum_{i=1}^{f} N_{i}+H  \tag{6.34}\\
& k=N o+\sum_{i=1}^{f} N_{i}+\frac{2}{3} Q+H \tag{6.35}
\end{align*}
\]

From Eular Polyhedron Equation, the number of uni-cells is
\[
\begin{align*}
m & =k-e+1 \\
& =H+\frac{2}{3} Q+1 \\
& \geq\left(J-\frac{1}{3} Q\right)+1 \tag{6.36}
\end{align*}
\]

By the use of \(0 \leq Q \leq J\),
\[
\begin{align*}
m & \geq \frac{2}{3} J+1 \\
& =\frac{2}{3}\left(\frac{N o-4}{2}+\sum_{i=1}^{f} \frac{N i+4}{2}\right)+1 \\
& =\frac{N-1}{3}+\frac{4}{3} f \tag{6.37}
\end{align*}
\]

If there is no interior empty space, Eq. 6. 37
becomes
\[
\begin{equation*}
\mathrm{m} \geq \frac{\mathrm{No}+\mathrm{I}}{3} \tag{6.38}
\end{equation*}
\]

From Eq. 6 35, when \(\frac{2}{3}\) Q partition lines are drawn at the corner of base vertices, the minimum number of uni-cells are buried into the poli-cell P. In this way, theorem 6.5 is also applied to this case.

It is possible to change the partition way shown in Fig. 6.5 into the one in Fig. 6.4. In such a case, the number of uni-cells altered is the same as before. This is proved by the following theorem.

Theorem 6.6 Suppose that there are \(Q\) base vertices shown in Fig. 6.5. Then, the number of unicells partitioned by the way shown in Fig. 6.5 is the same as the number of uni-cells.partitioned by the way in which a partition line is drawn between a pair of base vertices and another partition line is drawn from the rest of the base vertex to a corresponding partition vertex.

Proof: When the partition lines are drawn as shown in Fig. 6.5, the number of uni-cells m after partition is obtained by applying theorem 6.4.
\[
\mathrm{m}_{1}=\mathrm{H}+\frac{2}{3} \mathrm{Q}+1 .
\]

On the other hand, when the latter partition lines are drawn, the number of edges \(k\) and the number \(e\) of vertices after the partition are respectively
\[
\begin{align*}
& k=N o+\sum_{i=1}^{f} N_{i}+2 \cdot \frac{1}{3} \cdot Q+\frac{1}{2} \quad \frac{2}{3} \cdot Q+2 H,  \tag{6.39}\\
& e=N o+\sum_{i=1}^{f} N_{i}+\frac{1}{3} \cdot Q+H \tag{6.40}
\end{align*}
\]

Hence, the number of uni-cells \(m_{2}\) after the parti- \({ }^{-}\) tion becomes
\[
\begin{equation*}
m_{2}=H+\frac{2}{3} Q+1 . \tag{6.4I}
\end{equation*}
\]

Thus we gain \(m_{1}=m_{2}\). Q.E.D.

Theorem 6.6 implies that the case shown in Fig. 6.5 can be processed in the same way as the case shown in Fig. 6.4. This causes the minimum partition algorithm to make the degree of the base vertex three.

\subsection*{6.4 Minimum Partition Algorithm}

A minimum partition is realized by such a way in which partition lines are drawn in order to make the degree of base vertices three. Here, the algorithm for the minimum partition is presented.
6.4.1 A Graph Representation of Poli-cell P

A matrix representation based on a graph theory works to represent a given poli-cell and the partitioned poli-cell. Let us define a incidence matrix \(A\) to represent the poli-cell \(P\). Definition Let us define \(A\) as an incidence matrix as
\(A=\left\{a_{i j}\right\} \quad a_{i j}= \begin{cases}1 & \text { when there is an edge } \\ \text { between vertices } i \text { and } j, \\ 0 & \text { otherwise. }\end{cases}\)

The incidence matrix represents a relation among the vertices and it shows the graph of the policell \(P\).

Poli-cell representation must be established in a computer. We call a poli-cell \(P\) before the partition of a primitive poli-cell. The input data for the primitive poli-cell are stored into the computer by the aid of a digitizer. Vertices as the data are input in the counter-clockwise turn of assignments of their number. We denote \(x(i), y(i)\) as the coordinates of the vertex i. This first representation has only an information about the circumference vertices relation. We call it a primitive incidence matrix of the poli-cell P, and denote \(A \circ=\left\{a_{i j}{ }^{\circ}\right\}\).
6.4.2 Judgement of Base Vertices

A partition line is always drawn from base vertices. For the partition, the base vertices must be looked for, first. On the base vertex, it occurs a special displacement of the coordinates in a series of vertices. Therefore, the base vertex is searched for as soon as the data of the vertices are input. Judgement conditions of the coordinate displacement
as the base vertices I are as follows:
\begin{tabular}{ll}
\(X(I)-X(I-I)<0\) and \(Y(I+I)-Y(I)>0\), & \((6.42)\) \\
\(X(I)-X(I-I)>0\) and \(Y(I+I)-Y(I)<0\), & \((6.43)\) \\
\(Y(I)-Y(I-I)>0\) and \(X(I+I)-X(I)>0\), & \((6.44)\) \\
\(Y(I)-Y(I-I)<0\) and \(X(I+I)-X(I)<0\). & \((6.45)\)
\end{tabular}

Judgement conditions of 6.42-6.45 correspond to the case of Fig. 6.7 (a) - (b), respectively.

\subsection*{6.4.3 Determination of Partition Vertices}

After the base vertices are searched for, two partition lines parallel to \(X\) and \(Y\) axis are drawn from the base vertices. Partition vertices are determined as the intersection points of the drawn partition lines and the edges in the primitive policell \(P\). The edges are easily found out in the following way.

Let us treat the case when the partition line parallel to \(x\) axis is drawn from the base vertex \(J\). The edge on which the partition vertex exist is obtained by finding the edge such as
\[
\begin{gather*}
\text { min. }|X(J)-X(I)| I=I, 2, \ldots, n  \tag{6.46}\\
\text { subj. to }(X(J)-Y(I))(Y(I+I)-X(J)) \geq 0  \tag{6.47}\\
X(I)-X(I+I)=0  \tag{6.48}\\
I=I, 2, \ldots, n
\end{gather*}
\]


Fig. 6.6 Graph representation and the incidence matrix
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Fig. 6.7 Four types of base vertices

Where n is the number of all the vertices.
The same procedure can be applied when a partition line is drawn parallel to \(Y\) axis by changing \(X\) to \(Y\), and \(Y\) to \(X\). Thus, the partition vertices are registered to the computer.

If a partition point coinsides with other base point, only a partition. line is registered.

Since all of the partition lines are drawn, we renumber the vertices including partition vertices counter-clockwise and define a new incidence matrix of the poli-cell P. This new matrix has the edges and vertices relation added to the primitive incidence matrix by partition lines and vertices. We call this matrix an basic incidence matrix \(B\), which is
\(B=\left\{b_{i j}\right\}, \begin{cases}b_{i j}=1 & \text { when there is an edge } \\ & \text { between vertices I and } J, \\ b_{i j}=0 & \text { otherwise. }\end{cases}\)
The basic incidence matrix \(B\) has more uni-cells than the ones with minimum partition.

\subsection*{6.4.4 Minimum Partition Algorithm}

In order to partition the given poli-cell to the minimum number of uni-cells, a degree of all the base vertices becomes three as shown in theorem 6.5.

If the case shown in Fig. 6.5 occurs, the base vertex is inhibited to have the partition line connected to the partition vertex. From these points of views, a minimum partition algorithm is established as follows:
```

l
(A diagonal elements of the matrix B has the
degree of vertèx I.)
20}\mathrm{ Find out the vertex I such as b iii}=4
3' Find out the vertex J such as b bij = b jij = l
and }\mp@subsup{b}{ji}{}=3\mathrm{ subject to I + 3<J or I - 3>J.
(In this step, one of two partition vertices
corresponding to the base vertex I is found.)
4
(In this step, one partition line is removed
and the degree of the base vertex I becomes
three.)
5
and J which satisfy the condition in step
3'}\mathrm{ and 4}\mp@subsup{4}{}{\circ}\mathrm{ is not found any longer, go to step
6
60}\mathrm{ If there is no vertex such as b bii = 4, the
minimum partition is reached in the matrix B.
If there are vertices such as bii }=4\mathrm{ , go
to step 7}\mp@subsup{7}{}{\circ

```
\(7^{\circ}\) Find out the vertex I such as \(B_{i i}=4\), \(b_{j j}=4\) and \(b_{i j}=b_{j i}=1\) subject to \(I+3\) < J or I - \(3>\mathrm{J}\). If such a vertex is not found, stop the procedure.
\(8^{\circ} \quad\) Set \(b_{i i}=3, b_{j j}=3\), and \(b_{i j}=b_{j i}=0\), then go back to 7 We call this final matrix \(B\) a partition matrix.

A simple example of the algorithm is shown in Fig. 6.8.
6.5 Extraction Algorithm of Uni-Cells

A partition matrix B transformed from a base partition matrix gives a graph an incidence relation. By using this matrix \(B\), the procedure is requested to extract and output each uni-cell being partitioned. For the sake of this algorithm, the following algorithm is composed.
\(1^{\circ}\) Set \(b_{i j}\) in \(B\) to \(b_{i i}=0, b_{i, i-1}=0\)
\((i=I, 2, \ldots, n), b_{I n}=0\) and \(b_{i j}=-b_{i j}\)
(i>j,i,j=1, \(2, \ldots, n\) ).
\(2^{\circ}\) Find that \(b_{i j}=1\{i, j=1,2, \ldots, n)\). If \(b_{i j}=1\) is not found in \(B\), stop the procedure.
\(\left(\begin{array}{l}21000001 \\ 13101000 \\ 01210000 \\ 01014101 \\ 00001210 \\ 00000121 \\ 10001013\end{array}\right)\)

The basic incidence matrix.
\(\left(\begin{array}{l}21000001 \\ 12100000 \\ 01210000 \\ 00121000 \\ 00013101 \\ 00001210 \\ 00000121 \\ 10001013\end{array}\right)\)

\(\left(\begin{array}{r}01000000 \\ 00100000 \\ 00010000 \\ 00001000 \\ 00000101 \\ 00000010 \\ 00000001 \\ -10001000\end{array}\right)\)

The partition matrix.

Fig. 6.8 An example of the proposed algorithm applied to the shape shown in Fig. 6.6
\(3^{\circ}\) Find that \(b_{j k}=1(k=1,2, \ldots, n)\).
\(4^{\circ} \quad\) Find that \(b_{j k} \neq 0(j=1,2, \ldots, n)\). If not found, replace \(j=k\) and go back to step \(3^{\circ}\). If \(b_{j k} \neq 0\) is found, go on to step \(5^{\circ}\).
\(5^{\circ}\) A uni-cell can be extracted as a series of the traced vertex number from the step \(2^{\circ}\) to step \(3^{\circ}\). Then, set that \(b_{i j}=0\), where suffices \(i\) and \(j\) are the vertex number used in the extracted vertex number, and go back to step \(3^{\circ}\).

In this way a series of the vertices corresponding to the uni-cells partitioned from the policell \(P\) is obtained. When this algorithm is applied to the matrix shown in Fig. 6.8, the serieses of the vertices become
```

(1, 2, 3, 4, 5, 8, 1) and (5, 6, 7, 8, 5).

```

\subsection*{6.6 Experiments}

Some of poli-cells are experimented to show a validity of the proposed method for a minimum partition. The computer used is OKITAC-4500C and the program is coded with FORTRAN. Instead of CRT display, an \(X-Y\) plotter is equipped for output.
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Fig. 18 (a) Experiment result 10
\(\square\)
\begin{tabular}{cccc} 
& & & + \\
\((0.0 .0 .0)\) & + & + & + \\
& \((0.0 .0 .0)\) & \((0.0 .0 .0)\) & \((0.0 .0 .0)\)
\end{tabular}
\begin{tabular}{lllllll} 
NO. & NO. & NO. & NO. & NO & 0
\end{tabular}


Fig. 18 (b) Experiment result 10

\subsection*{6.7 Conclusion}

An space allocation problem is treated in the situation of a minimum partition. Through a discussion and experiments, we reach the following conclusion.
1. Some theorem for a minimum partition is proved.
2. Conditions for the minimum partition are proposed by the results of the above-mentioned theorems.
3. An algorithm based on the above mentioned 1 and 2 is proposed and an extraction algorithm for uni-cells partitioned from a poli-cell is proposed as well.
4. Experiments to verify the algorithms proposed are done and the validity of the algorithms is proved.

A minimum partition algorithm may be applied not only to LSI art work design but also to other areas. Because this kind of problems are frequently seen in many fields where a graphic processing is required. Such problems are a poligon package problem, an automated process planning, an automated description for \(2-D\) geometries and so on.

Therefore, there are quite a few applications of the minimum partition method.

References
1. Bascker, R.G., "A Graph Theory and Networks" ( in Japanese), Baifukan (1970).
2. Harary, F., "A Graph Theory"(in Japanese), Kyoritsu Shuppan (1970).
3. Oyamada, T., "A minimum Partition in LSI Art Work Patterns", IPSJ,(1975), p7.
4. Barton, E.E. and I. Buchanan, "The Poligon Package", CAD, 12,1 (1980), p3.

\title{
7. Graphic Processing in the Space Allocation Problem
}

\subsection*{7.1 Introduction}

The space allocation problem has two phases; the one is to treat the problem as mathematical programming, and the other is to process the problem as graphic processing. Whenever we treat the space, the space geometry can not be separated from the problem, because the geometry of any spaces is essential for the space allocation.

In dealing with the space geometry by a computer, the first problem is to remedy the difficulty of how the geometry is taught to the computer and how the data structure of the geometry is constructed in the computer. The second problem is to process the problem that occurs by the space allocation, for example, the collision problem in the allocation of the space without overlapping and the graphic output to verify the allocation of the space.

As to the first problem, "Formulated Pattern Method (F.P.M)" is developed for the geometric modeling by Prof. N. Okino. Here, we discuss
the space description method in general, and show the relation between the description method and the data structure of the space geometry in computer. As to the second problem, one of the general methods for processing the geometry is established. Namely, the geometry processing method is developed by introducing a boundary evaluator.

In general, the geometric space treatment belongs to the geometric modeling problem, and the results obtained here are one of the applications to the geometric modeling. So the discussion is based on the theory of the geometric modeling.

As the geometries having been treated so far are rectangles or blocks, the results obtained in this chapter is not applicable to the previous problem. However, the theory developed here will be important in processing a free form geometry in future. One of the applications is proposed to solve the collision problem between the shearing blade and the material in metal sheet cutting. This is applied to determine the sequence of shearing out the materials from the nested balnk.

\subsection*{7.2 Geometric Definition and Data Base}

The first problem in processing the space geometry is on how the geometric definition is modeled. Here, we introduce the following way of construction to modeling the given space space geometry.

A given geometric space model \(P\) may be presented by the construction of some basic shapes. Each basic shape is named a primitive and expressed by \(P_{i} . \quad P_{i}\) is shown in threedimensional Cartesian coordinate system,
\[
\begin{equation*}
P_{i}=\left\{x \mid f_{i}(x) \geq 0\right\} \tag{7.1}
\end{equation*}
\]

Eq. 7.I shows a half space.
Supposing that \(P\) is subsequently built up using some constructive operators \(\cdot \mathrm{op}_{i}\). and primitives \(P_{i}(i=1,2, \ldots, n)\),
\[
\begin{equation*}
P=p_{n \cdot o p_{n}}\left(p_{n-1} . o p_{n-1} \cdot\left(\ldots\left(p_{2} . o p_{1} \cdot p_{1}\right)\right) \ldots\right) \tag{7.2}
\end{equation*}
\]

Let us introduce the set operator as the constructive one. This operation is as follows. When two primitives are operated by a union and a product respectively,
\[
\begin{align*}
P_{c} & =P_{a} \cup P_{b} \\
& =\left\{x \mid f_{a}(x) \geq 0\right\} \cup\left\{x \mid f_{b}(x) \geq 0\right\} \tag{7.3}
\end{align*}
\]
and
\[
\begin{align*}
P_{c} & =P_{a} \cap P_{b} \\
& =\left\{x \mid f_{a}(x) \geq 0\right\} \cap\left\{x \mid f_{b}(x) \geq 0\right\} \tag{7.4}
\end{align*}
\]

Also, the difference operation is defined by using the set operator as follows:
\[
\begin{align*}
P_{c} & =P_{a}-P_{b} \\
& =P_{a} \cap \widetilde{P}_{b} \\
& =\left\{x \mid f_{a}(x) \geq 0\right\} \cap\left\{x \mid-f_{b}(x) \geq 0\right\} \tag{7.5}
\end{align*}
\]

The operations explained in Eqs. 7.3-7.5 are shown in Fig. 7.i.


Fig. 7.1 Set operation

Now, let us substitute the set operator in
Eq. 7.2, then arrange it as follows:
\[
\begin{align*}
p=\left(P_{k} \cap P_{I} \cap\right. & \left.\ldots \cap P_{m}\right) \cup\left(P_{r} \cap P_{q} \cap \ldots \cap P_{s}\right) \\
& \ldots \cup\left(P_{t} \cap P_{u} \cap \ldots \cap P_{v}\right) . \tag{7.6}
\end{align*}
\]

Suffices in Eq. 7.6 can be exchanged as follows:
\[
\begin{equation*}
P=\bigcup_{i=1}^{n} \prod_{j=1}^{m(i)} P_{i j} . \tag{7.7}
\end{equation*}
\]

Eq. 7.7 is offered and named the "Formulated Pattern" by Prof. N. Okino of Hokkaido University. In the process of arranging from Eq. 7.2 to Eq. 7.7 , there are various formulations for the given model \(P\). That is, there are a number of possibilities to describe or construct the given geometric space. Therefore, a geometric medeling usually adopts some formulation between Eq. 7.2 and 7.7.

The modeling formulation has an effect on the data base to be structured in the computer corresponding to the geometry. For instance, the modeling method by the use of Eq. 7.2 needs the binary tree as the data base structure, and the modeling method by the use of Eq. 7.7 needs only an indicator, which specifies the primitives having the same suffix i, in the data base.

In general, as the data base has the tree structure corresponding to the geometric modeling method to keep the constructive sequence, it becomes complex to treat it. If we wish a simple data structure for modeling, "Formulated Pattern Method (F.P.M.)" is suitable because its data structure needs no tree. Therefore, F.P.M. is used for the space geometric modeling throughout the discussion without the lack of the generality of modeling.

\subsection*{7.3 Recognition of Space Allocating Feasibility}

Once the space geometry is modeled in the computer, the second problem is on how to recognize and extract relations between a given point and the space or two spaces from the geometric model. For this purpose, the boundary evaluation technique is established in the field of geometric modeling. There is room for improvement of the boundary evaluation technique proposed so far, however.

This section first discusses on the boundary evaluation, and a new boundary evaluation technique
is proposed. Then, the recognition method for a space allocating feasibility---the method for solving the collision problem---is taken into consideration.

\subsection*{7.3.1 Boundary Evaluator}

Most of outputs of graphic processing can be considered as the mapping of the boundary of space models presented mathematically in the two- or three-dimensional space to some spaces. This mapping procedure is also important for the recognition of the relations between a point and the modeled space, because the recognition of the location of the space is attempted by knowing where the boundary of the space exists. Therefore, the boundary evaluation technique is required and the boundary evaluator serves as the mapping procedure.

The two boundary evaluators are presented so far in geometric modeling: PADL b-function and TIPS-I penalty function.

They are described as follows.
a) PADL b-function

The b-function adopted by PADL is expressed
as follows:
\(B\left(P_{i} \cdot o p_{i} \cdot P_{i-1}\right)=B\left(\cdot o p_{i} ; P_{i}, P_{i-1}, b P_{i}\right.\),
\[
\begin{equation*}
\left.b P_{i-1}\right) \tag{7.8}
\end{equation*}
\]
where \(b P_{i}\) and \(b P_{i-1}\) is the boundary of primitive \(P_{i}\) and \(P_{i-1}\) respectively, \(B\) is the boolian function whose value is one on the boundary and zero in other areas. When the constructive operator is union one, \(B\) operates as
\(B\left(P_{i} \cup P_{i-1}\right)=\left(b P_{i} \cap \widetilde{\mathrm{P}}_{i-1}\right) \cup\left(b P_{i-1} \cap \widetilde{P}_{i}\right)\), where \(\widetilde{\mathrm{P}}_{i}\) is negative set of \(\mathrm{P}_{i}\). When the operator is intersection one, \(B\) operates as
\(B\left(P_{i} \cap P_{i-1}\right)=\left(b P_{i} \cap P_{i-1}\right) 山\left(b P_{i-1} \cap P_{i}\right)\).
This operation is performed in the order of the suffix in Eq. 7.2 when modeling the space, so that the data to store the space geometry needs binary tree in order to hold the operation sequence. By the use of PADL boundary evaluator, the graphic processings such as three view drawings, sectional drawing and perspective view drawing become possible because these processings are only mapping of the boundary of the space into two dimensional drawing space. But this evaluator does not give the information on how far there exists the point from the space except that only the point exists on the boundary.
b) TIPS-1 penalty function

TIPS-1 penalty function presented by Dr. Y. Kakazu, Dr. N. Okino and Dr. K. Hoshi is given by
\[
\begin{equation*}
S_{0}(x)=\prod_{i=1}^{n} \sum_{j=1}^{m(i)} c_{i j}\left|\min \left(o, f_{i j}(x)\right)\right| \tag{7.9}
\end{equation*}
\]
and
\[
\begin{equation*}
S_{i}(x)=\sum_{i=1}^{n} \underset{j=1}{m(i)} c_{i j}\left|\max \left(0, f_{i j}(x)\right)\right| \tag{7.10}
\end{equation*}
\]
where \(c_{1 J}\) is a positive number. These equations are based on Eq. 7.7. Eq. 7.9 is used to evaluate the outside of the model and Eq. 7.10 is used to evaluate the inside of the model. For the evaluation, the values of Eqs. 7.9 and 7.10 are figured out. Namely, the value of Eq. 7.9 is zero within the space model and on the boundary, and a positive number which increases toward the outside from the boundary. The value of Eq. 7.10 is the opposite to the above.

The penalty function not only gives the boundary information but it has the outside information of the given model as the potential function. The aspect of this potentiality looks like a declining wall surrounding the given model, and this wall is called a penalty surface. By setting Eqs. 7.9
and 7.10 to
\[
\begin{equation*}
s=s_{0}-s_{i}, \tag{7.11}
\end{equation*}
\]
and
\[
B(S)= \begin{cases}0 & \text { when } S \neq 0  \tag{7.12}\\ 1 & \text { when } S=0\end{cases}
\]
the same result as b-function is derived for graphic processing. In addition to this result, the penalty function gives the relation between the specified point and the space model. This information is inducted by measuring the potential value of the penalty function at the specified point. If the value is the function of the distance from the boundary of the space model, it is easy to recognize where the point is. This feature is useful to imply feasible space allocating area. Namely, it becomes possible to know how far the point is from the space model and how distance the point may be moved toward the space model. These are important clues for solving the space location feasibility and collision problem between two spaces.

However, the potential feature is often unclear because \(\Pi\) operation sometimes makes the value of penalty function so large that it becomes impossible to measure the potentiality. To remove this defects, the new evaluater is proposed.

\subsection*{7.3.2 New Evaluator}

Defects of Eq. 7.9 against the boundary evaluator are as follows:
\(1^{\circ}\) The multiple operation \(I\) corresponding to the union operator makes the value of Eq. 7.9, So(x), so large.
\(2^{\circ}\) When the boundary evaluation is needed within the given space, Eq. 7.9 becomes useless. In this case, Eq. 7.10 must be prepared.
\(3^{\circ}\) Even if the nearest boundary to the given point is known, all of the function \(f_{i j}(x)\) must be operated to figure out Eq. 7.9. As to \(1^{\circ}\), the \(\Pi\) operation produces a steep wall around the model. Especially when some functions have high order terms corresponding to their primitives, the wall becomes extremely steep. In the case of \(3^{\circ}\), this sometimes happens and becomes an obstacle to reduce computing time, for the composite basic primitive nearest to the given point is often known or listed up.

Based on Eq. 7.7, a new boundary evaluator is designed by
\[
\begin{equation*}
F(x)=-\max _{i}^{n} \min _{j}^{m(i)} c_{i j} \quad f_{i j}(x), \tag{7.13}
\end{equation*}
\]
whose value is negative within the space model, positive outside and zero on the boundary, where \(c_{i j}\) is the positive number. The new evaluator overcomes the defects of 1,2 and 3. As the operations of Eq 7.13 are max and min, the unique function is selected and determines the value of Eq. 7.13. It shows that the displacement of Eq. 7.13 is not so steep as Eqs. 7.9 and 7.10. Furthermore, the composite basic function selected by Eq. 7.13 is usually the nearest primitive to the given point. Therefore, if the nearest primitive is known, the computation of Eq. 7.I3 deals only with the nearest basic function. In this way, defects 1 and 3 are overcome by using Eq. 7.13.

The aspects of the boundary evaluators dis cussed here are shown in Figs. 7.1-7.4.


Fig. 7.2 PADL b-function


Fig. 7.3 Penalty function for outside


Fig. 7.4 Penalty function Fig. 7.5 A new evaluator for inside

\subsection*{7.3.3 The Recognition Method for Space Allocating Feasibility}

By the use of the new boundary evaluator, the recognition as to whether the given point is outside the given space is easily performed. Let us set \(x^{*}\) to the given point and \(P_{1}\) to the given space model. Also, the new evaluator corresponding to \(P_{1}\) is \(F_{I}(x)=-\max _{i=1}^{n} \min _{j=1}^{m(i)} c_{i j} f_{i j}(x)\). Then, we obtain that
\(F_{1}\left(x^{*}\right)>0: x^{*}\) is outside the model,
\(F_{1}\left(x^{*}\right)=0: x^{*}\) is on the boundary,
\(\mathrm{F}_{1}\left(\mathrm{x}^{*}\right)<0: \mathrm{X}^{*}\) is inside the boundary.
This relation shows that the feasible area for allocating another space is restricted by the region which satisfies
\(F A=\left\{x \mid F_{I}(x)>0\right\}\),
where FA implies the region of the feasible area for allocating another space. If we allocate another space \(\mathrm{P}_{2}, \mathrm{P}_{2}\) is prohibited from overlapping \(\mathrm{P}_{1}\).

A point which is inside \(P_{2}\) such as \(y \in P_{2}\), therefore, satisfies \(y \notin\) FA. Thus, \(P_{2}\) is allocated without overlapping \(P_{1}\) by testing the value of
\[
\begin{aligned}
& F_{1}(x), \text { so that } \\
& F_{1}(x) \leq 0: \text { impossible to allocate } P_{2}, \\
& F_{1}(x)>0: \text { possible to allocate } P_{2} .
\end{aligned}
\]
\[
\text { And the value of } F_{1}(x) \text { becomes the function of }
\] the distance from the boundary of \(P_{1}\).

\subsection*{7.3.4 Collision Prohibition}

In the previous section, the relation between the two given space locations is considered. Now, we treat \(n\) given spaces.

The location constraints on the given \(n\) spaces are written by
\[
\begin{equation*}
\cup_{i=1}^{n} P_{i} \subset B, \tag{7.15}
\end{equation*}
\]
\[
\begin{equation*}
\bigcap_{i=1}^{n} P_{i}=\phi \tag{7.16}
\end{equation*}
\]
where \(P_{i}(i=1,2, \ldots, n)\) are the given \(n\) spaces and \(B\) is the resource space in which \(P_{i}(i=I\), 2,..., n) are allocated.

Let us set \(P_{i}\) as
\[
\begin{gather*}
P_{i}={\underset{j=1}{\cup} \prod_{k=1}^{m(j)}\left\{x \mid f{ }_{j k}^{i}(x) \geq 0\right\},}^{i=1,2, \ldots, n} \tag{7.17}
\end{gather*}
\]
and \(B\) as
\[
\begin{equation*}
B=\bigcup_{j=1}^{\mathrm{h}} \bigcap_{k=1}^{m(j)}\left\{x \mid b_{j k} .(x) \geq 0\right\} . \tag{7.18}
\end{equation*}
\]

By applying the boundary evaluator technique to Eqs. 7.15 and 7.16 , we gain the following procedure instead,
\[
x \in\left\{x \mid \max _{i=1}^{n}\left(F_{i}(x)\right) \leq 0\right) \Lambda
\]
\[
\left.\begin{array}{cl}
h & \operatorname{m}(j) \\
(-\max & \min _{j=1}  \tag{7.19}\\
k=1
\end{array}\left(b_{j k}(x)\right) \leq 0\right\}
\]
and
\[
\begin{equation*}
\left.x \notin\left\{x \mid \underset{i=1}{n} \min _{i}(x)\right)>0\right\} \tag{7.20}
\end{equation*}
\]
where \(\left.F_{i}(x)=-\max _{j=1}^{\ell} \underset{k=1}{\min (j)} c_{j k} f_{j k}^{i}(x)\right]\).

In these procedures of testing \(x\), the collision among \(n\) spaces is prohibited.

\subsection*{7.3.5 Surface Equations of the Space}

It frequently becomes necessary to process the surface of the given space for graphic processing output. By applying the boundary evaluator, the surface equations are simply described. The surface equations include such as plane segments,
line elements and intersection points which are important factors of graphic outputs.

By setting the given space \(P\) as
\[
p=\bigcup_{i=1}^{n} \prod_{j=1}^{m(i)} \quad\left\{x \mid f_{i j}(x) \geq 0\right\}
\]
the plane segment equations of the space boundary are expressed by
\[
\begin{gathered}
f_{i j}(x)=0, i=1,2, \ldots, n, j=1,2, \\
\ldots, m(i)
\end{gathered}
\]
and
\[
\begin{equation*}
\max _{i=1}^{n}\left[\min _{j=1}^{\operatorname{m(i}} f_{i j}(x)\right]=0 . \tag{7.21}
\end{equation*}
\]

The line segments of the space boundary becomes the intersection of two planes of the space boundary, so that they are expressed by
\[
\begin{aligned}
& f_{i j}(x)= 0 \\
& f_{\mathrm{k} \ell}(x)= 0 \\
& i \neq k, j \neq \ell \quad i, k=1,2, \ldots, n \\
& \text { and } \quad j, \ell=1,2, \ldots, m(i)
\end{aligned}
\]
and
\[
-\max _{i}^{n}\left[\min _{j}^{m(i)} f_{i j}(x)\right]=0
\]

In the same manner as the above the intersection points of the space boundary are expressed by
\[
f_{\mathrm{i} j \mathrm{j}}(\mathrm{x})=0
\]
\[
\begin{aligned}
& f_{k Z}(x)=0 \\
& f_{{ }_{u v}}(x)=0
\end{aligned}
\]
\[
\mathrm{i} \neq \mathrm{k} \neq \mathrm{u}, \quad \mathrm{j} \neq \ell \neq \mathrm{v}
\]
\[
\mathrm{i}, \mathrm{k}, \mathrm{u}=1,2, \ldots, \mathrm{n}
\]
\[
\begin{equation*}
\text { and } j, \ell, v=1,2, \ldots, m(i) \tag{7.23}
\end{equation*}
\]
and
\(\left.-\underset{i}{\max } \underset{\mathrm{~m}}{\mathrm{~min}} \mathrm{~min}_{j} f_{i j}(x)\right]=0\).
These equations are the basis of general principle for processing graphic putputs.

\author{
7.4 Application of the Collision Prohibition Technique to Material Shear Scheduling
}

> After the materials \(R_{i}(i=1,2, \ldots, n)\) are allocated on the blank (resource) B, they are sheared out with a shear blade. But the determination of the shearing orders for the materials is requested because of the shear blade geometry. In other words, the shear blade must shear out and collide only with the desired material meeting its edges.
> It must be avoided to collide with other undesired materials. Thus, the shear order
scheduling is necessary. In the following sections, the shear scheduling method is proposed when the material geometry is restricted to a rectangle and the shear blade geometry an L-shape.

\subsection*{7.4.1 Recognition of Shearing Feasibility}

In order to shear out the material, it is necessary for the shear blade to satisfy the conditions that the shear blade shears out and produces the material only desired by the blank and it does not shear the rest of the materials in the blank.

Let us define a region sheared by the blade as \(C R(x)\) and the material region desired to be sheared out as \(R_{i *}(x)\). Then, the above conditions are expressed by
\[
\begin{equation*}
C R(x) \supset R_{i *}(x) \tag{7.24}
\end{equation*}
\]
and
\[
\begin{equation*}
C R(x) \cap R_{i}(x), \quad i \neq i *, \quad i=1,2, \ldots, n \tag{7.25}
\end{equation*}
\]

Since the blade shape is an \(L\), the blade shearing region with corner coordinates ( \(x_{c}, y_{c}\) ) is written by
\[
\begin{equation*}
C R(x)=\left\{(x, y) \mid\left(x_{c}-x \geq 0\right) \cap\left(y_{c}-y \geq 0\right\} .\right. \tag{7.26}
\end{equation*}
\]

And the region of the material whose shape is a rectangle with its left under corner coordinate \(\left(x_{i}, y_{i}\right)\) is written by
\[
\begin{align*}
R_{i}(x)= & \left\{(x, y) \mid\left(x-x_{i} \geq 0\right) \cap\left(y-y_{i}\right.\right. \\
& \geq 0) \cap\left(x_{i}+I_{i}-x \geq 0\right) \cap\left(y_{i}\right. \\
& \left.\left.+w_{i}-y \geq 0\right)\right\}, \tag{7.27}
\end{align*}
\]
where \(l_{i}, w_{i}\) are the length and width of the material respectively.

By introducing the boundary evaluator to check a given point if it exists inside the shearing region, the following function is established,
\[
\begin{equation*}
F_{b}(x)=-\min \left(x_{c}-x, y_{c}-y\right) \tag{7.28}
\end{equation*}
\]

If \(F_{b}\left(x^{*}\right) \leq 0\), then \(x^{*}\) is within the region of CR(x).

In the same manner, the following function is established for \(R_{i}(x)\),
\[
S_{i}(x)=-\min \left(x-x_{i}, y-y_{i}, x_{i}+\ell-x,\right.
\]
\[
\begin{equation*}
\left.y_{i}+w_{i}-y\right) . \tag{7.29}
\end{equation*}
\]

If \(S_{i}\left(x^{*}\right) \leqslant 0\), then \(x^{*}\) is inside the rectangular region of \(R_{i}(x)\).

Supposing that the shear blade shears the material \(R_{i}\), there exists a point \(x^{*}\) which satisfies
\[
\mathrm{F}_{\mathrm{b}}\left(\mathrm{x}^{*}\right) \leq 0 \quad \text { and } \quad S_{i}\left(\mathrm{x}^{*}\right) \leq 0
\]

From the conditions 7.24 , this is rewritten by
\[
\begin{align*}
& \max \left(F_{b}\left(x^{*}\right), S_{i}\left(x^{*}\right)\right) \\
=- & \min \left(x_{c}-x^{*}, y_{c}-y^{*}, x^{*}-x_{i}, y^{*}-y_{i}\right. \\
& \left.x_{i}+l_{i}-x^{*}, y_{i}+w_{i}-y^{*}\right) \leq 0 . \tag{7.30}
\end{align*}
\]

Eq. 7.30 is reduced to
\[
\begin{array}{r}
-\min \left(x_{c}-x^{*}, y_{c}-y^{*}, x^{*}-x_{i}, y^{*}-y_{i}\right) \\
\leq 0 . \tag{7.31}
\end{array}
\]

The limit that ( \(\mathrm{x}^{*}, \mathrm{y}^{*}\) ) exists within the region of \(C R(x)\) is given by \(\left(x^{*}, y^{*}\right) \leqslant\left(x_{i}, y_{i}\right)\). By substituting ( \(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\) ) to ( \(\mathrm{x}^{*}, \mathrm{y}^{*}\) ) of Eq. 31, we obtain the following relation Eq. 7.32.
\[
\begin{equation*}
-\min \left(x_{c}-x_{i}, y_{c}-y_{i}\right) \leq 0 \tag{7.32}
\end{equation*}
\]

When the material \(R_{j}\) is sheared out, the corner point of the blade is met with the upper right corner of the material \(R_{j}\), Eq. 7. 33 is maintained,
\[
\begin{equation*}
-\min \left(x_{j}+l_{j}-x_{i}, y_{j}+w_{j}-y_{i}\right) \leq 0 \tag{7.33}
\end{equation*}
\]
where \(l_{j}\) and \(w_{j}\) is the length and the width of the material \(R_{j}\), and \(x_{j}\) and \(y_{j}\) are left under corner coordinates of material \(R_{j}\).

Let us set \(J\left(R_{j}, R_{i}\right)\) as
\[
\begin{align*}
J\left(R_{j}, R_{i}\right)= & -\min \left(x_{j}+l_{j}-x_{i}\right. \\
& \left.y_{j}+w_{j}-y_{i}\right) \tag{3.34}
\end{align*}
\]

By the above discussion, we can easily test the blade collision by calculating the value of
\(J\left(R_{j}, R_{i}\right)\) to see whether the blade collides with the material \(R_{i}\) when the material \(R_{j}\) is sheared out. If so, \(J\left(R_{j}, R_{i}\right) \leq 0\), and if not, \(J\left(R_{j}, R_{i}\right)>0\).

\subsection*{7.4.2 Shear Scheduling}

When the material \(R_{j}\) is sheared out, the relation that the shear blade for shearing out the material \(R_{j}\) collides with the material \(R_{i}\) or not is generated easily by calculating the value of Eq. 7.34: By testing this relation between all the two materials, we can obtain the binary relation on shearing feasibility between two materials. The binary relation is described by introducing a matrix \(P=\left[P_{i j}\right]\) which means:
\(P_{i j}=1:\) Possible to shear out material \(R_{i}\) without the blade collision with the material \(R_{j}\).
\(P_{i j}=0\) : Impossible to shear out the material \(R_{i}\) because of the blade collision with the material \(\mathrm{R}_{\mathrm{j}}\).
By applying Eq. 7.34 so as to determine the value of \(P_{i j}\), the matrix \(P\) becomes
\(P_{i j}=1 \quad\) if \(J\left(R_{j}, R_{i}\right)>0\),
\(P_{i j}=0 \quad\) if \(J\left(R_{j}, R_{i}\right) \leq 0\).
The relation presented by \(P\) gives an information on the relation between two materials as to whether or not shearing out is possible. But it does not give the information on which of the two, \(R_{i}\) and \(R_{k}\), should be sheared out first when \(R_{i}\) is not sheared out due to the blade collision with \(R_{j}\), whereas \(R_{i}\) is not sheared out due to the blade collision with \(R_{k}\), but \(R_{i}\) is not sheared out without the blade collision with \(R_{k}\). This aspect is shown in Fig. 7.5. In this case, a shear sequence becomes the order of \(R_{k}, R_{j}\) and \(R_{i}\). To make such a relation, the binary relation matrix \(P\) satisfies a transitive relation of shear order as mentioned above. The following calculation produces the transitive relation,
\[
\begin{equation*}
\mathrm{T}=\mathrm{P}+\mathrm{P}^{2}+\ldots+\mathrm{p}^{\mathrm{n}} \tag{7.36}
\end{equation*}
\]
where \(T=\left[t_{i, j}\right]\) and the operation is boolian one. The relation derived from \(T\) belongs to a weak order so that it becomes possible to determine the shear sequence by the use of the result obtained in chapter 2.

The procedure for determining shear scheduling is as follows:
\[
\begin{aligned}
& 1^{\circ} \quad \text { Calculate } s_{j}=\sum_{j}^{n} t_{i j} . \quad(i=1,2, \ldots, n) . \\
& 2^{\circ} \quad \text { Calculate } v_{j}=\sum_{j}^{n} t_{i j} \quad s_{i}+s_{j} . \\
& \quad(i=1,2, \ldots, n) . \\
& 3^{\circ} \quad \text { Make an order of } v_{j} \text { from the small value } \\
& \\
& \text { of } v_{j} \text { to the larger value of } v_{j} \text { in turn. }
\end{aligned}
\]

The sequence of suffices \(\mathrm{v}_{\mathrm{j}}\) arranged above becomes a shear scheduling.


Fig. 7.5 A necessity of a transitive relation

\subsection*{7.5 Conclusion}

The discussion has reached the following conclusion.
1. A general constructive method for threedimensional space is presented, and its relationship to the data base of the space geometry is described.
2. A new boundary evaluator is proposed, which remedies the defects of two other evaluators. 3. The surface of the given space is simply expressed by the use of the new evaluator. 4. The collision prohibition technique among \(n\) spaces is proposed.
5. The shear scheduling method is proposed
by applying the collision prohibition technique to the shear scheduling problem.

The appendix \(C\) shows the experiment results to compare the aspects of boundary evaluators with others.
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8. The Development of CAM Software System for Punching-press and Shearing

\subsection*{8.1 Introduction}

The realization of shearing process as computer-aided manufacturing has been difficult since an NC shearing machine appeared. It comes from the difficulty of making an automated plan for nesting, where nesting means the allocation of materials to the given blank. If this problem is broken up, it becomes possible to develop an integrated software system for punching-press and shearing.

In this chapter, the software system is presented for computer-aided punching-press and shearing by applying the method proposed in chapter 4 to shear process planning and by developing the determination of punching-press tool path. The developed system is named CAMPS (Computer-Aided Manufacturing for Punching-press and Shearing).

\subsection*{8.2 System Design}

The highest mountain against the automations of punching-press and shearing is to automate shear process planning. If mountain is climbed, it becomes possible to develop an integrated punching-press and shearing of the software system. It means that the allocation of the materials to the stocked blanks, the determination of absolute coordinate points on the blanks for punching-press, the determination of the punching tool path, and shear scheduling for the materials are automatically executed. CAMPS system is designed and developed to process all of these. The followings are the specifications of CAMPS for the system design and the functions of the processors constructing CAMPS.

\subsection*{8.2.1 System Specification}

The software system developed here is based on the use of the following hardware equipments:

NC turret punching-press machine for punching-press NC shearing machine with a L-shape blade for shearing

> The use of an NC shearing machine releases the
restriction of the allocation method, which usually occurs by shearing in such a way as guillotine cut.

We give the system two conditions before the design, assuming to utilize above hardware equipments.

Condition 1 the system available for minicomputer

Condition 2 realization of high automation Condition 1 is founded to utilize minicomputers which have been implemented at a lot of manufacturing factories. Condition 2 is founded to reduce the processing time. If the system adopts the interactive type, a lot of time is taken for human judgement and response. This relays the processing time. Therefore, the system does not adopt the interactive type in order to satisfy condition 2.

The system specifications under two conditions are set up. They are as follows:
1. Information on the materials, blanks, and punching-press tool is input in a simple language. 2. The input language is translated to a canonical data format and is stored into files.
3. An optimum allocation of the materials onto the blanks is automatically calculated.
4. After the optimum allocation, tasks punchpressed by the same tools for the allocated blanks are sorted. Then, a tool path is figured out.
5. The shearing sequence of the materials allocated onto the blank is scheduled and positioning of a shear blade is determined in accordance with the shearing sequence.
6. The output of the allocation and the tool path are verified by the use of a CRT display.

In answering to the specifications, the input language is designed and five processors are developed for CAMPS system. Five processors are the input translating processor SCANER, the allocating processor OPTNST, the task sorting processor TSKCLS, the punchpress tool path generating processor OPTPTH, and the shear scheduling processor SHEARS. The CAMPS system structure is shown in Fig. 8.1. For the sake of specification of 6 , graphic output is displayed to the CRT graphic display equipment. The output is the drawings of the allocation results and the trace of punching-press tool path. The repositioning problem is taken into consideration in the system, but it is not mentioned here. Such a problem may be done with post-processing.


Fig. 8.1 CAMPS system structure

\subsection*{8.2.2 Input Information and Language}

Input information to the system consists of the following three: the materials, the blanks and the punching-press tasks. The information is fed into the system in the order as shown in Fig. 8.2. Each information block is discriminated by setting the the discrimination statements to the end of each one. Each information has the following contents. Blank information : the size and the number of stocked blank

Material information: the size, the punchingpress geometry (APT-like language) and the number of the material requested by the user

Task information the punching-press tool assignment to the geometry and the tool priority

The designed language is shown in Fig. 8.3.

\subsection*{8.2.3 Input Translating Processor SCANER and Canonical Data File}

The input translating processor SCANER reads the input language and translates it to the canonical data which is manufactured by the following processors. The canonical data is classified to three kinds relating to the materials, the blanks and the tasks. The classfied data is stored into three files: B-file, M-file and T-file. Each data file is shown in Fig. 8.4. M-file consists of two arrays, the one having the size of materials and the other having the punching-press-geometry. The pointers are used to connect the geometries to the materials. This is shown in Fig. 8.4 (b). The array for the geometry is one-dimensional and each geometry data is stored in the form shown in Fig. 8.5 into this array. F-file has two arrays, the one for tool information, and the other for punching-press geometry assigned to the tool. The pointers are used to connect the tool and the geometry punch-pressed by the specified tools. This is shown in Fig. 8.4 (c).
```

* BLANK
B1=B/100,250, ...
B2=B/200,120, ...
*BFINI
*MATERIAL
M1=M/50,75, ...
MOVE/10,10
LT=PTN/LIR,INCR,5, ...
Blank
Infomation
Material
Punching-press Geometry
Statements
\#MEND
. Punching-press Geometry
Statements
\#MEND
*MFINI
*TASK
TT=PUNC/1,5/LT, ...
T2=CNC/2,AUTO, ...
•
•
*TFINI

```

Task
Infomation

Fig. 8.2 Input information sequence
```

Blank data start statement
*BLANK
Blank data statement
symbol=B/l,w,n,t,c
1;Length of a given blank
w;Width of a given blank
n;A number of blank stocked
t;Thickness of a given blank
c;A cost of a given blank
Blank data end statement
*BFINI
Material data start statement
*MATERIAL
Geometri data start statement
symbol=M/l,w,n
l;Length of a given material
w;Width of a given material
n;A number of a given material required
by user
Geometry data end statement
*MEND
Material data end statement
*MFINI
Task data start statement
*TASK
Task assignment data statement
symbol=CNC/priority,AUT0,r
symbol=CNR/priority,AUT0,tl,tw
symbol=PUNC/priority,r/symbl,symb2,...,
symn,miaterial symbol/..., .../...
Task data end statement
*TFINI

```
Fig. 8.3 (a) Input language

\section*{Geometry statement}

\section*{singl hit}

Continuous hit


MOVE/X.y
symbol \(=140 \mathrm{~L} / \mathrm{r}_{\mathrm{y}} \mathrm{dr}_{1}, \mathrm{dr} \mathrm{r}_{2}\)


MOVE/ \(x, y\) tw
symbol \(=\) REC/ 1, th. tw
MOVE/ x,y
symbil=RAD/f,j,d



MOVE/ \(x, y\) symbol=TGL/h,tw

move/ \(x\).
symbol =CAA/ \(1,0, d r_{1}, d r_{1}\)

symol= igl/h,tw
move/ \(x, y\)
symbol = RRC/ \(1, \mathrm{t}_{1}, \mathrm{tw}\), w.tle.twa.r


Geometry end statement MEND

Fig. 8.3 (b) Input language for punching-press geometry
\begin{tabular}{|l|l|l|l|l|l|}
\hline Symbol & \begin{tabular}{l} 
Width of \\
blank
\end{tabular} & \begin{tabular}{l} 
Length \\
of blank
\end{tabular} & \begin{tabular}{l} 
A number \\
of blank
\end{tabular} & \begin{tabular}{l} 
Thickness \\
of blank
\end{tabular} & Cost \\
\hline & & & & & \\
\hline & & & & & \\
\hline
\end{tabular}

Fig. 8.4 (a) B-file standard data format


Fig. 8.4 (b) M-file standard data format
\begin{tabular}{|l|l|l|l|l|l|l|}
\hline task \(i\) & \(n_{i}\) & code & prio. & A1 & A2 & A3 \\
\hline
\end{tabular}


YWORK (500)

Fig. 8.4 (c) T-file standard data format
\begin{tabular}{|l|c|c|c|c|c|c|c|c|c|}
\hline POINT & 1 & \(x\) & \(y\) & \(*\) & & & & & \\
\hline PTN/LIR & 21 & \(\theta\) & \(d x\) & \(n\) & \(*\) & & & & \\
\hline PTN/CIR & 22 & \(r\) & \(\theta\) & \(d x\) & \(n\) & \(*\) & & & \\
\hline PTN/ARC & 23 & \(r\) & \(\theta\) & \(n\) & \(d \theta\) & \(n\) & \(*\) & & \\
\hline PTN/GRD & 24 & \(\theta\) & \(d x\) & \(n\) & & & & & \\
\hline & & \(\theta\) & \(d x\) & \(n\) & \(*\) & & & & \\
\hline HOL & 6 & \(r\) & \(t\) & \(p\) & \(*\) & & & & \\
\hline RAD & 7 & \(r\) & \(\pm t\) & \(\theta\) & \(d \theta\) & \(p\) & \(*\) & & \\
\hline REC & 8 & \(\pm \tau\) & \(\pm w\) & \(t_{1}\) & \(p_{1}\) & \(p_{2}\) & \(*\) & & \\
\hline CAA & 9 & \(\tau\) & 0 & \(t^{i}\) & \(p\) & \(*\) & & & \\
\hline TGL & 10 & \(c_{i}\) & \(\hat{h}\) & \(t\) & \(*\) & & & & \\
\hline RRC & 11 & \(\pm \tau\) & \(\pm w\) & \(t_{1}\) & \(p_{1}\) & \(t_{2}\) & \(p_{2}\) & \(r\) & \(*\) \\
\hline
\end{tabular}

Fig. 8.5 Canonical data format for punching-press geometry

\subsection*{8.2.4 The Allocation Processor OPTNST}

The processor OPTNST is the routine that solves the following problem.

Problem Given the number and the size of the materials as the product, and the number, the size and the cost of the stocked blanks, assign and allocate the materials to the blanks so that the minimum costs and wastes are resulted, and determine the number of blanks to be consumed.

The problem is mathematically modeled. Now. let us set \(b_{j}(j=1,2, \ldots, m)\) and \(r_{i}(i=1,2\), \(\ldots, n)\) to the number of the blanks \(B_{j}(j=1,2\), \(\ldots, m\) ) and the number of the materials \(M_{i}(i=1\), 2,..., n), respectively. Also, let us set \(a_{i j k}\) to the number of material \(M_{i}\) which is allocated onto the blank \(B_{j}\) in the \(k-t h\) allocation manner among all of 1 possible allocating manners. Then, \(a_{i j k}\) is determined to satisfy
\(\max\).
\[
\begin{equation*}
\sum_{i}^{n} \sum_{j}^{m} a_{i j k} \quad x_{i j k} \tag{8.1}
\end{equation*}
\]
subj. to \(\quad \sum_{i} a_{i j k} \quad S_{i} \leq A\left(B_{j}\right)\)
( \(\mathrm{j}=1,2, \ldots, \mathrm{~m}\) )
where \(S_{i}\) is the area of the material \(M_{i}, A\left(B_{k}\right)\) is the area of the blank \(B_{j}\) and \(x_{i j k}\) is the number of
materials \(M_{i}\) allocated onto the blank \(B_{j}\) in the k -th manner.

Under Eqs. 8.1 and 8.2, find \(a_{i j k}\) and \(x_{i j k}\) that satisfy
\[
\begin{array}{ll}
\min . & \sum_{i}^{n} \sum_{j}^{m} \sum_{k}^{l} a_{i j k} \quad x_{i j k} \\
\text { subj. to } & \sum_{j} \sum_{k} a_{i j k} \quad x_{i j k} \geq r_{i} \\
& (i=1,2, \ldots, n) \\
& \sum_{i} \sum_{k} x_{i j k} \leq b_{j}  \tag{8.5}\\
& (i=1,2, \ldots, m) .
\end{array}
\]

The new method for solving this problem is proposed in chapter 3. CAMPS adopts this new method. The processor input is \(b_{j}, r_{j}\), and the size of materials and the blanks are extracted from B-file and Mfile. The results are stored into Nest file (N-file).

\subsection*{8.2.5 Task Sorting Processor TSKCLS}

Punching-press processing is executed against the blank on which the material allocation is already determined by the preceeding processor. As the positions of the punch-pressed geometry are defined on the material, they are translated into the position on the blank onto which the materials are allocated. The tasks
of punching-press by the use of the same tool and the same priority are sorted as a group in order to reduce the manufacturing time.

The algorithm is developed for this sorting.
Let us define symbols under below:
\(M_{i} \quad\) the \(i-t h\) material ( \(\left.i=1,2, \ldots, m\right)\)
\(t_{i k}\) the \(k-t h\) task worked on \(M_{i}(k=1,2\), ..., n)
\(T\left(t_{i l}, t_{i 2}, \ldots, t_{i n}\right)\) a set of tasks worked on \(M_{i}\).
\(g_{i k h}\) the \(h\)-th geometry assigned to the task \(t_{i k}\).
\(N_{j l}\left(M_{p}, M_{q}, \ldots, M_{r}\right)\) a set of materials allocated onto the blank in the 1 -th manner.
\(T\left(N_{j l}\right) \quad\) a set of tasks worked on \(N_{j l}\).
From the allocation result, we obtain a set of materials as
\[
\begin{equation*}
N_{j l}=N_{j l}\left(M_{p}, M_{q}, \ldots, M_{r}\right) . \tag{8.6}
\end{equation*}
\]

Let us set \(T\left(M_{i}\right)\) to a set of tasks worked on \(M_{i}\),
\[
\begin{equation*}
T\left(M_{i}\right)=T\left(t_{i 1}, t_{i 2}, \ldots, t_{i n}\right) \tag{8.7}
\end{equation*}
\]

T-file gives the task information in the form of Eq. 8.7.

The material set is given by Eq. 8.6, the task set working on \(N_{j I}\) is
\[
\begin{align*}
T\left(N_{j l}\right)= & T\left(M_{p}\right) \cup T\left(M_{q}\right) \cup \ldots \cup T\left(M_{r}\right) . \\
= & \left\{\left(t_{p l}, t_{p 2}, \ldots t_{p a}\right) \cup\left(t_{q l}, t_{q 2}, \ldots, t_{q b}\right)\right. \\
& \left.\ldots \cup\left(t_{r l}, t_{r 2}, \ldots, t_{r a}\right)\right\} \tag{8.8}
\end{align*}
\]

By giving the same suffix to the same task, Eq. 8.8 is changed into
\[
\begin{equation*}
T\left(\mathbb{N}_{j l}\right)=\left\{t_{j 1}, t_{j 2}, \ldots, t_{j s}\right\} . \tag{8.9}
\end{equation*}
\]

Eq. 8.9 gives \(N_{j l}\) all tasks that are to work. Then we search for the material set in turn of \(t_{j u}(u=I, 2, \ldots, s)\) such as
\(W\left(t_{j u} / N_{j I}\right)=\left\{M_{x}, M_{y}, \ldots, M_{z}\right\}\) subject to \(t_{j i}=T\left(M_{x}\right) \cup T\left(M_{y}\right) \cup .\). \(U T\left(M_{z}\right)\).

Then, we list up the geometries corresponding to task \(t_{j u}\) and determines the absolute position of geometries in \(\mathrm{N}_{\mathrm{jl}}\). In this way, geometry positions are figured out.
8.2.6 Punching-press Tool Path Determination Processor OPTPTH

Tasks which have a common priority and are assigned to use common tools are sorted to the same group by the previous processor TSKCLS. Now, a punching-press tool path, which is positioned on all the geometries defined by the tasks sorted to the same group, must be calculated.

Let us set \(\left(a_{i}, b_{i}\right)(i=1,2, \ldots, n)\) to a certain positioning point. The positioning point stands for
the geometry punch-pressed in the sorted group. We regard a continuous punch-pressed geometry as a point. Then, the determination problem in which the tool travels and presses out all the points within the least time is to solve the following mathematical programming model:
\[
\begin{array}{cc}
\text { min. } & \sum_{i}^{n} \sum_{j}^{n} C_{i j} x_{i j}, \\
\text { subj. to } & \sum_{i=1}^{n} x_{i j}=1(j=1,2, \ldots, n) \\
& \sum_{j=1}^{n} x_{i j}=1(i=1,2, \ldots, n), \\
& x_{i j}{ }^{2}=x_{i j}(i, j=1,2, \ldots, n),
\end{array}
\]
where \(C_{i j}\) is the distance between two points ( \(a_{i}\), \(b_{i}\) ) and \(\left(a_{j}, b_{j}\right)\). The tool path is presented by the solution in \(x_{i j}=1\). If a velocity of the tool moving with x axis is the same as the one with y axis, the distance becomes,
\[
c_{i j}=\max \left(\left|a_{i}-a_{j}\right|,\left|b_{i}-b_{j}\right|\right) .
\]

CAMPS system adopts this distance.
The above model is so called "Traveling Salsman Problem". Though the branch and bound method is usually employed in solving the problem efficiently, a huge memory and consuming time is needed by this adoption. In accordance with system design condition \(l\),

CAMPS system adopts a method that brings an approximate solution practical enough within small memory and time. The method employed as this processor OPTPTH is the nearest path method.

The procedure of the nearest path method is as follows.

Let us define \(t(n)\) as a set of all the \(n\) point suffices and define \(t(k)\) as a set of \(k\) point suffix whose point is already punch-pressed. Then procedure of solving the problem is
\[
\begin{gathered}
f_{k+1}=f_{k}+\min \quad C_{k j} \\
j \in(t(n) \cap \widetilde{t(k)}) \\
f_{0}=0,(k=0,1,2, \ldots, n-1),
\end{gathered}
\] where \(\widetilde{t}(k)\) is a negative set of \(t(k)\). The tool path is seeked in the order of suffix \(j\) determined in k step.
8.2.7 Shear Scheduling Processor SHEARS

We assume an NC shearing has a L-shape blade. When the L-shape blade is applied to shear out the materials, a shearing order must be scheduled. Unless it is scheduled, the blade often shear out the undesired material. A case of undesired shearing is shown in Fig. 8. 6.


Fig. 8.6 Undesirable shearing with an L-shape blade

In other words, the L-shape blade shears out the material only desired according to the shearing order of the materials and it should not shear out others. The determination of the shearing order becomes such a problem as below:

Make such a schedule that the shear order of
the materials satisfies the transitive relation. The transitive relation means the relation that the material \(R_{i}\) is first sheared out among the materials \(R_{i}, R_{j}\) and \(R_{k}\) when the material \(R_{i}\) is sheared out before the material \(R_{j}\), and the material \(R_{j}\) is sheared out before \(R_{k}\). The method is proposed for solving the problem in chapter 7.4.2. The processor SHEARS is the routine loaded by this proposed method.
8.3 Examples

Examples resulted from running CAMPS system are illustrated here. The mini-computer instituted for the system is OKITAC 4500-C. A load module memory size is around 26 K words.

Fig. 8.7 shows the material geometries input into the system.

Fig. 8.8 shows the example of input language describing above material geometries, the blank information and the task information. Input is done in turn of the blank data block, the material data block and the task data block.

Fig. 8.9 is line-printed output of the canonical data format that is translated from the input language by SCANER.

Fig. 8.10 is the material allocation drawings as the results of auto-allocation by OPTNST. In Fig. 8.ll, * implies a waste area.

Fig. 8.ll is the table listed up by TSKCLS:
Fig. 8.12 is the tool path simulation results which is output by OPTPTH.


Fig．8．7 Simple example of material input geometry
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Fig. 8. 9 B-file, M-file and T-file outputs


ETK QITPUT
H. vicl to.
\(\begin{array}{ll}2 & \\ 2 & 0 \\ 1 & \\ 3 \\ 3 \\ 7 \\ 3 & 0 \\ 10 & \end{array}\)

WNTE
IHPUT
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{4}{|l|}{mither} \\
\hline \multicolumn{4}{|l|}{N. Lolumbranc.} \\
\hline 1 & 5 & 20 & 0 \\
\hline \(\pi\) & 200 & 二0000000000 & t \\
\hline & 50 & 50 & 1 \\
\hline 3 & 20 & \$00 & 2 \\
\hline 1 & 0 & 0 & 0 \\
\hline 1 & 0 & 0 & 0 \\
\hline 7 & 0 & 0 & 0 \\
\hline & 0 & 0 & 0 \\
\hline & 0 & D & 0 \\
\hline 10 & 0 & 0 & 0 \\
\hline \multicolumn{4}{|l|}{EnM} \\
\hline \multicolumn{4}{|r|}{} \\
\hline \multicolumn{4}{|c|}{OITPUT} \\
\hline \multicolumn{4}{|l|}{12. LTE} \\
\hline \multicolumn{4}{|l|}{1 d} \\
\hline \multicolumn{4}{|l|}{27} \\
\hline \multicolumn{4}{|l|}{1} \\
\hline \multicolumn{4}{|l|}{12} \\
\hline \multicolumn{4}{|l|}{\% 0} \\
\hline \multicolumn{4}{|c|}{0} \\
\hline \multicolumn{4}{|c|}{0} \\
\hline \multicolumn{4}{|l|}{- 0} \\
\hline \multicolumn{4}{|l|}{- 0} \\
\hline \multicolumn{4}{|l|}{100} \\
\hline UNS & TE & & \\
\hline
\end{tabular}

WNTE
INPUT


Fig. 8.ll Allocating result





... thsx geohetry ilist ....uel:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline t \% \(0 .\). & symace xosu & code & 11 & 22 & 13 & 14. & 15 & as & 17 & As & 19 & 110 & 111. 112 & A15. 115 & 116 & 187 \\
\hline 1 & 13 & LIR & 25 & 20 & - & 2 & 75 & & & & & & & & & \\
\hline 2 & - 14.9 & \({ }_{\text {Lita }}^{\text {Lit }}\) & 25 & \({ }^{23} 10\). & 0 & , & 75 & * & & & & & & & & \\
\hline 4 &  & & 12
120 & 100. & - & & & & & & & & & & & \\
\hline 5 & A1 10 & Arc & 100 & 200. & 65 & \(\bigcirc\) & 3 & so & & & & & & & & \\
\hline 6 & HI . & Hol. & 100 & 200 & 50 & 10. & 10 & & & & & & & & & \\
\hline
\end{tabular}




Fig. 8.10 TSKCLS output


Fig. 8.12 Punching-press tool path

\subsection*{8.4 Conclusion}

CAMPS (Computer-Aided Manufacturing for Punching-press and Shearing) system is designed and developed, based on the studies of space allocation problem. Through the system design and development, the followings are concluded.
1. The CAM system for punching-press and shearing is designed and developed in the consideration of easy input and implementation.
2. Simple language is designed as the input of system.
3. To automate planning of each processor in punching-press and shearing, the processors are developed and coded by modeling each process by the mathematical description.
4. The system validity is demonstrated by showing the output examples of CAMPS system.
5. CAMPS system will contribute transfering DCN system to sheet metal manufacturing.
6. It is expected that saving the resources and reducing the process planning time are acomplished by the use of CAMPS system.
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\section*{9. Conclusion}

There are many different situations and fields in which space allocation problems arise. Such problems, when encountered, must be analyzed along with their occurrence situations from the viewpoint of the common recognition of the space allocation problems. Then they should mathematically described and modeled.

In modeling, it must be confirmed that the problems to be modeled are already turned into the subproblems of the real problems and the obtained optimum solutions of the problems modeled are not the optimum solutions of the real problems: This means the subproblems of the real problems are solved and the suboptimum solution is obtained instead of the optimum solution.

The space allocation problems to be mathematically modeled are combinatorial in most cases. Hence the proof of the optimum solution is guaranteed by searching all the feasible solutions. However, it is impossible to execute such searching procedure because of an enormous combinatorial number of solutions. This directs the problem-solution method towards suboptimum-optimum solutions.

The basic strategy for developing such a method in this paper is to "divide the problems into some solvable subproblems and obtain the optimum-suboptimum solution". From experience, the optimization of subproblems approaches to the optimization of the whole problem although it does not compose the optimization of the whole problems. The methods developed in Chapters 2, 3 and 4 stand on this strategy.

Meanwhile, there is a question as to whether a
large scale computer is really needed to solve the problems when most of the problems occur daily or in every hour. And the problems belong to "NP-Complete Problem". Economically the use of a large scale computer is not a good choice because of high costs if the practical solution is reached by the use of a mini-computer. Thus the algorithms are established for a midium-small sized computer.

A recursive procedure is designed so as to realize the algorithms for such a computer. If the algorithm does not consist of the recursive procedure, many procedures must be prepared corresponding to many cases of the subproblems. This implies that the method which has the above-mentioned function is rather said to be a kind of "artificial intelligence". It will be needed in the near future perhaps, but it costs too much at present.

The space geometries treated in this paper have almost regular shapes. Although the graphic processing techniques for the space allocation problems are developed so as to deal with irregular shapes in Chapter 7, these are not applied sufficiently to the problems. However, as the graphic processing is essential for the treatment of the space allocation problems, especially when irregular shapes of the spaces are represented, the graphic processing techniques discussed will be of great use.

In closing the paper, it must be emphasized that the optimization of the problems means the optimization of the subproblems as the result of modeling the real problems. Therefore, even if the complete optimization of the problem is accomplished, it is the partial optimization of the real problem. Thus, we have already accepted that the partial optimization will approach to the optimization of the real problem. In order to accomplish the complete optimisation, we must know the whole system of the problem. A couple of hundred years ago, economist Adam Smith said, "An invisible hand will lead the partial optimization to the optimization of the whole system". We may say that one of the final goals of the optimization is to establish the "invisiblehand of the system".
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Appendix A Mitsubishi Metal Sheet Production
System
A.I Introduction

```

A development of an automated metal sheet production line system was intended for the sake of rationalization of a factory when a construction of a new factory had been planned by Mitsubishi Electric Company. In this new system for the metal sheet production, \(N / C\) shearing machines and N/C turret punching-press machines are equipped and they are directly controlled by a host computer. A feature of the new system is that decision making of the metal sheet products allocation in large metal sheets is executed automatically and it dominates the system. P.B.M. (Pair to Block Method) proposed in chapter three was adopted for this allocation decision making. This appendix introduce of P.B.M. adoption for the metal sheet production in the factory.
A. 2 Hardware System

A product flow diagram of the designed metal sheet production system is shown in Fig. A.l.

Corresponding to each production process, hardware equipments are assigned in the production line. Hardware equipments assigned and their functions are as follows:
(Note: a is for Process, b is for Equipment and c is for Function.)
1. a. Initial shearing b. Shearing machine I
c. Shearing coiled metal sheet with desired length
2. a. Levelling
b. Leveller machine
c. Making a metal sheet flat
3. a. Edge trimming
b. Shearing machine 2
c. Trimming edges of metal sheet
4. a. Transportation \(1 \quad\) b. Turn table
c. Selecting a shear machine to be used
5. a. Transprotation 2
b. Convayer
c. Transporting a metal sheet and setting it to a turret punching-press machine
\begin{tabular}{lc} 
6. a. Punching-press 1 & b. Turret punching-press \\
machine 1 \\
c. Punching out holes & \\
\begin{tabular}{ll} 
7. Punching-press 2 & b. Turret punching-press \\
& machine 2
\end{tabular}
\end{tabular}
c. Punching out holes
8. a. Shearing
b. Shearing machine I
c. Guillotine shearing
9. a. Shearing
b. Shearing machine 2
c. Right angle shearing

The production line of the system becomes as shown in Fig. A.2.


Fig. A. 1 Products flow line


Fig. A. 2 Hardware system

\section*{A. 3 Software System}

The software system developed consists of three procedures: input data processing, processing for auto-allocation of metal sheet products, and punching-press processing. We only describe the procedure concerning to P.B.M., processing for autoallocation.

In processing auto-allocation, three algorithms are prepared for the metal sheet product allocation.

Algorithm A: P.B.M. This is prepared for the allocation of many different-sized products. Both types of shearing machines (Guillotine type and Right angle type) are available.

Algorithm B: Pyramid building method. This is adopted for complements of P.B.M. Some cases occur on P.B.M. in which a block built up by more than two products brings a better solution than a block built up by pyramid products. In such cases, this algorithm works.

Algorithm C: If a number of the same products are required, this algorithm works. This algorithm allocates products
to the shape of mesh.
By using three algorithms, the auto-allocation procedure is composed. Allocation procedure is described by the following 8 steps.

Step 1: Product data are input. If there is no datumn as input, the procedure is terminated.

Step 2: Input data are sorted in accordance with metal materials, priorities and so on.

Step 3: Algorithm \(C\) is employed to allocate the same kinds of products. In this procedure, if a waste ratio resulted from the allocation is bigger than the pre-set one, go on to the next. step. If not, go to step 8.

Step 4: An algorithm employed is selected between \(A\) and \(B\) by the adoption of shearing method. If a right angle shearing, go to step 7. If not, go to the next step.

Step 5: Algorithm \(B\) is employed.
Step 6: If a waste ratio resulted from the allocation is bigger than the pre-set one, go to the next step. If not, go to step 8.

Step 7: Algorithm A is employed.
Step 8: The allocation results such as punchpressed hole coordinate determination and an arrangement of the nested products are edited.

A process flow diagram is shown in Fig. A. 3 . Fig. A. 4 is some results of the allocation employed by the developed procedure.


Fig. A. 3 A flow diagram




Fig. A. 4 Examples of product allocation

\section*{A. 4 Effects of System Development}

After the introduction of the developed system, the productivity is widely improved. This effect is shown in Table A.l. Before the development of the system, metal sheet products are sorted to large area products and small ones. It becomes unnecessary to sort them in this system.

By estimating manufacturing time hour/year in Table A.l as workers, 9.1 workers per year is reduced to 2 workers per year after the development of the system.

Table A. \(\operatorname{Effect}\) of system development
\begin{tabular}{|l|c|c|c|}
\hline & Pre-systan develoment & Post-system develonfent \\
\hline & No. Of procucts & hr. \(/ \mathrm{yr}\) & hr./yr. \\
\hline Large area of products & 14728 & 3535 & \\
Small area of products & 41052 & 1142 & 3782 \\
\hline Total & 55780 & 14947 & 3782 \\
\hline
\end{tabular}

Appendix B OPTI-CUT System Mannual

A method proposed in chapter four is applied to metal sheet cutting at Murata Machinary Company. A Program coded is modified to meet a practical problem that occurs by the implemented NC shearing machines and products tolerance. Such problems are repositioning and edge trimming.

When the area of machine tables available for shearing is smaller than the area of blanks (raw metal sheets), the blanks must be set and fixed at least twice. This operation is called "repositioning". As frequent repositioning makes undesirable effects on the product tolerance, repositioning is usually operated only one time if necessary. A modified nesting algorithm conquers this problem. Edge trimming means that four edges of the product is cut down. When three products are allocated in the blank as shown in Fig. B.l, a kind of "Burr" is generated. This prevent the products from keeping tolerance. This problem is also overcome by the addition of the offsets to the product.

The modified processor is named "OPTI-CUT". A manual for OPTI-CUT will explain how these problems are remedied and the proposed method works.

The manual of OPTI-CUT is described as follows.


Fig. B.I "Burr"

Coneral Descriptions
The olfi-cut alnala pou te easily and rapidly produce the HC fave for shuarinq maciasle, whioh has L-shape bradt, with input sizes, quantitimes shudring ndenime, whith metal to be sheared. The OHTI-CUT provides yuu prouvcivis:y, profitability and eary inventary.
The ofti-cut system is inolimentei on General Electrie Time shareing Service Mmink III. GE arnvides riog iypes of conputer zervicus whith Furearound and Backoround. the

Fig \& bellow showes you OPTI-CUT system diaporam
hi this manuat, flitik means source sheet metitio be sheared, and Minterimh neans requested shect metal io be sheared.

2. Generating a File
 as shoun in Fiq 1 . fhose the files could he qenerated by use of hidk


2-1. -glank Fille
- Fthat * is a inventory file whith contents will be equal to the blanks
curpentry exizt in your faciory. cuan:tiy of hlinks us.ad in the =ompuratiun is automatically subtructed fron the "Elank" file. To print "Flank "file by lis command showes you It is user's obligation to adjust the cantents of 'make tile valess

Registration fornat is followinc
(H), (X), (Y),(C), (V),(CR), (YO), (XR)

Wher: Sheetisiank) number. Any nunber can be used in inieger yp to 3 digil.
Lenoth of dianix along \(x\)-aris in nm,
\(Y\). Length if blank diong y-axis in itm.
e. Any number can be used in iollowinf format
\(x x_{x} x \quad(x=0 \rightarrow 7)\)
C-piting the eode as follow is recomended.
The left mast 2 diqits are corresponded to sheot metal cole the right mus: 3 diais with floatina point are eorresponded the right mus: thickness of the blank.

then
\(0 \leq 3.2\) neans the blank of stegl with 3.2 thiekness
 102.5 neans the blank of alminum with 2.5 inickness.

C, Quantily. Maximun quanti:y is linitpd 9779.

2-2. "jos" file
 Paratits firci
every oftiment runs.
every OPTI-CUT runs.
it is allowable to input several different codes of naterial at pandon in min sins. fize. nPTImefit will arrange then and orncess thim in oriber Maximum quantity of materials is 50 kinds for each code alrd 150 kinus in total.

Kegistration fornat is follouing.
\((N),(X),(Y),(C),(V)\)
Where Material number. Any number con be used in intecer up in 3 diait. Material number. Any number can be used
Length of material alnay \(X\) atis in mat. Is may be grained to y-asia Leng the OPTI-CUT
 by the DPTI-CUT.




 not bu nocessary unless PARim io is set io ? .

GR: Width of sirip reserved for grippinc blank
YD, Saluage allnwance in x-direction nf blank.
XR, Salvage allowance in y-direstion of blank atear enc.


FEL SAlvatismandinees


II: (PARAM 13) \(=0\). Mm
are defaulted.
Causions
the delinitter could be comma or spices, =oman is wsed in this annual.
IAl thouah up to 10 blanks in each code are referenced by OUTI-EUT sune of blanks will be iqnoryd if relistaral more than to blatis. alile could begenerated by both tape or key-board input.
3. Paraneter (params
paranever is prepared making a function of opit-cut flexible, yuu will
 Registratian format is followina.
(PAREM), (C), (U)
Where Crassification. Desail is described bellow
Ci fariala. The number mot include a decinal poins.
\begin{tabular}{|c|c|c|}
\hline Classificasion & Premat & Descriptions \\
\hline -- & 0. & \begin{tabular}{l}
Q... हुeport requires the listing of blanks which are referencad by giti-CUT. \\
1.1 Ho: require.
\end{tabular} \\
\hline & 0. & \begin{tabular}{l}
Q.1 Renort requires the listing of anterials which are processed by Opti-cut. \\
i. Ho: require.
\end{tabular} \\
\hline 3 & 1. & \begin{tabular}{l}
0.: Priority is set by the square of materials When opit-cut sinulares layaut. \\
1. Priority is set by the length.
\end{tabular} \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline classificatian & Premet & Descriptians \\
\hline 45 & 0. & positianning zuronatically. \\
\hline
\end{tabular}

\footnotetext{
(Not used at this inh )
}
(30) 0. Width of duny cut alonf x-azis in nn.
(31)
0. Width of duny cut along Y-axis in ma.

1. Priority is set by the lenath

\section*{(. Hot used at this tine )}
\(=\)

10
 are not reftrencerf by ofti-LII
It meuns following values are required.
pirait is (i;R) \(=40.0\) m

1. Param li-i3 are reiprenced. Unless otherwis
 dufavits will auronetically ser.
min,yo and xR are nat effect it requirial.
2. 促, yo and \(x\) ar are noterferced. Unless oftherwige

CR,YU and XR ara required in the GlainK"
 required.


50 TAPED Hame of the output fillefor NC data (refer to fia (1) File nane is acceptable from Thipl io ThtEscyg Filenane is actepiable from tmpery for this parameter

5100 0.. Sequence number is not required in HC data. sequence number is not requence number required.
\(\frac{\text { Elassification ire-set }}{14} \frac{\text { Descripions }}{40 . \quad\)\begin{tabular}{l}
\text { Vidih of sirip reserved for grippiny blink. } \\
\text { Reier io fig } \(2 .\)
\end{tabular}}

12
0. Saivage allowange in x-dicestion of blank Refer iofiqz.
O. Salvace allowance in Y-direction of blank. Refer : fily 2.
680. Haxinun cut of blade r-axis in mm
5. Access the opti-cut

The OPTL-CUT can be accessed by independent run, which is one of service
in foreqround, to decrouse the ranniny cust
Independent run has three kind of priorities such as
1. PRID(EXP) - Exorety


5-1. Sign-on
Arter gour terninal is connecied is the Ce's system, the systom begans
a forad signoon sequance
1. Inous user number.
2. Input paws warris.
3. Input ID iancuace to be used
- Enp must be required for neti-cilt

5-2. Genera:ing the file
Files named "blank= and "Jok" are prepared by user. Format for each
file is prouivusty deyeribed, refer io chapter 2 if necessary.
1. Generasing the filk fron key-board

HEL in alo-
\(\frac{\text { HFU TOR }}{\text { KEMDT }}\)
-
2. Gonarating tha file from paper tape

HEW OR OLD-
\begin{tabular}{l} 
HEW OR RL \\
MEU TOR \\
\hline RERDY
\end{tabular}
DSAT FOR IHPUT
( rurn tapernjder on,

\(\frac{S_{\text {SU }}}{\text { READY }}\) ( R REP)
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HOUBri3100
HOUSY 13100
NOU 76000

HOU두․ 000 Y9：900
NO：0． \(2=1\)
MC：1 \(1 \times 3.3000\)
MG12～22
HU13x \(5=000461900\)

Helsmiz
Hじ17×＇r．5000Y：900
H019rte゙
H015x日3000
M0こ0×123000Y11900
H021Y8000
NOE2x45000Y9900
NO 2740000
NOZ4
HOZSA
HOZ7nt
ROVOH2


NUさ2スマコロ0 99900
Nosixilezuorja900
NCIAR2シ00
MOEF10：199900

NGJ7XUR 71900
nuラ38スゴJ300Y50500
H0tur2こ700
N04110300

． H 4 43171900
HUFFT 51900
\(\mathrm{Nu}+\mathrm{F} 51900\)
NOHA「S1900
\(\mathrm{HO} \mathrm{H} \boldsymbol{\mathrm { Y }} \mathrm{I} 1900\)

H0ッタイニ1900
H049Y1：
hosoxursisao
NoS1Y11800
80 53k 60000 Y－1000
H05；xa0000Y4000nOJ
M 0 ESM41


H65アx－1000no3


\section*{Appendex C Comparison of Boundary Evaluators}

For the features of boundary evaluators, isocontour displacement of boundary evaluators, Penalty function and a new evaluators are plotted by \(X-Y\) plotter. Calculation of the evaluators are run by OKITAC-4500-C. The results prove that the discussion in chapter seven is verified.

Experiment 1) Aspects of Penalty function and the new boundary evaluator are examined and plotted for the following simple geometry shape.
\[
\begin{aligned}
& f_{11}(x, y)=x-4 \geq 0, \quad f_{21}(x, y)=5-y \geq 0, \\
& f_{12}(x, y)=3-y \geq 0, \quad f_{22}(x, y)=11-x \geq 0, \\
& f_{13}(x, y)=10-x \geq 0, \quad f_{23}(x, y)=y \geq 0, \\
& f_{14}(x, y)=y-1 \geq 0, \quad f_{31}(x, y)=x-9 \geq 0, \\
& f_{31}(x, y)=2-\left\{(x-3)^{2}+(y-2)^{2}\right\}^{\frac{1}{2}} \geq 0 . \\
& P=\left[\prod_{i=1}^{4}\left(f_{l i}(x, y) \geq 0\right)\right] \cup\left[\bigcap_{i=1}^{4}\left(f f_{2 i}(x, y) \geq 0\right)\right] \\
& U\left[f_{31}(x, y) \geq 0\right]
\end{aligned}
\]

Experiment 2) The same experiment as the experiment l is attempted. In this geometry shape, a different operation is examined. The geometry shape is described as follows.
\[
\begin{aligned}
& f_{11}(x, y)=x-1 \geq 0, \quad f_{21}(x, y)=x-5 \geq 0, \\
& f_{12}(x, y)=4-x \geq 0, \quad f_{22}(x, y)=4-y \geq 0, \\
& f_{13}(x, y)=4-y \geq 0, \quad f_{23}(x, y)=14-x \geq 0, \\
& f_{14}(x, y)=y-2 \geq 0, \quad f_{24}(x, y)=y-2 \geq 0, \\
& f_{31}(x, y)=2-\left\{(x-4)^{2}+(y-3)^{2}\right\}^{\frac{1}{2}} \geq 0 . \\
& P=[\overbrace{i=1}^{4} f_{i 1}(x, y) \geq 0] \cap\left[\prod_{i=1}^{4}(f(x, y) \geq 0)\right\} \\
& \left.\cup\left\{f_{31}(x, y) \geq 0\right\}\right], \\
& \text { where }[\overbrace{i=1}^{4}\left(f_{l i}(x, y) \geq 0\right)] \text { shows }[\underbrace{4}_{i=1}\left(-f_{l i}(x, y)\right. \\
& \text { z0)]. }
\end{aligned}
\]

(a) Aspect of Penalty function

(b) Aspect of the new evaluator

Fig. B.I Result of experiment 1

(a) Aspect of Penalty function

(b) Aspect of the new evaluator

Fig. B. 2 Result of experiment 2```

