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1. Introduction 

This chapter is intended to introduce and organize a 

common conte)"'ts and their contents to be dealt with in the follow-

ing chapters. For this purpose, the common terminology for 

models to be analyzed later is presented with some materials 

with which to survey the background. Though the description 

of the problems varies from chapter to chapter, the problems 

themselves are recognized from the common point of view and 

accordingly generalized in this chapter. 

In section 1.1, the objectives and motivations are 

described. Section 1.2 is intended to create generalized 

space allocation problems discussin.g: 

1.2.1 Resource 

1.2.2 Material 

1.2.3 Relation 

1.2.4 Geometry Description 

1.2.5 Performance Measures 

The background of the space allocation problems is 

surveyed in section 1.3 in the following order. 

1.3.1 One-Dimensional Forms 

1.3.2 Two-Dimensional Forms 

1.3.3 Three-Dimensional Forms 

1.3.4 Graphic Processing in Space Planning 
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1.3.5 CAD in LSI Design 

The materials given in 1.3 do not completely cover all 

the space allocation problems~ but still they extract the 

common recognition of the problems. 

Section 1.4 concludes the remarks of the space allocation 

problems. 

1.1 Objectives and Motivations 

The space allocation problem may roughly be described 

as follows: 

a) to make up an optimum resource by building material 

spaces under the given criteria. 

b) to divide the given resource into optimum materials 

under the given criteria. 

The objectives of this paper is to present new methods 

and optimum solutions, or near optimum solutions at the least, 

practical enough for engineering. 

These types of problems are actually and easily found in 

such programs as to how to apply a number of tiles on the 

floor, how to allocate rooms within a restricted area, how 

to load cargos on a truck, how to patch tasks on a gantt chart 

and so on. In the field of engineering too, there are same 

type of problems related to the extension of information 
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processing for manufacturing system. These problems include 

a cutting stock problem in metal sheet industry, machinary 

layout problem in a factory, multi-job scheduling problem in 

a computer ,LSI design in CAD, etc. 

Before using a computer for these problems, either an 

engineer, a planner or a designer has to spend quite a few 

days in solving or designing them through "trial and error" 
-

and "experience", which are the only approaches available. 

To make matters worse, the problems described above are 

essentially combinatorial, therefore there are a number of 

solutions, and the engineer has to select the best possible 

one. Certainly the recent development of computers of high 

speed processing with huge memory capacity has done much 

to eliminate such difficulties. However, efficient methods 

have not yet been established except for a few cases. Under 

such circumstances,~ari approximate solution to the problems 

would bring a great deal of economical effects to industry. 

In fact, a computer-aided manufacturing system for metal 

sheet cutting, developed by Mitsubishi Electric Company, 

adopted the method to be presented in chapter 3. This saved 

9882 hr/yr and 7.2 workers in producing desired products by 

raw metal sheet shearing as compared with the productivity 

before the system development. 

Also, the method to be presented in chapter 4 is actually 

applied in Murata Machinary Company to a shear CAM system 

which is developed in chapter 8~ The efficiency of raw metal 

3 -
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Fig. 1.1 An example of metal sheet product allocation 

(Mitsubishi Electric Company; presented by 

Y. Tomooka.) 

r.. S::~:l :"111: nun 

Fig. 1.2 An example of metal sheet product allocation 

(Sapporo Software Engineering; presented by 

M. Yoneyama.) 
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sheet utility reached around 90% --- a rise from 70%. 

The studies on the problem start with the motivations 

under the situation mentioned above. Most of the problems 

to be dealt with in this paper are known as "Non-Polinomial 

Problems", meaning "Polinomial Time Algorithm" on the dis­

cription size n of the problem has not been found 

as yet. Therefore, this paper aims at practical approaches 

to the space allocation problems, which will give optimum 

solutions practical enough for engineering. 

1.2 A General Model 

A space allocation model, from which subsequent problems 

are drawn, is described by considering resource, material, 

geometry description, relation and performance measure e 

1.2.1 Resources 

Resources mean spaces either composed of given spaces or 

which can be divided into separate spaces. Such spaces are 

blanks nested by material spaces, buildings consisting of 

given functional rooms, a gantt chart for job shop scheduling 

dispatched by jobs, computer processing capacities assigned 
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by tasks, holes filled in with bricks and so on. 

Resources are written by a set R, 

A resource Ri is often devided into a subset such as: 

where R ~ Z. An example of this is found in the computer 

multi-job scheduling where Tl is an input, T2 is a subroutine 

library, T3 is processing and T4 is an output. 

1.2.2 Material 

Materials mean either spaces into which resources are 

divided or spaces with which to compose resources. Such 

materials include the ones sheared from blanks of raw metal 

sheets, rooms allocated in a building, machines . located in a 

factory, tasks for multi-job scheduling, CM time for TV time 

scheduling, boxes loaded on a pallete and so on. 

Materials are written by a set M, 

M = {MI , M2 , .. ·, Mn }. 

There are sometimes space constraints which restrict materials. 

The space constraints are written by a set C
i

, 

C = {C1 , C2 , ... , Cn } restricting as 

M. C C., i = 1,2, ... , n. 
1 1 
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1.2.3 Relation 

There is a case in which the resources and the materials 

have a mutual relation in their elements. Such a relation 

is called a "binary relation". A notation which shows the 

binary relation can be introduced as: 

R. B R. R. 
l J l 

has the relation B with R· 
J 

and M. B Mj 
M. has the relation B with Mj l l 

Such an example is found in the relation of a room .M. 
l 

with the adjoining room Mj . 

1.2.4 Geometry Description 

Spaces dealt with in the problems have their own shapes. 

Therefore, geometry descriptions for the spaces are essential. 

In order to describe any shapes of ~he spaces, a generalized 

description method need be introduced. The method must also 

be effective not only for the geometry descriptions but to remedy 

graphic processing which occurs in space allocation. Such 

graphic processing to be overcome includes collision problems 

between spaces and recognition problems on where the spaces 

are allocated. From the viewpoint ~entioned previously, 
(1) 

"Formulated Pattern Method" developed by Prof. N. Okino is 

applied as the description method if such situations come out. 

"Formulated Pattern Method" (FPM) is simply illustlated as 
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follows. 

The given space P is devided into primitive spaces Pi , 
and P is presented by the use of a union operator in a set 

theory as below: 

a 
P = U p., (1 . 1) 

. 1 1 1== 

where a is the number of primitive spaces . Primitive spaces 

are divided into half spaces P .. , then we gain, by the use 
1J 

of an intersection operator, 

a b 
P = u n p . . 

i=l j=l 1J 
(1. 2) 

whe r e b is the number of half spaces of primitive one P . . 
1 

As set p . . == { x I P .. ( X) ?: a}, Eq. lJ lJ (1.2) becomes 

a b 
P = U n { x I P .. (x) ~ a} . 

i=l j=l 1 J 
(1.2') 

As to the appl ication of this description method to 

graphic processing in the space allocation, the usage of 

"Boundary Evaluator" is offered in chapter 7 . 
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1.2.5 Performance Measure 

Performance measures for the problems depend on the 

situation in which a problem occurs. The subsequent chapters 

mainly treat the followings as the performance measures: 

a) A minimum waste in cutting and trimming situation 

b) A minimum cost in packing situation 

c) A minimum partition situation 

Each of the above is briefly discussed in the following 

section. 

a) A minimum waste in cutting and trimming situation 

An extremely common industrial problem is of the follow­

ing type: cutting material items to satisfy a set of orders 

for non-material size of a resource. The material-depletion 

form of the problem occurs frequently where cutting is 

necessary and has been treated extensively under various 

names, such as "stock cutting", "scrap reduction tl and "trim 

loss". Exactly parallel one-, two- and three-demensional 

forms are displayed in connection with cutting length, 

sheets, and blocks respectively. Otherwise, if we consider 

"locatingtl instead of "cutting", the depletion problem 
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becomes a packing problem. As the performance measure in the 

stock cutting case, the trim loss (the waste) needs to be 

minimized. In general, the problem of this type is known 

as the "knapsack problem". 

b) A minimum cost in packing situation 

A complex problem may arise when a number of similar 

products are made in a wide variety of sizes. Each of the 

products is to be packed in an individual cardboad box. 

A typical instance can be found in ball-bearings. If each 

product is packed in the smallest box that will contain it 

exactly, the warehouse space for stocking the completed 

articles, transport costs based on volume and the actual 

box costs will all be reduced to the minimum. 

c) A minimum partition situation 

When the resource is divided up into the materials 

whose shapes are restricted, the number of the materials 

needs be minimized. A similar performance is found in 

making the materials in the simplest shape in as large 

area as possible from complex shape resources. In an automat-

ed LSI pattern development, this performance is needed to 

minimize the developing time due to the number of patterns 

decoded from the original LSI pattern. 
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1.3 Background 

1.3.1 One-dimensional Form---Knapsack Problem, Optimum 

Packing, and Space Allocation Problem 

Consider a group of materials Mj (j = 1,2, .. . , m) 

an d a res ource R. The problem i s simply t o pack (allocate) 

as many materials as possible into the resource without 

any protruding. Let us set u
j 

to the area of Mj , d
j 

to 

the price of M. and w to the area of R. The problem is 
J 

described as 

m 
minimize ~ d · x j , ( 1. 3) 

j=l J 

n 
subject to ~ u. Xj :f. W (1. 4 ) 

j =l J 

\vhe r e x .. =t M. i s packed 
lJ J 

Otherwise 

The inequality Eq. 1.4 is derived from the geometry 

condition under which the sum of the material area packed 

should be smaller than the area of the resources. If we 

rega rd u j as the wei ght of the given j-th i t em and w 

as the sum of the weight allowed to load items and d. as 
J 

the price of the j-th item, this prob l em is known as a 

"Ifnapsack Problem" which occurs in some cargo loading 

operation. Gomory(2)(3)(4) solved it by formulating it as 
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"An Integer Linear Programming" for "All Cutting Plane 

Method". Bellman and Drefus applied "Dynamic Programming 
(5) 

Method" to the problem and Kolser approached to it by 

the use of "Branch and Bound Method". It seems that Kolser's 

method is most efficient among them, but the program 

dimensions solvable are ranged from 3 to 100 items by Kolser 

using IBM 7094. 

In the case where some resources are given, the problem 

becomes packing of all the materials in the resources. 

Let us consider the materials as bricks and the resources 

as holes. Then, the holes are of a similar size, and the 

bricks are all of the same cross-section as the holes but 

different in length. (Fig 1.3) 

Hole Hole Hole Hole 

2 3 4 

(a) Holes 

(b) Bricks 

Fig. 1.3 Optimum packing problem 
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The problem is simply to pack all the bricks into the 

holes without any protruding. This type of the problem is 

known as "Optimum Packing in One-Dimensional Form". 

"TV Spot Reservation Problem" (6) and "Time Tabling Problem" 

(7) are two examples actually found. A.R. Brown described 

the detail of the treatment of this problem in his "Optimum 

Packing and Depletion,,~8) 

Instead of surveying this problem, let us introduce 

another problem in the same situation as the above. 

If we treat the bricks as jobs and the holes as the 

machines, the problem becomes "Job Shop Scheduling Probem!!. 

In order to describe the problem, let us formulate the 

problem as follows: 

minimize 

subject to 

m m 
~ (max P

J
. - P

J
.), 

j=l j=l 

P. = 
J 

n 

j = 1,2, ... n 

~ X .. = 1, x· . = 1 or 0 
j=l lJ lJ 

Where P
j 

is a processing time of the machine Rj , 

(1. 5) 

(1. 6) 

(1. 7) 

Fi is the job time Mi , x ij = 1 implies the job Mi is 

processed by the machine R. and x .. = 0 implies otherwise. 
J lJ 

An objective function adopted as the performance measure is 

the situation of the cutting stock which extracts a minimum 

waste shown in Fig. 1.4 by cross-hatched lines. 
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Time 

Pro-
Rl T1 T8 P

1 cessor 

R2 T2 

R3 T3 T6 P3 

R4 T4 T5 T7 P4 

R5 
. 

:PS 

~ I 

Fig. 1.4 Job shop scheduling problem 

As the second term becomes constant without wait 

times, the objective function is rewritten by 

minimize 
m 

max P. 
j=l J 

Eq. 1.5 shows "mean weighted finishing time" and 

(1. 8) 

Eq. 1.4 shows " max imum finishing time" in job scheduling 

problem. To be more general, sequence conditions under 

which job Mi must be preemptive before processing Mj are 

added to the problem and the problem becomes more 

sophisticated. The researches into this aspect have been 

made by E.G. Coffman. (9) 
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One of the typical problems that belong to job shop 

scheduling is "Flow-shop Problemll~10)(11)(12)(13) 

This is the N-P complete problem, on which S.M. Johnson~lO) 

I. E. Ignal~ll) I. Nabeshima~12) and H. Kubo(13) attempted to 

solve it. S. M. Johnson presented and analyzed the 

formulation of the problem and gave to 2-machine n-job 

problem a simple rule. I. E. Ignal, I. Nabeshima and H. 

Kubo tried to apply "Branch and Bound Method" to the 

problem and they made an effort to establish "more 

efficient lower bound". But solvable number of the 

machines for the problem is maximum 200 by H. Kubo's 

method using a computer with large capacity (FACOM 230/ 

75). In order to solve a practical problem in a factory, 

more efficient method should be desired even if it cannot 

reach an exact solution within a reasonable calculation 

time and a reasonable cost. 

Another performance measure of the space allocation 

, ~f d b D M S' (14) Th bl d' d 1S 01. ere y . L. 1mmon. e pro em 1scusse 

arises when an architect tries to arrange rooms of fixed 

area but unspecified shape in a floor plan in such a way 

as to minimize a given linear combination of the distances 

between all pairs of rooms. In one dimension, this is 

the problem of ordering line segments along a simple axis 

or rooms along one side of a corridor. In this problem, 

the rooms take the place of the materials Mi and the fixed 
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area implies the resource. 

The performance measure for the problem is the average 

daily traffic between two rooms---walking distance and 

traffic densities. Therefore, the expected total distance 

traveled by people of all distances is minimized. In this 

case, the space allocation problem becomes an ordering 

problem rather than one of the space allocations. The 

formula of the problem by D. M. Simmons is as follows: 

n i 
minimize 1: 1: C .. S .. , 

i=l j=l IJ IJ 
S .. ~ 0 
lJ 

(1. 9) 

This is being visualized as the problem of ordering a set 

of rooms of nonuniform known length along one side of a 

corridor where the cost accessed for each pair (i, j) of 

rooms is some scalar multiple Cij of their separation Sij' 

The operation S .. is the sum of the half-length of rooms i 
lJ 

and j added to the length of all the rooms between them. 

i 
As 1: 

j=l 
C .. S .. for i I j becomes the same formulation as 

IJ lJ 

the mean weighted job shop scheduling regarding the room 

length and C .. as the processing time and the job \veight 
IJ 

respectively (where the sum of the half-length of rooms i 

and j is ignored), it becomes possible to make use of SPT 

rules that figure out the lower bound for applying the 

branch and bound method to solve the problem. D. M. Simmons 

solved the problem by finding this property. The maximum 
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number of rooms for his numerical experiments is 15 

by the IBM 360-40/65 which is roughly 370k bytes memory 

available. 

1.3.2 Two-dimensional Form ---Cutting Stock Problems, 

Multi-job Shop Scheduling 

The approaches to the cutting stock problem are 

well known owing to Gomory and Gilmore~3)(4) Their first 

approach is to formulate the problem as a linear programming 

and to develop the efficient simplex method originated for 

the problem. In this problem situation, stocks take the 

place of resources. 

The formulation and algorithm develop e d by them are 

as follows. 

Let us define the notation: 

Ll , L2 ,··· , Lk 

11' 12 "" , 1m 

Nl , N2 ,· .. , N m 

a ij (j=l, ... , n) 

stock length 

ordered material length 

the number of pieces of the ordered 

material 

the number of pieces of length 

Ii created by j-th activity. 

the costs of the stock length 

cut by j-th activity 
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Xj (j=l, ... , n) the variables assigned to j-th 

activity 

The objective function to be minimized is 

+ c x . n n (1.10) 

The variables xl' ... , xn must satisfy m inequalities, 

+ a, x ~ n . 
In n i 

(i=l, ... ,m) 
By the use of the vector notation, the problem is 

minimizing 

subject to 

T T 
where C = (c l ' ... , c ), X = (xl"'" x ) , A = {a, ,} , 

n n lJ 

(1.11) 

(1. 12) 

(1. 13) 

and N = (n
l

, ... , n
m
!. Their method is based on the relation 

between the primary problem and the dual problem. The 

dual problem against the problem described by Eqs. 

(1.12) and (1.13) become 

maximizing 

subject to 

( 1. 14) 

(1. 15) 

T , 
where U is the variables (u l , u 2 ' ... urn) for The dual 

problem. If the both problems are optimized, it is known 

as C
T 

U=N
T 

U. The algorithm presented by them is based on 

this principle and it is briefly described as follows. 

1. Select feasible X so that AX = N , where the activity 

A. = (a l ·, a 2 " ... , a ,)T is figured out by solving a 
1 l l ml 

subproblem as a knapsack problem. 

2. Determine U so that AT U = N. 

3. Test optimality of the solution and its dual by 

CTX=NTU. 
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4. 

5. 

the solution is optimal for the 

activities selected. If not, go to step 5. 

T 
Select a new activity As = Cals ' 

so that A: U~Ck' (1< k5 m). 

a
2 

, ... , a )-, 
s ms 

6. If A is a really new variable to be entered into 
s 

the basis, change As into A and update A and C. 
T k 

Determine U so that A U = C. 7. 

8. Determine X so that A X = N. Then go to step 3. 

An important point in this algorithm is that all 

possible activities are not listed in each step. This 

saves a great deal of memory for calculation. It is 

considered that the algorithm is the revised simplex 

method. 

In the continued research work, they have formulated 

the problem as a generalized knapsack problem and solved 

it by Dynamic Programming. S. H. Hahn applied the 

D. P. method principally developed by them for the cutting 

stock problem with defects. 

Mathematical programming approaches to the two-

dimensional problem have briefly been surveyed as above. 

On the other hand, two-dimensional optimum packing 

problem is identified with the very geometric two-

dimensional problem by Codd, in scheduling hardware 

facilities of a large, multi-programming computer. 
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This problem is called a multi-job scheduling problem, 

and in its problem the resource and the materials are 

regarded as a program load and programs, respectively. 

Codd's procedure(15) attempts to place program's 

component rectangles on their load diagrams according to 

a set of placement rules. The programs are ordered 

according to the rules dependent on priority or precedence 

or, in the absence of both, on the longest running time. 

The placement rules offered by him consists of the 

following three. 

The program being considered is P. 

Rule 1 Fitting criteria 

(1) P's rectangle must be within the upper bound of 

facility. 

(2) P must not intersect any rectangles placed 

earlier. 

Rule 2 --- Left justification 

(a) No program may start unless another is terminating. 

(b) P's rectangle should be placed as far left as 

possible. 
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Fig. 1.5 Simplex method model 
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Fac­
i 1 i ty 

Upper Boundary 

Time 

Fig. 1.6 An example of Codd's rule 

Each program to be scheduled will give rise to several 

rectangles on several load diagrams. The object of this rule 

is to pack the schedule tight so that it is less likely to 

be affected by changing situations or requirements. It 

is obviously less densely packed to the right, leaving 

room for manupulation in the event of unavoidable changes. 

Rule 3 --- No fragmentation 

The "vertical" space---facility extent---is not split 

unless absolutely necessary. 

These rules are satisfied, considering each program 

in turn as mentioned earlier, by a stepping procedure 

_ 21 -



looking for "pyramid" bases or to extend existing "pyramid". 

The pyramid concept is best illustrated as shown in Fig. 1.6, 

where rectangles A form one pyramid and Band C others. 

The heavy lines are their basis which are always either: 

(a) the upper boundary, 

(b) the lower boundary, or 

(c) the uncover~ part of a layer of an existing 

pyramid. 

The pyramid can be built up or down from the basis, 

and the whole process is easy to specify in terms of 

manipulation of the coordinates of the rectangles. 

The similar procedure has been developed for metal sheet 

nesting by M. Yoneyama. 

1.3.3 Three-dimensional Form---Packaging Problem 

Three-dimensional form of the space allocation problem 

is known as a generalized knapsack problem being studied 

by P. S. Gilmore and R. E. Gomory(3)(4)(5) and as a 

packaging problem by R. C. Wilson~16) It is not sufficient 

enough to do research in this aspect only. 

This section briefly describes the latter problem. 

In many consumer goods product lines, a class of 

similar products are produced in a large number of different 

physical sizes. Each product must be packed into its own 
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cardboad box. The costs are minimized if each product 

is packed in the smallest box which fits the product 

exactly. The savings from using a different size box 

for each product are offset by the higher price of 

boxes purchased in small quantities and the additional 

ordering, inventorying, and handling costs of many 

different box size. If one assumes that demand activity 

for the period is known exactly for each product, 

the problem is to determine: 

1. the number of n of different size boxes for 

the line of m different size products, 

2. the dimensions of these n boxes, and 

3. which products to insert in which box in order to 

minimize the total cost of packing during the period. 

The problem is formulated as below. 

m 
Minimize 2:; 

i=l 
m 

subject to 2:; 

i=l 

m 
2:; 

i=1 

or that 

m 
2:; 

i=l 

n n 
2:; a· c. x .. + 2:; v· kj' 
j=l J J lJ j=l 

. J (1.17) 

b .. x. = 1 (i = 1, ... , m) 
lJ lj (1.18) 

a. b .. x· . ~ d· l lJ lJ l (1.19) 

a i b ij x ij = O. (j =1,2, ... ,m) (1.20) 
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The notations used are defined as: 

a. the forecasted demand activity for product 
l 

i during the period, in units (i = 1, ... , m), 

c. total cost of box size j (j = 1, ... , n), 
J 

c j1 : purchase cost of the box size j (j = 1, .. 

.. , n), 

C'n cost of the warehouse space occupied by the JL. 

box size j, 

k j system operating cost if the box size j 

is used, and 

box j is used 

otherwise 

d i minimum acceptable activity of box size j 

in the period, and 

Xij =c 
if the product i is packed in the 

box size j 

otherwise 

A constraint Eq. 1.18 implies each product must be packed 

in only on size box. Constraints Eqs. 1.19 and 1.20 imply 

if the box size j is to appear in the solution, economics 

of purchasing requires that at least d j of the box size 

j be purchased during the period, or else none are to be 

purchased. In the objective function, the first term is 

the cost when the product i is packed in the box size 

j and the second term is the total operating cost of the 
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number n boxes in the system. 

The resources are the boxes and the materials are 

the products in the program obviously. 

In the environment in which this problem arose, the 

number of different products, m, was about 2000 and the 

number of meaningful increment, h, in each dimension was 

150, giving n = 3,375,000. The number of variables 

therefore exceeds a billion and the number of constraints 

imposed by Eqs 1.18 and 1.19 exceed 10 million. For 

this reason, a heuristic method is presented. The method 

consists of three steps---step 1, box size generation, 

step 2, box reduction, step 3, selection. The list of 

candidate boxes is generated in the step 1. The list is 

augmented by comparing each subsequent product with the 

boxes already on the list and adding a new box if none on 

the list are within the acceptable tolerances. In the 

step 2, each box is eliminated step by step from the 

initial set ( established in the step 1) so that the cost 

is least incremental. Then, the number of boxes is 

decided to satisfy Eq. 1.18. In the step 3, the results 

of box reduction are examined as to wether they satisfy 

the restrictions Eqs. 1.19 or 1.20. Also the total cost is 

calculated. If the total cost becomes relatively flat by 

inspection, step 3 is concluded. If not, alternative box 

sizes which are the function of the operating cost are 

seeked and tested again. 
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R. C. Willson succeeds in saving over 25% of the cost 

of present cardboad boxes and space costs per year. 

In chapter 5, the similar situation of the problem 

is discussed to determine the box size and the carton 

size in which the box es are packed. 

1.3.4 Graphic Processing in Space Allocation 

In the survey made in the previous sections, the 

geometries of the resource and the materials are simplifi­

ed as rectangles and cubics in order to turn the problem 

to mathematical program~ing. Therefore, the problem is 

not dealt with from the viewpoint of graphic processing. 

In spite of the efforts to make the problem simple, 

information is needed on how the materials are located 

within the resources or how the resources are cut out 

into the materials, at least. For instance, Dynamic 

Programming approach by P. C. Gilmore(5) and others 

prepare the two arrays to show the material location. 

The two arrays store the upper value coordinate of the 

material located sequentially on the x axis and y axis 

within the resource. 

As shown in the above simple instance, another 

important phase of the space allocation problem is the 

graphic processing. 
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The graphic processing necessary in the space 

allocation problem must solve the problems of how the 

material and the resource geometries are described and 

stored into the computer, how the existence of the materials 

within the resource is recognized by a computer, and how 

the relation of the locations between materials or 

between the resource and the material can be recognized. 

There are few attacks in the field of mathematical programm .... 

ing but there are some found in the field of architecture 

space planning. The space allocation situation is called 

Space Planning in the Computer-Aided Design of archi-

tecture. Let us inspect the graphic processing in archi-

tecture in the respect of the space allocation problem 

briefly. 

In space planning, the rooms for a house is considered 

as the materials and the area allowed for building the 

house as the resource. 

The most common problem formulation in space planning 

deals with the weighted distance between an arranged set 

of rooms~17) The objective function is 

min 
n n 
~ ~ 

i=l j=l 
d .. w· . 
lJ lJ 

where d ij = ((xi - X j )2 + (Yi _ Yj)2)1/2 (1.21) 

or similar distance function, based on Cartesian coordinates 

and subject to the limitation that a room occupies only 
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one location. Of course Eq. 1.21 responds to only one 

special relation between rooms. The other relation~ 

such as direct adjacency, sightliness, specific distance 

constraints and others are combined with the distance 

relation. 

The basic operation for the generation of alternative 

solutions for space planning problems involves the 

relocation of a single domain or a set of domains. The 

Cartesian points represented by a domain were altered 

though their attributes, shapes and dimensions remained 

invariable. A basic test involved in all relocation 

operations is an evaluation of a proposed empty domain 

so as to determine if the space required to locate 

the rooms is completely disjoined from all other filled 

domains. This can be considered as a test to ascertain 

whether an empty domain will completely encompass the 

solid domain it is receiving. Alternatively, it can be 

a test to check whether the solid domains already 

located have points in common with the solid being 

located. Furthermore, any alternative space planning 

can be generated and evaluated if the following 

capabilities are available and faciliated. 

(1) Representation of domains of any shape 

(2) Determination of any dimensions or attributes 

of a represented domain. 
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(3) Identification of any desired set of adjacent 

domains 

(4) Determination of any dimensions or attributes 

of a set of adjacent domains. 

The above capabilities seem to well define those 

needed for space planning. C. M. Eastman(lS) 

compares four ways of the data structure of space 

planning representation among themselves: plain 

arrays, hierarchical array, string representation, 

and adjacency structures. 

Plain arrays use the two-dimensional array. 

In this representation, each subscripted variable in 

a predefined array represents a rectangular unit area, 

that is, domain. The subscripts of the domain provide 

the definition of its x and y Cartesian coordinates. 

The value of a variable in the array denotes its state. 

The domains used by an array to represent the room and 

the actual array used to represent the room are shown 

in Figs. 1.7, and l.Sea) and (b). 

~' ill 
II 

Fig. 1.7 Orthographic ~ ... 
projection of the plan 

, '- ~' "/f-S-

of a room 
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represented by an array 
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Fig. 1.8 (b ) The a c tual 

array used to represent 

a room 

Variations of the plain array representation 

have been developed that lessen memory requirements 

and processing time. One of them has been developed 

at Stanford Research In s titut e for use a s a rob ot ' s 

internal representatio n of the world. Instead of a 

single predefined grid, they use a method of sub-

dividing any given rectangUlar domain into 4 x 4 gri d 

ce l ls . Each cell can be further subdivide d into 4 x 4 

grids r ecurs i vely. Homo geneou s doma ins a re no t sub-

divided. Subdivision i s only required at the boundaries 

of elements. A diagram of domains expressed in such 

a repres e ntation is presented in Fig. 1. 9 . 
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Fig. 1.9 The hierarchical set of domains defined by 

the SRI array 

In a string representation, domains are defined 

according to a particular strategy for collecting 

homogeneous point locations. The state of a particular 

point location is determined by summing row prefixes 

in the y coordinate and scanning the appropriate rows 

in the x coordinate. The application of this domain 

definition technique to the floor plan shown in Fig. 

1.7 produces the actual data structure as shown 

in Fig. 1.10. 
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The letter suffix expresses the state of blocks: 

W, A, B, C, E represent walls, objects A, Band C, and 

empty space respectively. The prefix defines the 

vertical extent of a set of domains. Thus a prefix, 

along with each symbol string within commas, defines a 

domain. 

A single rule of adjacency in both coordinates 

that allow a single accessing rule give a new 

representation. Especially the rule should be applied 

so that only single domain may be adjacent to each 

other in either coordinate. This is called an adjacency 

structure. This example produced in Fig. 1.7 is shown 

in Fig. 1.11. 

.5(G.SW, 10.0£) 

.5(.5\\', 2.1E, .5:\, 2.9E, .SW, lO .OE) 

.5(.S\\', l.GE, lAA, 2.5E, .SW, 10.0£) 

.5(.5W, 1.1£,2.3:\,2.1 E, .5W, 100E) 

.5{.S\\', .6[:;, 3. IA, 1.58, .5W, 10.OE) 

.5(.5',v, .3 E, 3.IA, 2.1 E, .5W, 10.OE) 

.5(.5\\', .SE, 2. 1A, 2.G8, SW, 10.OE) 

.5(.5\\', l.lE, 1.3A, 3.1E, .Un', IJ.CE) 
1.0(.5W, 5.5E, .5W, iO.OE) 
l.OC .5W, 5.5E, 10.5W) 
4.5( .5W, IS.5E, .5W) 
4.3(.5W, l.SD, I1.2B, 2.5C, .5W) 
l.2(.5W, G.on, i .OE, 2.5C, .5W) 
.5(16 .5W) • 

1<'. _ 19. 1.10 The actual 

data structure used 

R I 
I I 

i d , , 
I 

! I 

II , 

I I 

Fig. 1.11 An example of 

I 
-

1 

simple adjacency structure 
in the string repre-

sentation 
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The adjacency structure with variable sized domain is 

the algorithm extended from the two-dimensional array. In this 

algorithm, the domain size corresponding to the element 

of the array is variable. This is shown in Fig. 1.12. 

Table 1.1 shows the comparison of four space planning 

representations. 

In this paper, the space representation is 

presented by "Formulated Pattern" developed by Prof. 

N. Okino, and the algorithm needed for graphic processing 

of space allocation is discussed in chapter 7. 

ll"n· 
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.1 I I .1 .1 .1 ., .1 ., .., ., 7.' Z. ~ .5 
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• .1 , I I , I , , , • a • domains 
7 .1 , • , , 1 1 1 • • , , , .1 , • • 1 , 1 • , • • , • . , , a • • , • • • • • • 
" ., , • • • • • • , • .. , , 
11 .1 • • • , • • • • • , , , 
11 '.l , • • • • • • • • a • 
" lo.n , 1 , , , a , , , , • 
." l.H , , , , , , , , , , , • 
" .S • • • • • • • , .1 , . • • 

REl'Rr..sENTATIO.v 
rlai" Ei(ra"ch~l Sirint Adjaa"C1 
arta, OttO, 'rfa~~ Jlru.:;iw:1', 
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Table 1.1 Comparison n'"plp. nrrn nJ.;:lnf'lIL 
8.li Grrnfr.~l error In rcpre- 8.5 4.2 8.5 

r.rnllllioll of f!Ip.I11ClItS 

of four space plan- Ilot pflrnllef to coordi-
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1.3.5 C.A.D. in L.S.I. Design 

Today the production method for Large Scale 

Integrated circuits adopts the following design 

process. Each unit cell, which is the basic element 

structure of the circuit being integrated by transistors, 

diode inter connections and so on, is allocated within 

the circuit area allowed for wiring it, and then the 

unit cells are wired mutually among themselves. As the 

number of the cells and the needs of the circuit become 

larger and more sophistcated, the determination of the 

location and wiring of the cells become more difficult. 

And the difficulty exceeds human ability. Therefore, 

the design process must be automated. This problem is 

the same as the one mentioned in section 1.3.3 in that 

the performance measure must be suited for minimizing 

the wiring area. 

As the wiring depends on the predetermined place-

ment of the cells, wiring automation procedure is 

developed first. The recent works(19)(20)(21) treat 

the placement problem - of the cells by developing build­

ing-block methods. Fig. 1.13 and Fig. 1.14 show the 

examples of the results of the building block methods. 

The way shown in Fig 1.13 is called a bottom-up method 

and the way shown in Fig. 1.14 is called a top-down 

method. 
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(Bottom-up method) 
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Fig. 1.14 Building block method (Top-down method) 
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1.4 Conclusion 

This chapter attempts to describe a common 

recognition of the problems. For this purpose, the 

generalization of the models of the problem and the 

survey of the problems are attempted. 

It is known that the various types of the 

problems occur depending on the situations and their 

circumstances and that the suitable methods must be 

developed for them. For the recognition of the 

problems, we must approach from the two phases: 

mathematical programming and graphic processing. 

Though there are scarcely discussions arise on the 

graphic processing except in the ~rchitecture field, 

the effort for the graphic cprcessing in the space 

allocation problem must be made. This is because 

the problem is always restricted by the geometry of 

the resource and the materials. This implies that 

the procedure for the graphic processing must be 

developed and established for the space allocation 

problem. Such processing involves the method of 

geometric space description, the data structure of 

the space placement, the space recognition method, etc. 

As to the mathematical programming, the most of the 

methods surveyed, except for the Coddls rule, are based 

on the iterative calculation process, each step gradually 
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bringing the solution to the optimum. But the 

improvement of the solution is very slow and a 

number of memories and huge calculation time are 

required for a computer. The methods being presented 

are based on P. C. Gilmore and R. E. Gomory's work in 

most cases. But they essentially treat the problem in 

one-dimensional form, so their methods become less 

efficient than those that treat the problem in two­

and three-dimensional forms. 

The most of the problem formulations for the space 

allocation problem such as the Knapsack problem is 

known as the N-P complete, which means there is not 

an algorithm being found out by the polinomial 

order calculation time for the program description 

size n. Therefore, the heuristic methods are developed, 

which give optimum or suboptimum solution by straight 

or small calculation. In so developing, the problem 

must be thought over with regard to its situation and 

the necessity for the complete optimum solution. 

From the viewpoint mentioned above, the followings 

should be taken into consideration: 

(a) Compare the situation of the problems already 

studied with the one occuring. 

(b) Check the necessity of 100 per-cent optimiza­

tion carefully. 
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Cc) Analize the software and hardware facilities 

available. 

Cd) Consider both treatment of mathematical 

programming and graphic processing. 

The subsequent chapters present new approaches 

to the space allocation problem, considering the 

above items. 

- 39 -



References 

1. Okino, N. et. al., "Formulated Pattern for 

Computer-Aided-Design and Computer-Aided 

Manufacturing," J. S.P.E., Vol. 5, No.4, 1971. 

2. Gilmore, P'.C., and R.E. Gomory, "A Linear 

Programming Approach to the Cutting Stock 

Problem, Part I, II Opns. Res., Vol. 9, P. 849, 

1961, "Part II," Opns. Res., Vol. 11, No.6, 

p.863, 1963. 

3. Gilmore, P.C., and R.E. Gomory, "Many Stage 

Cutting Stock Problems of Two and More Dimen­

sions," Opns. Res., Vol.13, No.1, P.94, 1965. 

4. Gilmore, P. C:', and R. E. Gomory, "The Theory 

of Computation of Knapsack Functions," Opns. 

Res., Vol.14, No.6, p.1045, 1966. 

5. Kolesar, P.J., "A Branch and Bound Algorithm 

for the Knapsack Problem," Man.Sci., Vol.13, 

No.9, p.723, 1967. 

6. Lawrie, N.L., "An Integer Programming Model 

of a School Timetabling Problem," Compo J, Vol. 

12, p.207, 1969. 

7. Brown, A.R., "Selling Television Time: An 

Optimization Problem," Compo J, Vol.12, P.201, 

1969. 

- 40 -



8. Brown, A.R., "Optinum Packing and Depletion," 

Jeffres and Hill Limited, 1971. 

9. Coffman, E.G. Jr., "Computer & Job/Shop 

Scheduling Theory," John Wiley & Sons, 197f). 

10. Johnson, S.M., "Optinim Two- and-three-Stage 

Production Schedules \vi th Set-up Time Included," 

Nav. Res. Log. Quart., Vol.l, p.61, 1954. 

11. Ignal, E.J., and L. Schrage, "Application of 

the Branch-and-Bound Technique to Flow-Shop 

Scheduling Problems," Opns. Res., Vol.13, p.400, 

1965. 

12. Nabeshima, I., "Theory of Scheduling," Moriki ta 

Syuppan, 1974. 

13. Kubo, H., "A Highly-Efficient Branch-and-Bound 

Method for Combinatorial Optimization Problems," 

Ph.D Thesis of HOKkaido University, 1976. 

14. Simmon, D.M., "One-Dimensional Space Allocation: 

An Ordering Algorithm," Opns. Res., Vol.17, P.812, 

1969. 

15. Codd, E.F., "Multiprogram Scheduling - Intro­

duction and Theory," Comm ACM, Vol.3, No.f), p.347, 

1960. 

16. Wilson, R. C., "A Packing Problem, II Man. Sic., 

Vol.12, N9.4, P.B-135, 1965. 

- 41 -



17. Eastman, C. M., IIRepresentations for Space 

Planning," Comm. ACM, Vol.13, No.4, p.242, 

1970. 

18. Eastman, C. M., "Preliminary Report on a System 

for General Space Planning," Comm. ACM, Vol.15, 

No.2, P.76, 1975. 

19. Tanaka, Z., "Layout Automation for Developing 

LSI,II Nikkei Electronics, Vol.9, 1979. 

20. Woude, M., IICALDI: Computer-Aided Layout Design 

of I2L, Digital Process," Vol.2, p.143, 1976. 

21 Dunlop, A.E., "SLIP: Symbolic Layout of Integrated 

Circuits with Compaction," CAD, Vol. la, No.6, 

p.387, 1978. 

22 Oyamada, T., "Minimum Partitioning of a LSI 

Artwork Pattern,",I.P.S.J., Vol.16, No.7, 

1975. 

23 Weglaz, J., II IvIul tiprocessor Scheduling with 

Memory Allocation-A Deterministic Approach," 

IEEE Computers, Vol.C-29, No.8, p.703, 1980. 

24 Foulds, L.R., S.ij. Perera and D.F. Robinson, 

IINetwork Layout Procedure for Printed-Circuit 

Design," CAD, Vol.l2, No.1, p.177, 1980. 

25 Hadley, G., "Nonlinear and Dynamic Programming, IJ 

Addison-Wesley, 1972. 

- 42 -



26". Claude, M. Jr., "Mathematical Programming," 

John-Wiley and Sons, 1970. 

27. Fishburn, P.C., "Utility Theory for Decision 

Making", John-Wiley and Sons, 1970. 

28. Roberts, F. S., "Discrete Ma thema tical Models," 

Prentice Hall, 1976. 

- 43 -



2. A practical New Solution to Flow-Shop Scheduling 

problem---l~-Dimensional Space Allocation Problem~--

2.1 Introduction 

In an optimum packing situation, a problem in 

one and a half dimensional space allocation arises. 

A typical problem is simply to pack all the bricks 

into the holes without any protruding. This is called 

" Optimum Packing Problem ". The problem can 

also arise if we consider "processors" instead of 

holes and "jobs" instead of bricks. This is clearly 

the same as the packing problem and it is called 

"Job Shop Scheduling Problem". Assuming a particular 

packing situation where a satisfactory feasible 

solution has been found, there may be a further re-

quirement to achieve the "best" arrangement. In the 

job shop scheduling, two well-known "bests" are: 

(a) To minimize a maximum processing time among 

the given processors ( minimal-length schedule) 

(b) To minimize a mean flow type of the processors 

(mean flow-time schedules) 

One of the job scheduling problems is encounterd 

in a flow shop type production line and a computer 
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task system. If we treat the computer task system, 

a program is processed by a number of distinct 

machines during its passage through a computer system. 

Since all programs pass through the input, execution, 

and output phase, a task system can be viewed as a 

set of chains of m tasks, where i-th task in the chain 

must be executed on processor Pi' Determining a 

minimal-length schedule in such a situation is reffer-

ed to as the flow shop problem. Jobs are regarded as 

tasks in this problem. 

There are a number of studies on the flow shop 

scheduling. The first method to the problem is 

presented by S.M. Johnson(4) and his method is called 

IlJohnson's rule ll . This rule is based on an exact 

analysis on n-chain, 2-processor flow shop scheduling 

problem. E. Ignal and L. Scharge(5) apply a branch 

and bound method to the flow shop scheduling problem 

after almost ten years since Johnsonlls study. Then, 

there are some studies, the purpose of which is to 

improve an efficiency of the branch and bound method. 

(6)(7) 

However, the method based on the branch and bound 

reouires the computer memory in use to be so large, and 
J. 

a lot of computing time is needed for solving the 

problem. Therefore, it is not easy to solve a practi-



cally large scale of the flow shop scheduling problem. 

This chapter presents a method to find a solution 

for an n-chain and m-machine flow shop scheduling 

problem admitting no task passing. By using this 

method, it is possible to get an approximate solution 

for a problem of a practical scale. In relation to 

2 and 3 processor problems, the method produces the 

same results as Johnson's method does. 

This method proceeds as follows. At first, 

the binary relation of all the jobs is examined in 

connection with the precedence relation. From the 

results of the examination, the preference relation 

can be derived. The latter relation makes it possible 

to draw a directed graph. By using this directed 

graph, it it possible to find out a utility function 

for each job to be calculated. The values obtained 

in this way are then compared, and the chains are 

scheduled in the order of value. In addition, this 

chapter deals with experiments in which this method 

is applied to flow shop scheduling to obtain an 

optimum solution. The results by numerical experi­

ments prove that the method gives a practical solution. 
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2.2 A Formulation of the Problem 

For the m-processor flow shop problem, let 

the task system (:7 , ~) consist of n chains cl' c2' 

... , cn ' where each chain has m tasks Ai' Bi ··· , Zi' 

Ai ~ B. ~ ... ~ Zi' ~ implies task A· 1 
must be execut-

1 

ed on processor PI and once Ai finishes, task Bi must 

be executed on processors P2 and so is this relation 

till task Z1 must be executed on processors Pm' 

Fig. 2.1 shows an example. In Fig. 2.1 tasks Zl' 

Z2"'" Zn on processor Pm"'" and Bl , B2 ,···, Bn 

on processor P2 are executed in the same order as 

AI' A2 ,··· An are executed on Pl' This is shown in 

Fig. 2.1 as a gantt chart. 

A A A 
I----'-----!'---=---.J- _ _ _ _ _ _ , n - 1, n 

I 

B B? , _____ i BO _ 1 ! Bo 

f----------L--y-l-~ Y 2 L _ _ _ , Y n - " ~ 
z :Z: Z 

,-----'"?--'L ____ Ln.;:) Llli 

Fig. 2.1 A gantt chart of flow shop scheduling. 
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Let us define some notations before formulating 

tbe flow shop scheduling problem as follows: 

A set of k chains to be scheduled. 

A schedule length, which is obtained 

by k chains scheduling, on processor j. 

A processing time on processor j 

in the k-th chain. 

Then the minimal length flow shop scheduling 

problem is formulated to find out a sequence of 

chains as 

min. F :::; q(O'"n' m), 

subj. to q(~k' 1) = q(~k-l' 1) + t kl , 

q(~k' j ) = max (q((Jk' j -:1:), q (CTk - l ' 

+ t kj 

j :::; 2, 3, ... , m 

k :::; 1, 2, ... , n, 

where q (0-
0

, j) :::; 0, j :::; 1 , 2, ... , m. 

(2.1) 

(2.2) 

j ) ) 

(2.3) 

q(lfn , j) in Eq. 2.3 implies a finished processing 

time on processor j. This formulation is derived 

from Fig. 2.1 easily. 
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2.3 A Utility Function under a Weak Order 

Relation in the Flow Shop Scheduling 

A utility function for chains is established to 

the flow shop scheduling. In the discussion, a 

weak order is assumed for a set of chains in the re­

lation of preceedingly processing between any two 

chains, and the weak order is mapped to a directed 

graph. The utility function of chains is derived 

from a measurement of nodes in the graph. 

2.3.1 Preference as a Weak Order 

A binary relation R on a set X is a set of 

ordered pairs (x, y) with x ~ X and y ~X, where 

X = {I, 2, ... , n}. We write xRy to mean (x, y) E R. 

The binary relation will be assumed to have certain 

properties. (6) 

pl. reflexive if xRx for every x E X, 

p2. irreflexive if not xRx for every x c X, 

p3. symmetric if xRy =7 yRx, for every x, y E= X, 

p4. asymmetric if xRy::} not yRx, for every 

x, y E:- X, 

p5. antisymmetric if (xRy, yRx) ~ x = y for 

every x, y E: X, 
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p6. transitive if (xRy, yRz) =? xRz, for every 

x, y, z E- X, 

p7. negative transitive if (not xRy, not yRz) 

not xRz, for every x, y, z ~ X, 

pS. connected or complete if xRy or yRx for 

every x, y E:- X, 

p9. weakly connected if x* y ~ (xRy or yRx) 

throughout X. 

A binary relation that has or is assumed to 

have certain properties is given s spacial name. 

One is a weak order. The weak order is defined 

as follows: 

Definition: A binary relation R on a set X 

is a weak order if R on X is asymmetric and 

negatively transitive. 

Now, taking preference ~ as basis (read xiy 

as x is less preferred than y, or y is preferred 

to x), we shall define indifference 

x - y (not x "'::y, not y~ x). (2.4) 

When preference relation ~ on X is a weak order, the 

following theorem is well known. 

Theorem 2.1 [P.C. Fishburn] Suppose -1 on 

X is a weak order, being asymmetric and negative 

transitive. Then 
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a. exactly one of x ~ y, y ~ x, x ~ Y holds 

for each x, y E X; 

b. ~ is transitive; 

c. is an equivalence (reflexive, symmetric, 

transitive); 

d . (x ~ y, y ~ z) \'=? x ~ Z, an d (x ~ y, y ~ z) 

q x -? z; 

e. ~ is transitive and connected. 

2.3.2 An Order-Preserving Utility Function 

It is known that a utility function exists 

based on the next theorem as well. 

Theorem 2.2 [P.C. FishburnJ If -S on X 

is a weak order and x/- is countable, then there 

is a real-valued function u on X such that 

x ~ y ~ u(x) < u(y), for all x, y E X. (2.5) 

x/- in the theorem means the set of equivalence 

classes of x under ~. 

The utility function u in 2.5 is said to 

be order-preserving since the numbers u(x), u(y), ... 

as ordered by < faithfully reflect the order of x, y, 

under~. Clearly, if (2.5) holds, then 

x --S YR vex) < v(y), for all x, y E X, 
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for a real function v on X if and only if [vex) 

< v(y) <=? u(x) < u(y)] holds throughout X. 

Under the conditions of Theorem 2.2, 2.5 

implies that, for all x, y E X, x ~ y4=? u(x) 

= u(y), and x ~ y ~ u(x) < u(y). 

2.3.3 Precedence Relation on the Flow Shop 

Scheduling 

In order to apply the results of preference 

relation to the flow shop problem, we adopt a 

precedence relation as a preference relation. The 

precedence relation is defined as follows: 

If a chain x must be processed before a chain 

y, we call that the relation between x and y is 

precedence, where x, y E C and C is a set of chains. 

When the chain x and y is precedence relation 

and x is preceedingly processed before y, we denote 

it as.y ~ x, for x, y E C. If the precedence 

relation is a weak order, threre exists a utility 

function u which is order-preserving by reflecting 

the order of chains from 2.5. Therefore, establish­

ing the utility function for the chains in the flow 
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shop scheduling, we may make a schedule as the 

order of chains by rearranging the value of utility 

functions corresponding to chains from the largest 

one to the smallest one 

2.3.4 A Directed Graph and Tournament 

Let us define V as a set of vertices and 

A as a set of ordered pairs of elements of V. 

A is called the set of arcs. Then, a pair (V, A) 

is called a directed graph or digraph D. The 

directed graph is called a tournament when for all 

x i y in V, (x,y) is in A, or (x,y) is in A but 

not both. 

Regarding a set of chains X as the set of 

vertices V and a precedence relation among all the 

chains as the set of A, the directed graph D is 

made up from the preference relation of chains in 

the flow shop scheduling. 

The next theorem is known about the tournament. 

Theorem 2.3 [Reclei) Every tournament (V, A) 

has a complete simple path (a hamiltonian path). 

This complete simple path corresponds to a 

schedule which satisfies the preference relation. 
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In this way solving the flow shop scheduling 

problem is transformed into finding the complete 

simple path on the tournament. 

If the precedence relation is a weak order, 

being asymmetric and negative transitive, a complete 

path obtained from the tournament has the property 

shown in Theorem 2.4. 

Theorem 2.4 The tournament (V, A) is acyclic 

when and only when the precedence relation is the 

weak order. 

We prove this theorem according to J.G. Kemmeny 
(2) 

and J.L. Snell. 

Proof. Suppose that the tournament has a cycle, 

(a, b), (b, c), ... , (j, k), (k, a). Since the 

precedence relation is the weak order, a path 

must be transitive [Theorem 2.1]. 

By applying this property interatively to the 

cyclic path Ca, b), Cb, c), ... , (j, k), (k, a), 

a preceeds a. As the tournament is irreflexive, 

it contradicts irreflexive condition. Thus, 

the tournament derived from the precedence rela-

tion of the chains has no cycle. On the other 

hand, suppose that the tournament has no cycle, 

then a does not preceed a. Because the tourna-

ment has cycle if a preceeds a. If b -S a and 
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a ~ b, a path exists from a to a. It means cycle. 

If b ~ a and c ~ a. a path b to a and a path c to a 

do not intersect. Because the tournament has 

cycle if they intersect. Therefore the tourna­

ment has no cycle, if the precedence relation is 

the weak order. Q.E.D. 

The utility function is established based on the 

complete simple path of the tournament and the 

above theorem is used in the following section. 

2.3.5 A Utility Function in the Tournament 

We can now introduce the four conditions which 

a utility function will be asked to satisfy. Let 

u(x) be the utility function of the chain x. The 

conditions fo~ u are as follows: 

Condition 1. u(x) is always an integer number. 

Condition 2. If the chain x has no succeeding 

chains, u(x) = O. 

Condition 3. If x ~ y, then u(x) ~ u(y). 

Condition 4. If, without otherwise changing 

chain order, we add a new chains 

to the partial path which succeeds 

to the chain x, then the value 

u(x) increases. 
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By the above conditions, the value of the 

utility function u(x) is decreasing in the order of 

chains on the optimum schedule, and zero at the 

last chains, and positive number. 

Now, we establish the utility function which 

satisfies the above conditions. 

Theorem 2.5 Let u(x) be a number of chains 

succeeding to chain x. u(x) is the utility function 

which satisfies Conditions 1 to 4. 

Proof. Let us define an indirect precedence as 

that the chain x is preceedingly processed before 

the chain i, and an direct precedence as that 

the chain x is processed just one before the 

chain i. And we denote them as }- and'r'r respecti ve-

ly. 

Suppose that the chain x cannot be processed 

before the chain i (i ~ x). By applying theorem 

2.4, we obtain the followings. 

1 ° i >->- x because x 5-<r i is not allowed. 

2° If x ~~ k, for all the chains k, then 

i }-}- k because x ~<;.- k P'T i is not allowed. 

From 1° and 2° the number of chains succeed-, 

ing to the chain i is larger than the number of 

chains succeeding to x. Namely u(i) ~ u(x). 
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Now, let us examine the number of chains 

succeeding to each of all the chains {I, 2, 

... , x}, and set them to u(l), u(2), ... , u(n) 

respectively. Then suppose u(x) is the largest 

number among u(l), u(2), ... , u(n). Then, it is 

proved that the chain x is the first one to 

be processed. The proof is as follows. If 

there is the chain i which may not succeed to 

the chain x, uCi) > uCx) because of 10 and 20 
• 

This contradicts u(x) is the maximum number. 

Therefore, the chain x must be processed first. 

Next, we remove the chain x and repeat 

the same procedure. In this way, we obtain the 

decreasing series of value u(x). The chain 

processed at last has no succeeding chains. If 

we set this chain to the chain z, u(z) = O. 

If we add a certain chain to a partial 

path succeeding to the chain x, the number of 

chains succeeding to the chain x increases by 

one. Thus, u(x) increases. 

Therefore, the utility function u(x) 

satisfies conditions I - 4. Q.E.D. 

The utility function established in this way 

is a measure of vertices in the directed graph. 

And it is expressed by 
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u(x) = L k.o n
k

, 
k 

where k = 1 and nk is the number of vertices 

(2.6) 

succeeding to x in a level k. Eq. 2.6 is suggested 

by F. Harary. 

2.4 Algorithm 

If a precedence relation in the flow shop 

scheduling is a weak order, a utility function is 

figured out in the following four steps and an 

optimum schedule is obtained. 

l~ Let q(0"2(i, j), m) be a processing time when 

the chain i is preceedingly processed before 

the chain j for any of i, j E C. Then, set 

t ij as 

t i j == q (0-2 ( i, j), m), i, j = 1, 2,..., n 

t ij == 0 I i = j, i, j =: 1, 2, ... , n 

(2.7) 

(2.8) 

where matrix T =: {t .. } is called a cost matrix. 
IJ 

2° Make up a precedence relation matrix W = {w .. J IJ 

by 

if t ij > tji' then w. = 0 and w· . = 1 Ij Jl 

i, j = 1 , 2, ... , n i -j;. j, 

if t ij = tji' then w . . = w . . = 1, IJ Jl 

i, j = 1 , 2, ... , n i #- j, 
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if t.. < t.. then 1 d 1 J J 1 , w. . = an w .. = 0 IJ Jl' 

n 
a = L i j=l 

w· ., lJ 

i, j = 1, 2, ... , n i:j=.j. 

i= i, 2, ... , n. 

40 Set u(j) = ai' then arrange u(i) from 

the largest number of u(i) to the smallest 

one. After arrangement, the order of chains 

corresponding to the order of u(i) becomes 

an optimum schedule. 

In the algorithm, the precedence relation is 

determined by comparing a processing time of the 

chain paired order (i, j) with one of the chain 

paired order (j, i). It is discussed in the next 

section under what conditions the precedence relation 

in the flow shop scheduling is successful. But 

even if the precedence relation is broken up, the 

algorithm becomes still available by improving the 

steps 3 and 4 to the followings. 

3 10 Calculate a· 1 
and B· 1. 

as 

n n 
a. = L wij , Bi = L w· . ai' 1 j=l j=l lJ 

i = 1, 2, ... , n. 

4 10 Set ul(i) = ai + Si" Then, execute the 

procedure as described in 4 0 
• 
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In step 3 10
, Si means the number of chains 

which indirectly succeed to the chain i. Therefore, 

the utility function ur(i) in the step 4 ro presents 

the measure of vertices as arcs. Furthermore, since 

ul(x) is the function by a simply increased trans­

formation of u(x), ul(x) is the utility function 

as well that can determine the schedule. 

The memory size in a computer for the proposed 

algorithm is requested to be n(n+m) words which is 

summed by an array n~m words for the input data and 

an array n~n words for the cost matrix. The cost 

matrix may be used as the precedence relation matrix. 

So, even if the number of chains n is 100 and the 

number of processors m is 10, the memory size 

requested becomes about 100(100+10) words. It is 

almost 11K words. This size is much less than the 

size requested by a branch and bound method and 

is small enough to make use of for a mini-computer. 

- 60 -



2.5 Validity of Algorithm for Flow Shop Scheduling 

Let us discuss a validity of an algorithm 

proposed in 2.4 for a flow shop scheduling. It is 

executed by examining whether a weak order assump­

tion for a precedence relation is broken up. As to 

an irreflexivity, it is obvious that an irreflexive 

condition is satisfied. Therefore, we only look 

up transitivity. 

When the number of processors is two, S.M. 

Johnson points out that the transitive condition 

is satisfied in the flow shop scheduling problem. 

Furthermore he establishes his rule based on the 

transitivity. As seen in Johnson's rule, the 

transitivity exactly stood so that the proposed 

algorithm gives an optimum scheduling when the 

number of the processors is two. 

When the number of processors is three, 

the transitive condition is not satisfied. Such 

an example is shown in Table 2.1. S.M. Johnson 

applies his rule to the problem only when the tran­

sitivity is satisfied. If not satisfied, his rule 

gives an approximate solution. So does the proposed 

algorithm. 
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When the number of processors is m, there 

are few rules to determine the optimum schedule by 

a dispatching rule such as Johnson's. The proposed 

algorithm reaches the exact optimum schedule only 

when the transitivity is satisfied. In general, 

it gives near optimum solution. It is considered 

that the proposed algorithm is the extension of 

Johnson's rule to m processors. 

2.6 Numerical Experiments 

In order to show a validity of the proposed 

method, numerical experiments are executed by a 

mini-computer OKITAC 4500-C (40K words). 

A program is coded with FORTRAN. Task processing 

time to be used in the experiments are generated 

by uniform random integer numbers with one digit. 

Experiment 1) The proposed method is applied 

to the lO-chain 3-proc~ssor flow shop scheduling 

problem with minimal length, which is represented 

by E. Ignal and L. Scharge as the most time con­

suming sample for a branch and bound method. 

The input is shown in Table 2.2. The optimum 

schedule length is 66 and the sequence of chains 
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is (1,2, 3,4, 5,6, 7, 8, 9, 10). 

The proposed method gives an approximate solution 

whose schedule length is 67 and sequence of chains 

is (1, 2, 3, 5 I 7, 6, 8, 9, 10 ) . Itt ak e s 1. 15 

seconds to get the solution. Though Ignal's 

branch and bound method is also coded and applied 

to this problem, it is too many branching to solve 

the problem by the computer equipped. 

Table 2.1 An example of cahins which 

does not satisfy the transitive condition 

~ Processor 1 2 3 

P1 3 25 45 

P2 22 42 56 

P
3 2 22 40 

Table 2.2 E. Ignal and L. Scharge's example 

~ 1 2 3 4 5 6 7 8 9 10 
Processor 

P1 1 5 7 8 3 7 9 8 6 3 

P2 2 9 6 9 2 10 7 9 1 1 
P

3 9 7 8 9 3 4 7 4 3 1 
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Experiment 2) The proposed method is tested 

for 4- and 5-chain and 3- and 4-processor problems 

with minimum length and their results are compared 

with the optimum solution obtained by a complete 

enumeration method. The comparison is shown in 

Table 2.3. In Table 2.3, the worst solution 

means the smallest value of an approximate solution 

ratio among the test sample ones. The approximate 

solution ratio (A.S.R.) is defined here as 

the number of schedules whose length are shorter 
A.S.R. = all the number of possible schedules 

than the schedule length of the proposed method 

Experiment 3) On 4-chai~ 5-chain and 10-

to 50-processor flow shop problems, the same experi­

ments as the experiment 2 are made. This test is 

intended to understand effects of many processors. 

The results are shown in Table 2.4. 

Experiment 4) On 10-chain and 3-, 4- and 5-

processor, 20-chain and 3-, 4- and 5-processor, and 

30-chain and 3-, 4- and 5-processor of the flow shop 

scheduling problems, comparisons between the solution 

scheduled by the proposed method and one not scheduled 

are printed out on the line printer paper as diagrams. 

The reason why A.S.R. is not used is that the enume-

ration method is unavailable for many chains. The 

results aTe shown in Figs. 2.4 - 2.12. 
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Table 2.3 Results in experiment 2. 

Problem The Num. of The num. of \'10 rs t A. S. R. 
tested examples optimum solu- solution ( % ) 

tions obtained ( % ) 

4-chain 

3-proc. 50 41 72.9 98.2 

5-chain 

3-proc. 31 20 61 . 7 94.2 

4-chain 

4-proc. 37 28 87.5 98.0 

5-chain 

4-proc. 34 1 5 51 .6 94.0 

Table 2.4 Results in experiment 3. 

Problem The num. of The num. of Horst A. S. R. 
te s te d examples optimum sol u- solution (% ) 

tions obtained ( % ) 

4-chain 
10-proc. 1 0 7 66.7 90.9 
20-proc. 1 0 3 33.3 78.4 
30-proc. 10 2 45.8 76.8 
40-proc. 10 2 54.2 89.3 
50-proc. 1 0 3 47.7 83. 1 

5-chain 
10-proc. 10 8 56.6 96.5 
20-proc. 10 3 48.5 85.6 
30-proc. 10 1 76.7 93.7 
40-proc. 10 1 35.4 89.6 
50-proc. 1 0 2 68.3 89.2 
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Through the numerical experiments, the follow­

ings are to be concluded. 

In the experiment 1, the proposed method 

provides a good enough approximate solution. In the 

experiments 2 and 3, the solution is compared with 

all the possible schedule made up by the enumeration 

method. The results shows A.S.R. is around 90% 

and this is practical enough for the approximate 

solution. In the experiment 4, the exact solution 

is impossible to be reached by a mini-computer. 

Therefore, the schedule not to be scheduled is 

compared with the schedule to be scheduled by the 

proposed method. By these comparisons, the sche­

duled solution makes an effect for flow shop schedul­

ing. 
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2.7 Conclusion 

Through the discussion and the numerical ex­

periments, we can reach the following conclusion. 

(1) A new method of a flow shop scheduling prob­

lem as a one and a half dimensional space 

allocation problem is presented. 

(2) The proposed method is based on the weak 

order of the precedence relation in the flow 

shop scheduling. When 2- and 3-processor 

are used, the results obtained by the pro­

posed method becomes the same as the one 

obtained by Johnson's rule. The proposed 

method shows that Johnson's rule is extended 

to the case of m-processors. 

(3) On the n-chain and m-processor problems, 

the numerical experiments are executed. The 

experiments prove that the proposed method 

gives a practical enough solution. 

(4) The memory size required for the proposed 

method is around n(n+m) words and this size 

is small enough for a mini-computer. 
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3. P.B.M Approach to the Space Allocation Problem 

---The Optimum Trimming of Many Rectangular Plates----

3.1 Introduction 

This chapter deals with a problem that a number 

of rectangular plates---materials---are allocated to 

mak e a compact rectangular sheet---a resource---as 

small as it can be. As briefly seen in chapter 1, 

most of the developed methods apply only to specific 

cases. For instance, the two-dimensional problem is 

constrained in such a way to reduce it to a one­

dimensional problem and therefore it can hardly be 

applied to the general two-dimensional problem. 

In order to solve the general two-dimensional 

problem, a new method named P.B.M---Pair to Block 

Method---is proposed. This method is especially 

designed for solving a large number of materials with 

different sizes. 

The basic strategy of P.B.M may be summed up 

as follows. 

In the first place, all the rectangles are 

paired to produce a half of new rectangles so that 

the sum of wastes area included in the new rectangles 

will become minimum. Each of the new rectangles 
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are named "Block". If the number of blocks is one, 

the allocation is finished. Otherwise, the blocks 

are regarded as rectangles, and they are paired 

again. This process is repeated until a large 

block is formed from the whole of the given initial 

data. 

Each time a new pair is formed, the well known 

"assignment problem" is introduced, that is, an 

assignment matrix must be bound to determine a pair. 

This P.B.Mis applied to a number of numerical 

experiments and the validity of the method is proved. 

3.2 A Formula of the Problem 

First, let us define some symbols and terminology, 

then describe the problem. The symbols are a little 

different from those in chapter 1 because the first 

letter of a key word representing the problem is used. 

The symbols are defined as follows. 

Ri Given i-th rectangle having width ai and 

length b i , This corresponds to the material 

in the general model. 

Bk The k-th rectangular blank in all the possible 

allocating ways of the given rectangles, 
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S 

in some cases predetermined and 

restricted, with a width Wk and a length 

Lk , 

The area of blank Bk . 

The waste area summed up by all of waste 

areas included in blank Bk , 

The total area of the given n rectangles, 

namely, 

n 
S = L 

i=l 
a. 

l 
(3.1) 

Si The area of the given i-th rectangles, 

S .. 
l,J 

namely, 

S = a 
i i 

b. 
l 

The sum area of the given i-th and 

j-th rectangles. 

(3.2) 

w .. 
l,J 

The waste area included in a rectangle 

to be produced by joining the i-th 

and j-th rectangles. 

The terminology is as follows. 

Waste Scrap or trimloss 

Pair Combination of two rectangles 

Block Combination of two pairs 

And the problem is. described as follows. 

The problem Minimize the area of blank in 

order to include all given rectangles without their 
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overlapping. 

Then, the problem is formulated as follows. 

The formula: 

min W = min A(Bk ) - S, 
B k k 

k 

n 
subject to n 

i=i 

n 

R.(x.) _ n< 
l l 'T' 

an d URi (x i) C Bk ( x) , 
i==l 

(3.3) 

(3.4) 

(3.5) 

Where Ri (xi) is the region of rectangle ~ith 

its left under coordinate xi and Bk (x) is the 

region of the blank. 

Namely, the problem is to determine an allocation 

of all Ri under the Eqs. 3.3, 3.4 and 3.5. 

Fundamental to P.B.M is the determination of the 

algorithm to be u~ed. Several factors influence this 

decision. First, the area of blank Bk is unconstrained 

in some cases and constrained in other cases. Second, 

the physical condition that occurs in tri~ming process 

is taken into consideration. For this purpose, the 

giullotine cutting technique is used. 
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3.3 Fundamental Approach to Problem 

With respect to the two-dimensional problem 

mentioned above, it seems possible to obtain a 

certain guaranteed solution by adopting an exhaust 

enumeration search method. However, if we use this 

simple technique for the problems on a large scale, 

the solution time will be unrealistacally long. 

In making a block Bij with any two given rectangles 

Ri and Rj' and joining another one to Bij , and so 

on, the combinatorial number becomes Cn - 1) ! 

Then, it is very difficult to seek a solution for 

large n. 

n-l 
4 . 

There are two other approaches to such problems. 

Before describing two approaches, let us define the 

given problem Po Cn), where n is the number of 

rectangles. The one is to devide the problem Po Cn) 

k 
where n i < n and ~ n i = n. The solution will be 

i=l 

searched consquently through the subproblem or be 

(3.6) 

combinated by the solution of the subproblem. This 

type of algorithm is the Branch and Bound Method or 

the Dynamic Programming. But in this two-dimensional 

problem, the number of combination of the subproblem 

solution grows larger, too. 
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The one is to transform the problem to which the 

solution is known. By transforming the given problem 

to the known problem such as 

P + T (P) (3.7) 

Such transformation is seen in S.U.M T technique 

and simplex technique. If the transformation is 

iteratively executed and the dimensions of the 

varibles are gradually decreased, it may be described 

as 

P·+ l (n·+1 ) = T. (P (n.) ) 11· ·11 

where Ti implies transformation and n i +l , n i are 

the number of variables to be solved. In this 

transformation, if wi becomes small enough to solve 

the problem transformed, the solution is searched. 

As the problem is consquently transformed as 

where nO> nl > ... > nk , 

the upper limit of the computing time may be K times 

longer than the computing time required to solve the 

problem Po (nO). 

The basic idea of P.B.M. is based on this concept. 

In order to transform the primitive problem into 

the problem reducing the number of variables solved, 

a formulation of the assignment problem is employed in 

P.B.M. By solving the assignment problem, the number 
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of the variables of the reduced problem will become 

half. The formulation of the assignment problem 

is iteratively repeated till the problem satisfy 

the terminating conditions. The detail of the 

algorithm of P.B.M. is illustrated in the next 

section. 

3.4 The Algorithm of P.B.M. 

The procedure of reducing the size of the problem 

is acomplished by formulating the problem as an 

assignment problem. Solving the assignment problem 

n means the given number of rectangles, which will produce a 

blank, and generate a half of n rectangles. When 

pairing, each two rectangles become a new rectangle 

with a waste shown in Fig. 3.1. The pairing is done 

in such a way that the sum of the waste areas included 

in a half of n new rectangles are minimized. In so 

doing, the problem is formulated as the assignment 

problem. Each new rectangle is named a block. Then, 

the blocks are regarded as the rectangles. In this way, 

the size of the problem is reduced from n rectangles 

allocation problem to a half of n rectangles. If the 

number of the block is one, reducing procedure is_ 
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finished. 

R. 
1 

R . 
J 

Fig. 3.1 A waste 

3.4.1 The Basic Procedure 

The basic procedure of the algorithm comprises 

the following four steps. (Fig. 3.2) 

Fig. 3.2 Pair to block step 
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1. BY applying the theory of the assignment 

problem, determine a set of pairs Cnj2 

blocks) from the given n rectangles so as 

to minimize the waste. 

2. Replace n with nj2 nj2 -+ n. 

3. Consider a block as a new rectangle. 

4. End the process if only one block is obtain-

ed, otherwise go back to step 1. 

3.4.2 Waste Matrix 

In order to establish the assignment problem, 

a cost matrix is needed. Here as the cost matrix's 

elememt, the area of the waste generated when pairs 

are made into blocks is used, therefore this matrix 

is called a waste matrix. 

The waste matrix is constituted in the follow-

ing manner as shown in Fig. 3.3. 

1 
2 
: 

Fig. 3.3 Waste matrix i 

j 

n 

1·2 ... ';·····j···n 

~--------------------~ 
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In considering the method of joining any two 

rectangles R. and R., there are always four possible 
1 J 

ways. In each of them, the area of block B .. will 
1J 

be 

Al = [ max (ai' a j )] [ b i + b.] 
J 

A2 = [ max (ai' b . )] [ b i + a .] 
J J 

A3 = [ max (b i , b . )] [ a· + a .] 
J . 1 J 

(3.9) 

A4 = [ max (b i , a j )] [ a i + b .J 
J 

and total area S .. of both R. and Rj is 
1J 1 

S· . = a· b i + a· b j 1J 1 J 
(3.10) 

Where a i and b j are two sides of a rectangle Ri . 

As an element of the waste matrix, let us set it to 

Wij = min (AI' A2 , A3 , A4) - Sij 

for all i, j = 1, 2, 3, ... , n, i # j. 

(3.11) 

Furthermore, in order to determine the pair R. 
1 

and R., the aspects shown in Eq. 3.11 must also be 
J 

considered. That is, which sides of R. and R. adjoin 
1 J 

in making out a block. The matrix t ij denotes the 

aspects for the pair Ri and Rj in the form of code. 

In table 1, these aspects are given in the code t .. 
1J 

and each of the codes 1 through 4 corresopnds to the 

Sl through S4 in the Eq. 3.9. 

Because of the symmetric properties wij = wji 

and t ij = t ji , the waste matrix can be di v ided into 

two parts by a diagonal line, leaving the obtained 
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waste in the upper ' triangular matrix and substituting 

the obtained code in the lower one. This operation 

saves the memory size to a half. 

Table 5.1 Joining code 

table 

E:J R. R. R. 1 1 1 

t i j = 1 t .. =2 t. . =3 
lJ 1 J 

t .. 

1. 
l 

W. 
l 

1. 
J 

w. 
J 

~ 

1 J 

1 

2 

3 

4 

I 

R. R. 
1 J 

1 . 1 . 
1 J 

1 . 
1 

1 . 
J 

w. w. 
1 J 

VI • , w· 
J 

Length of rectangle i 

Width of rectangle i 

Length of rectangle j 

Width of rectangle j 

~ R. 
1 

t .. =4 
1 J 

Fig. 3.4 Four way joining corresponding to the code 
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3.4.3 Formulation as the Assignment Problem 

In order to reduce the problem size and solve 

the two-dimensional problem, the problem is trans-

formed to an assignment problem. The assignment 

problem can be formed as follows. 

Determine X = {x .. } which satisfies the problem 
lJ 

3.12 and the Eqs. 3.13-15. 

n n 
Minimize F = L.; L.; 

i=l j=l 
w· . lJ x· . lJ 

(3.12) 

subject to x. = x ij x .. i, j = 1 , 2, ... , n, lj lJ 
(3.13) 

n 
L.; x ij = 1 , j = 1 , 2, ... , n, (3.14) 

i=l 
n 

and L.; x .. = 1, i = 1, 2, ... , n, (3.15) 
j=l lJ 

where X is called the assignment matrix and w .. is 
lJ 

an element of the waste matrix. The matrix X has the 

following properties. 

(a) Ri is assigned to Rj 

Otherwise 

(b) From the Eqs. 3.13-14, each column and row 

of the matrix X has the elements all of which 

except one are zero, the exception is one. 

The number of matrices which satisfy the Eqs. 

3.12-15 is n !. If the number of n becomes large, 
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the trial number to find out X which satisfies tbe 

problem 3.11 becomes very large. For instance, when 

n = 10 is given, n ! becomes almost 3.6 x 106 . 

Therefore, it becomes hard to determine the matrix X 

even if the problem is transformed to the assignment 

problem. Then, the basic idea of Flood's Hungarian 

Method is adopted to remedy this obstacle. 

3.4.4 Solving Method for the Assignment Problem 

The Hungarian Meth6d is based on the following 

two theorems. 

Theorem 1 If it is possible to devide a set of 

elements of a given matrix into two kinds by some 

property Q, the minimum number of lines which involve 

all the elements having property Q, where the line 

is a column or a row containing (an) element(s) with 

property Q is equal to the maximum number of lines 

which have property Q if each line has only one element 

with property Q. 

Theorem 2 . V [(Q)] For a given cost matrlx \0= wij , 

if it is possible to create any other matrix D = [dij ], 

both solutions for Wand D are the same, where 

(3.16) 

and u i ' Vj are arbitarary constants, respectively. 
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Theorem 1 is known as the K5nig's one abd theorem 

2 is applied to its dual problem. In solving the 

assignment problem, the follwoing equations are derived 

from theorems 1 and 2, 

(0) 
+ 0 (3.17) w· . ~ u i Vj x .. == 1J 1J 

(0) u· + Vj x .. > 0, (3.18) wij ==- 1 1J 

where wij = wij . 

And the following Eq. 3.19 is obtained by 

substituting the Eq. 3.16,into the Eq. 3.12, 

n n 
F ~kk( + ) u· V· 

1 J i j 

n n 
= k (U i k x .. ) + k (v. k x .. ) 
i-I j 1J j-l J 1J 

(3.19) 

Then the Eqs. 3.14 and 15 are substituted into the 

Eq. 3.19, 

n 1 
F > k u i + L v. 

i=l j=l J 
(3.20) 

is obtained. Here E denotes the right-hand side of the 

Eq. 3.20, the primary assignment problem is rewritten 

as the dual problem such as 

n n 
maximize E == L u. + k v. 

i=l 1 j=l 1 

b . t t + < (0) su Jec 0 u i Vj wij 
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The Hungarian Method uses these results. In 

other words, the Hungarian Method is to determine 

the reduced matrix, which involves the minimum 

number of lines, for the aim of theorem 1. The 

reduced matrix must satisfy the Eq. 3.22. How to 

determine the reduced matrix is explained in the 

following eight steps. 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Determine the minimum value Vj in 

each column of cost matrix, and subtract 

Vj from each element of column j. 

Decide the line involving the property 

such as w = O. ij 

Stop if the number of lines is n, other-

wise go to step 4. 

Determine the minimum value u. in 
1 

each row of the cost matrix and subtract 

u i from each element of row i. 

Decide the line again. 

Stop if the number of lines is n, 

otherwise go to step 7. 

Let us define a set of lines as SL 

and the current reduced matrix as w. ~ k+2 ~ lJ 
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Then set 

(k+2) 
w .. + h(k+2)' i , j E- SL, lJ 

(k+3) (k+2) 
w· . w .. i E SL or j E: SL, (3.23) lJ = lJ 

(k+2) 
w .. h(k+2)' i, j i SL, lJ 

where k = 1, 2, ... , K (K is the trial number to 

make the reduced matrix until the optimum solution 

is obtained and note that h(k+2) shows the minimum 

number of the elements which do not belong to the line 

SL. (1) (2) 
And wij , wij , h(l) and h(2) are given by 

step 1 and step 4, namely, 

(1) = (0) 
h( 1) , h(l)= v. wij 

w .. lJ J, (3.24) 

w(~) w~~) - h( 2) , h(2)= = u i · lJ lJ (3.25) 

Step 8 Determine the line and go back to step 6. 
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3.4.5 Determining_Lines 

As to computing time, the procedure used to 

determine the lines becomes important. A clue to 

the fast computing is to determine the exact 

minimum number of lines, which are drawn on the rows 

and columns including all the zero elements of the 

reduced assignment matrix. But this procedure is 

not known. Therefore the efficient procedure is 

presented to determine the lines. The procedure 

is described as follows: 

Let us consider that there are n t zero elements 

in the t-th reduced assignment matrix. n t is no 

less than n. On the other hands, the maximum 

number of lines containing n t zero element drawn on 

the matri~ is no more than n. In order to find out 

the minimum number of lines, two conditions are 

desired: 

1. The line contains as many zero elements as 

possible. 

2. The zero elements of the line drawn on some 

column (row) is not contained in the lines 

drawn on the row (column) lines. 

In other words, the line is the column (row), 

when it includes as many zero elements as possible 
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which are not to be included in the lines drawn on 

the row (column). This means that the column (row) 

is the line when it saves the maximum number of the 

lines drawn on the rows (columns). The number of the 

lines saved in the rows (columns) by adopting a 

certain column (row) as the line becomes 

(the number of zero elements of the column) . 

- (the number of rows which have zero elements 

other than the zero element crossing in the 

column) . (3.26) 

From the point of view mentioned above, a new 

procedure is established. 

For the column (row) of the matrix, let us 

set symbols Pi (qj) and Pd. (qd.). 
l J 

p. 
l 

(q . ) 
J 

Number of zero elements in the i-th 

column (j-th row). 

Pd. (qd . ) 
l J 

Number of lines which are needed 

if the column i (row j) is adopted as the line, 

where the line is the column (row) containing 

zero elements. 

And let us define a and B as the efficiencies for 

the columns i and j , 

a =:: max ( p. - Pd. )j l; 
Pd. i l i l l 

(3.27) 

B = max ( q. qd. )j l; qd. 
j J J j J 

(3.28) 
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The true line is determined in turn of the larger 

number of a and S until all the zero elements are 

included in the lines. 

If the number of lines is not equal to n, a 

reducing procedure is excuted and one more line is 

increased at least. 

3.5 Given Blank Having Restricted Width 

In the former section, the discussion on how the 

given rectangular plates are allocated on the half 

infinite space, and the algorithm of P B.M. is develop-

ed. 

When the given blank has any restricted width, the 

same algorithm can be applied to this case, too. 

The problem in this case is described as follows. 

Determine the allocation that satisfies the Eqs. 

3.29-3.32. 

Minimize Wk == min A(Bk ) - S (3.29) 
k 

n 
subject to n R· (x. ) :::. <P (3.30) 

i==l 1 1 

n 
U Ri (xi) C Bk (x) , (3.31) 

i==l 
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(3.32) 

where a (Bk(x» is the width of the blank Bk and ao 

is the given restricted width. 

To satisfy the Eq. 3.32, the width of the block 

paired by two rectangles is always no more than a o ' 

This is easily realized by adding the following 

conditions to the Eq: 3.9; namely: 

if b· + b· > a o ' then b i + b. - co 
l J J 

, 

if b. + a. > a o ' then b. + a. = co 
l J l J 

if a. + a. > a o ' then a. + a. = co 
l J l J 

if a. + b. > a O' then a· + b j = co 
l J l 

3.6 Approach with the Iterative Enumerative Method 

The P.B.M. seems to be effective in dealing with 

a large number of rectangles, but sometimes it seems 

to be ineffective in dealing with a small number. 

In view of this situation, a kind of enumeration 

method is prepared, and it is named "Iterative 

Enumeration Method (abbreviated as I.E.M. ). 

To concrete this procedure, the following 

notation is used. 

- 91 -



Ri Given i-th rectangular plate. 

Bt The t-th block which is made of the 

(t - l)-th block and a rectangular 

plate selected in the t-th step. 

Wt The area of the waste included in block 

The areas of block Bt . 

The area of rectangular plate Ri . 

A set of suffix with which rectangular 

plates have not yet been adopted for 

allocation till t-th step. 

The area of the block produced by 

pairing block Bt and rectangular plate 

Ri · 

The allocation procedure is presented to find 

out the solution that 

determine 

subject to 

min. W
kn

, 
k=::l 

min [C(Bt _ l , R· ) 
1 iEE

t + S(Ri )}] , 

where 
'\n = W n when B = Rk · 0 

(3.33) 

{S(Bt _ l ) 

(3.34) 

Eqs. 3.33 and 3.34 imply a sequential jointing 

method of Dynamic Programming type. 
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This I.E.M. is added to P.B.M. when the number 

of blocks is less than eight. It cannot be said 

the solution gained by adding I.E.M. to P.B.M. is 

better than the one only worked by P.B.M., because 

this choice is relative to the given data. 

3.7 The Numerical Experiments 

In order to prove the validity of the present­

ed method, the numerical experiments were made on 

the computer, FACOM 230/60 system of the computing 

center of Hokkaido University, and the programs 

were coded with FORTRAN. 

One of the criteria to judge : the allocation is 

the waste ratio. Let us be said waste ratio, 

'J k = 100 (3.35) 

where the suffix k implies k-th element of all the 

possible allocations. 

Even if this criteria can be used here and in 

other case with the same data, it is invalid if the 

data is different. The data used in the experiments 

except for the first experiment is taken from the 

center routine!s RANDOM NUMBER. As shown in the 

above figures which are the results of computation, 
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N is the number of rectangular plates to be input, 

and MP is the number of remaining blocks in the 

following of I.E.M. to P.B.M. However, if MP = 1 

is found in some figures, it means that only P.B.M. 

is used. JP implies the kind of random number use­

ed. For instance, JP = 1 is the normal distribution 

and JP = 2 is the uniform random numbers. 

Experiment 1 The given data is taken from 

Fig. 3.5 and the result is shown in Fig. 3.6. 

Note that, if guillotine cutting is used, it is 

impossible to allocate in the same manner as Fig. 

3.5. So, when the data taken from the allocation 

shown in in Fig. 3.5 is given, the P.B.M. finds a 

new result shown in Fig. 3.6(a). The numerical numbers 

for the data are listed in Table 3.2. I.E.M. works 

and improves thi~ solution when the number of the 

blocks becomes five. The result is shown in Fig. 

3.6(b). 

Experiment 2 Twenty kinds of rectangles are 

produced by the uniform random numbers. These are 

listed in Table 3.3. The result by the use of P.B.M. 

is shown in Fig. 3.7. The waste ratio of this is 17.7% 

and the computing time is 8.0 seconds. I.E.M. follows 

up this solution when the number of blocks is five. 

The result is shown in Fig. 3.8. The solution is 

improved more than by one of P.B.M. 
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Experiment 3 Twenty kinds of rectangles are 

produced by the normal random numbers listed in 

Table 3.4. P.B.M. gives the result as shown in 

Fig. 3.8., with the waste ratio 10.9% and the 

computing time 5.3 seconds. Whe~ I.E.M. works, 

the solution is not improved. This result with 

the waste 13.3% and computing time 5.1 seconds, is 

shown in Fig. 3.9. 

Experiment 4 Thirty kinds of rectangles are 

produced by the uniform random number listed in 

Table 3.5. The result is the waste ratio 39.7% 

and the computing time 16.7 seconds. This allocation 

is shown in Fig. 3.10. I.E.M. improves this 

solution when the number of block becomes five. The 

improved solution shows the waste ratio 14.5% and 

the computing time 110.4 seconds. (Fig. 3.11) 

Experiment 5 In order to estimate the computing 

time of the number of given rectangles, forty and 

sixty kinds of rectangles are produced by the uniform 

random numbers. The result is shown in Table 3.6 

and Fig. 3.12. 

Experiment 6 When the width of the blank (the 

last block) is not free, the experiment is executed. 

Fig. 3.13 shows the allocation of sixty rectangles, 

where the last width is restricted. The result is 

the waste ratio 32.1% and the computing time 

573 seconds. 
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Material Length Width 
No. 

1 88. 46. 

Table 3.3 Data input 
2 2 . 1 4. 
3 69. 4l. 

produced by the uni-
4 60. 67. 
5 85. 73. 

form random numbers 
6 96. 82. 
7 87 . 58. 
8 94. 8. 
9 92. 77. 

10 99. 56. 
1 1 75. 73. 
1 2 20. l. 
1 3 77. 5 1 . 
l4 28. 79. 
1 5 99. 79. 
16 57. 89. 
1 7 8 . 87. 
l8 l. 93. 
1 9 29. 68. 
20 2l. 1 5 . 

N= 20 MP=l • r=17.7·'. 
'T ", • ,_ '" " 

CD @ 

Fig. 3.7 P.B.M. result 

® ® 

® ® 

Fig. 3.8 Result followed up by I.E.M. 
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Table 3.4 Input data produced 

by the normal random numbers 

t,l ate ria 1 Length \~ i d t h 
No. 

1 20. 20. 
2 24. 37. 
3 46. 34. 
4 60. 23. 
5 26. 27. 
6 40. 43. 
7 73. 58. 
8 24. 35. 

r- -- .-' . .---
1 .' 

I~ i 16 I iB 
15 ! 

i I 

I I 

I I , 
i 6 i I j 

I I 

I i ., 

! III I I 
:9 

1 I 2 12 I I i I 

9 67. 64. 
10 33. 46. 
11 42. 68. 
12 16. 38. 
13 48. 47. 
14 69. 46. 

I 
~- .' 

// 
" 1L 19 

/'" Iv i3 20 

~ 
,:) .' / -

i .- '" I i7 // 

I 3 Il r ,-

" j 
I i 

'1 ... //1 1- - 1 

1 5 59. 36. 
1 6 56. 46. 
1 7 30. 53. Fig. 3.8 P.B.M. result 
18 40. 3l. 
1 9 30. 1l. 
20 48. 44-: 

.~- --.- ~ ---1-'---

~~ __ L_-:-__ I ~ .. ; I !_ .... .-----

I ! I, ,'---i --,-_.!_~ ____ .. l<_-~ ___ J -.. _- L./-~ __ -__ _ 
J i ~ 2 ! 12 i i;) ; , 

-, _____ . ___ . __ t .. '-______ L __ l_J __ .. __________ 1. ______________ .1_. _---' 

Fig. 3.9 Result followed by I.E.M. 
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Table 3.5 Input data produced 

by the uniform random numbers' 

Material 
No. 

Length ~Iidth 

1 40. 17. 
2 19. 45. 
3 86. ' 82. 
4 9l. 49. 
5 30. 13. 
6 38. 78. 
7 92 • 93. 
8 10. 47. 
9 51 • 70 • 

10 17. 34. 
11 50. 51 • 
12 35. 77. 
13 95. 7. 
14 98. 80. 
15 53. 72. 
16 8. 6. 
17 54. 42. 
18 24. 84. 
19 92. 75. 
20 72. 2. 
21 22. 92. 
22 38. '13. 
23 61 • 77. 
24 71. 33. 
25 90. 75. 
26, 82. 37. 
27 52. 95. 
28 46. '66. 
29 52. 8. 
30 99 . 21. 



Time 

/ p 

100 .-
// 
f 

j 

10- ) 
J 

! 

o 

1 1-1_1_--+. ___ +--__ -+-____ N urn. 0 f 

20 40 60 materials 

Fig. 3.12 Computation time of P.B.M. 

Produced by the 

uni form random 

numbers) 

Table 3.6 Computation time 

P . B . r~ . P. B. j.i. fo 11 o\~ed byj 
I . E . ~i I 

n Has te T i if~e( sec) Waste Time(sec) Random 
ratio(%) ratio(%) number 

10 16.3 1.8 9.7 l.6 Mannual 

20 17 .7 8.0 10.3 8.3 Un iform 

20 10.0 5.3 13.3 5. 1 Normal 
30 39.7 16.7 14.5 11 0.4 Uniform 

30 5.3 16.4 Uniform 

40 15.3 218.7 10.2 202.4 Uniform 

60 21 .2 594.5 Uniform 
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Experiment 7 In order to estimate the 

goodness of the solution, numerical experiments 

are executed. The data of rectangles are handmade 

of a rectangular sheet in length 150 and width 100. 

The tests are tried when the number of rectangles 

is ten, twenty, and thirty and the number of tested 

times are eight, nine and nine, respectively. The 

data are reproduced in each experiment. The result 

is shown in Table. 3.7. The waste ratio reached by 

these experiments are around 20 % and this value 

is good enough for the practical solution. 

Table 3.7 The result of experiment 7 

Number of Number of Average of Average of 
rectangles experiments \'Iaste area vlaste ratio 

un 

I 10 I 8 I 4010.8 I 20.3 

20 9 I 4534.5 I 21. 8 

30 9 I 3950 .. 4 I 18.9 

Fig. 3.13 Result in experiment 6; the width is restricted. 
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3.8 Conclusion 

Through the consideration and discussion of 

the two-dimensional space allocation problem, the 

effective algorithm is developed, and by using 

this algorithm, we can reach the following conclu­

sion. 

1. The effective solution of the two-dimensional 

space allocation problem is obtained by defining it 

as an assignment problem. 

2. This method is valuable when many different 

sizes of materials (rectangles) are given. 

3. Even. if a restricted width is placed on the 

blank, the proposed method is available. 

4. A new criterioi is given for the determination 

of the line on the Hungarian method. 

However. P.B.M. still seems to have room for 

improvement from the theoretical point of view. 

From the practical point of view, P.B.M. is 

modified for the use of metal sheet cutting planning 

by Mitsubishi Electric Company, and it is on execu­

tion. This is described in Appendix A. 
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4. A Practical Approach to the Cutting Stock 

Problem 

4.1 Introduction 

In this chapter, a practical solution is 

presented in dealing with the problem as one of 

the cutting stock problem situation. The object 

of the problem is to determine the number of row 

blanks stocked in order to produce materials 

requiredby the user with minimum economy. The 

resources are regarded as the blanks, but the 

materials are used in their own terms-in this 

problem. As various sizes of the materials and 

the blanks with various costs are given to the 

problem, not only the number of the blanks is 

determined but also the placements of the materials 

on the specified blank must be solved. In treating 

the problem, therefore, the problem is parted into 

two subprograms such as a nesting problem to allocate 

the materials onto the specified blank and an assign­

ment problem to determine the number of the blanks 

relating to various nesting ways. For the first 

subproblem, a heuristic method based on a recursive 

approximation is presented and a tree structure model 
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of the data structure is prepared to store the 

information on the location of the materials 

being nested to the specified blank. For the 

second, the problem formulation is simply turned 

to the algorithm to determine the number of the 

row blanks. 

The problem occurs in the small and midium 

sized metal sheet cutting companies, so that the 

method is desired for the use of a mini-computer. 

The presented method is available for the mini­

computer and it gives the numerical experiment 

result of a waste ratio around 7%. This result 

is practical enough to compare with manual planning 

results and with the result in chapter 3. 

4.2 Formula of the problem 

The problem dealt with in this chapter is 

as follows: 

Problem: Given b j plates of the blatiks Bj (j = 1, 

2, ... , m) with its price Cb,j' assign r i plates of 

materials Ri (i = 1, 2, ... , n) to the blanks with 

the minimum price. 
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To formulate the problem, constraints express-

ed below are considered. A shape of the materials 

and the blanks is restricted to a rectangle. Con-

sidering that the materials are assigned to the 

blank Bj , there are a number of material assign­

ment (nesting) patterns. In the k-th pattern of 

the assignment to the blank B. as the number of 
J 

the material R., let us set R.(x ) and B.(x ) as 
1 1 S J v 

the regions of R.(x ) and B.(x ) with left under 
1 s J v 

corner coordinate x and x , respectively. 
s v 

The condition under which the materials are 

located within the blank Bj is given by 

n 
U { 
i=l 

where 

a ijk 
L.I 
s=l 

R.(x.)}CB.(x ), 
1 1 J 

is the number of the material 

(4.1) 

R. in the k-th nesting pattern. And the condition 
1 

under which the materials are located without 

their overlapping each other is given by 

and 

n 

a ijk 
n 
s=l 

n{ 
i=l 

R.(x)=!jJ (i=1,2, ... ,n) 
1 s 
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Then, let us set all assignment patterns 

as u .. As the number of blank B. of the k-th 
J J 

pattern, x
jk 

to be used for producing the mate-

rials is less than the given number of the blanks, 

the inequality constraint 

u. , 
J 

L x'
k 

< b. 
k=l J~ J 

(4.4) 

should be satisfied, where b j is the number of the 

blank B. stocked. Also, the number of materials 
J 

produced from the blanks must be requested to no 

__ _ == , , •• " n, e 1nequa 1 l-y le ~~ than r 1· (1' 1 2 ) th' l'~ 

constraint, 

u. 
m J 
L L a. 'k 1J -

'> (1_' == 1, ? ) x..;,. -ri -', ... , n 
j=l k=l Jr'>. 

(4.5) 

should be satisfied, where r~ is the number of the 
i 

materials required by the user. 

The the problem is to determine x jk 

and a ijk which satisfy the constraints 4.1-4.5 

with minimum costs, that is, 

u. 
m J 

minimize L " c jk ~ 

i 1_ 
<.J 1'>. 

s'2bject to 
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c . 
w;') 

jk 
(4.6) 

In the problem 



description 4.6, the cost c
jk 

is set as a sum 

of the blank price c
bJ

' and the waste cost c . 
WJ 

in the k-th nesting way of the blank B. with 
J 

suitable weights wI and w2 , respectively. 

4.3 Nesting and Assignment Algorithm 

It is difficult to find out a solution 

which satisfies the constraints 4.1 through 4.5, 

for the problem belongs to the combinatorial one. 

Even if "An Integer Linear Programming" is employ-

ed, variables solved become so many that the solu-

tion is hardly found out, and it costs so expensive 

for the use of a computer. Therefore, an heuris-

tic method is effective if it gives a good approxi-

mation. In solving the problem, it is considered 

that the problem consists of two subproblems: the 

one is to determine the location of the materials 

to the specified blank and the other is to determine 

the number of the row blanks selected for cutting 

out the materials. A heuristic method based on a 

recursive approximation is developed for the 

first problem and a simple method is adopted for the 

latter. 
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4.3.1 Recursive Procedure for Nesting 

A nesting problem for the allocation of 

the materials to the specified blank is des-

cribed as follows: 

Subproblem 1: Allocate the materials Ri 

(i = 1, .... 
CJ J ••• , specified blank 

ffilnlrnurn waste, that is, 

minimize 

a ijk , 

c , = A(B , ) 
wJ J 

n 

L a1'J'k, 
i=l 

subject to the ' ±nequations 4.1-4.5, 

(4.7) 

where A(B
j

) and A(Ri ) are the areas of the blank 

B~ and the material R~, respectively. 
J .1. 

The algorithm presented here is composed 

based on the recursive approximation. 

Let us set Wt to t-th waste area as the 

remainder of the blank area by ~emoving the material 

areas to be selected until (t - l)-th procedure. 

In order to select the material that results in 

the minimum waste in the t-th step, the following 

equation is satisfied: 

minimize (4.8) 

S llb,;, o_~t TO m Q:> 0 - - -- ~ " t _ l - Ut- , 
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where St is the material area, selected to satisfy 

the above equation, and Wt _ l is the waste produced 

in the preceeding step. By repeating this pro-

cedure until it becomes impossible to allocate 

the material within the remaining waste area WtJ 

the selection of the materials for the specified 

blank is accomplished. To begin the procedure, 

let us set 1'10 equal to A(B j ). 

From the equation 4.8, the algorithm becomes 

minimize Wt = mim (W
t

_
l 

- S ) 
R. t 

1 

= W
t

_
l - max St 

Ri 
(4.9) 

Wt _l - St 2:.. 0, W = A(B j ) 
0 

and t = 1, 2, ... , e, 

where suffix e implies the last selection of the 

material This shows a simple rule that selects 

the maximum area's material to be allocated in 

the current waste. 

4.3.2 Nesting Procedure 

In order to execute the rule obtained in the 

previous section, the calculating operation is 

to select the maxmum area of the material to be 
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allocated in the waste. This is simply done 

by following the steps below: 

1° Renumber the suffices of the materials 

in the order of their areas from large to 

small. 

2° Set suffix t equal to 1. 

3° Allocate the material Rt within the areas 

of the waste Wt _ l if possible and continue 

allocating. If impossible, then go to step 

4° . 

4° Set t+l to t. If t is equal to the last 

suffix number plus one, stop the procedure. 

If not, return to step 3° . 

In the previous procedure, how to place the 

material on the blank under the inequations 4.1-

4.3 is still unknown. To concrete this procedure, 

the following conditions are considered. 

Condition 1) The alogorithm should be iterative 

so that the new waste shape must be kept 

rectangle after the placement of the materi­

al. 

Condition 2) Make out the waste area as large 

as it can be, leaving greater possibility 

of locating unused materials. 
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There are some cases in which the material 

is placed on the waste as shown in Fig. 4.1. 

Fig. 4.1 Possible allocating ways 

As shown in this figure, the shape of the 

waste does not become a rectangle. In order to 

apply the iterative procedure, the shape of the 

waste must keep a rectangular shape. This turns 

the division of the waste into some rectangular 

wastes. Furthermore, the condition 2 must be 

satisfied. Consequently, the material is allo­

cated at the corner of the preceeding waste with 
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which the material edges meet 

Fig. 4.2. 

Waste 1 \.J a s -
te 2 

as shown in 

vIas te 1 

\.J as -
te 2 

Fig. 4.2 Two ways of dividing the waste 

There are two ways of dividing the waste 

because the new waste becomes L-shaped. The 

choice depends on the problem situation, that is, 

if there are a lot of long strip rectangular 

materials, a long rectangrilar waste had better 

be produced, and if not, the rectangular waste 

with a large area had better be produced. In 

either way, the old waste is divided into three 

parts: the material area selected and two new 

wastes. Therefore, this procedure is named 

"Divide-into-three" procedure. 

To begin the procedure, we suppose that 

R. (i = 1,2, ... , n) is ordered from large area 
1 
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to small one, or from long strip to small strip 

by the criteria of area or length. 

In this way, the nesting procedure is re-

written as follows, where Wtk is the waste to be 

produced in the t-th step, and the k-th waste 

through all of the wastes, and W is the waste 
te 

to be produced as the last one. 

1° Set 0 to t, k and e, where IV 00 = A(B j ). 

2° Reset t+l to t and k+l to K. 

3° If all of the wastes that have not been 

allocated by the materials become smaller 

than the rest of the material areas, stop 

the procedure. If not, go to step 4° . 

4° Allocate the unused material R. whose 
1 

suffix is the smallest to waste Wtk 

such as' 

q 
maximize ~ A(Ri(xh » 

h=l 
(4.11) 

(4.12) 

e4.13) 

Where Riexh) is the region of the material 

with its left under corner coordinates x h ' 

A(Riexh» is the area of Riexh), and Wtk 

means the waste area and its region. Then 
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set q to d. 

5° Di v ide the new waste into two rectangular 

wastes and set them to Wt+1,e+l and Wt + l , e+2, 

respectively. In this step, the relation, 

Wt +l e+l + Wt +l e+2 = Wtk - d A(R. ) 
1 

(4.14) 

is held. 

6° Set e + 2 to e. 

7° Set k+l to k and go back to 3° if the 

materials with suffix t remain. Otherwise, 

go back to 3° 

4.3.3 The Data Structure for Nesting 

The information on how the materials are 

allocated must be given to the computer, therefore 

the data and the data structure on the information 

are prepared. Each datum keeps the waste infor-

mation or the material information with its geometry 

and position. 

In the previous procedure, the specified 

waste is always di v ided into three parts: the 

material area and two wastes, but the waste is 

smaller than any material area unused for nesting. 

Therefore, it becomes necessary for the datum to 
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be indicated which waste corresponds to this datum. 

and which wastes and materials are produced from 

this datum when it represents the waste. In this 

way, the datum dk is the function as shown in the 

following equation, 

dk = (g(xk ), t, k, wp ' PI' P2)' (4.15) 

where g(xk ) shows the geometry information of 

this datum, x k determines the relative position 

of the geometry, t is the step number, k is the 

number given for the datum generation, w is the 

parameter which shows whether this datum is the 

waste or the material, PI is the pointer directing 

the preceeding datum, and P2 is the indicator of the 

waste not nested. As the geometry of the material 

and the waste are rectangles, the datum d
k 

is 

dk = (w, 1 , x, y, t, k, wP ' PI' P2) , (4.16) 

+i 
material 

wp material being transposed 

waste 

where w is the width of the rectangle, 1 is the 

length of the rectangle, x and yare the coordinates 

of the left-under corner point. 

The data structure becomes a tree directed 

by the pointers as shown in Fig. 4.3. 
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s, 

The area of the 
specifi ed blank 

D. A waste possible to allocate materials. 

£ A waste impossible to all.ocate materials. 

<=) A material to be selected. 

Fig. 4.3 A tree data structure for the material and 

waste allocation 
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Now, the capacity of the data to store the 

information on the location becomes important because 

it restricts the availability of the procedure. 

Assuming that all the wastes having been produced 

become impossible to be allocated by the materials 

at the same time in the t-th step. The first 

waste (the specified blank) produces three data 

corresponding to two wastes and the material 

selected. Then, two wastes produce six data 

corresponding to four wastes and two materials 

selected. By repeating this iterative procedure, 

t the t-th step pro4uces (2 + t) data. Therefore 

the sum of the data S produced becomes 

t 
(2 i S = L + i) 

i=O 

(2t+l_ 1) t(t - 1) = + 2 (4.17) 

When t is equal to ten, the sum of the data S 

becomes around two thousands. This means, when ten 

words are used for the datum, forty kilo words in a 

computer are used for nesting data. Also Eq. 17 

implies (2t - 1) + i t(t - 1) materials are used 

for nesting. When t is equal to ten, it means almost 

ten thousands materials are used for nesting. The 

number is small enough for the object of this 

problem. 
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4.3.4 Determination of the Number of Row Blanks 

The second subproblem is on how the number 

of row blanks producing the materials are deter-

mined. This is described as follows: 

Subproblem 2 Determine the number of the row 

blanks, in which some materials has already been nested 

in order to produce the number of the material 

required by the user. Although the problem for-

mulations 4.4 - 4.5 are applied by an integer 

linear programming directly, it is hardly possible 

for all pf the blanks to enumerate all of the 

nesting patterns. A better way is to select a 

nesting pattern with a minimum waste for each 

blank and to solve the problem described by Eqs. 

4.4 - 4.6. If the problem is solved in this way, 

the number of nesting pattern for each blank uk' 

becomes one and Eqs. 4.4 - 4.5 are rewritten as 

follows: the restrictions are 

x. < b., 
J J 

m 
1: 

j=l 
a ... x.:> r. 
lJ J'l 

(i = 1,2, . .. , n), 

and the objective function is 

m 
minimize 1: c. 

j==l J 
x. 

J 
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This formulation may allow the use of 

an integer linear programming method in less 

small size than before. But a unique nesting 

pattern for each blank may have a possibility 

of not using some material, namely, for 

some j *, a .. * for any i becomes zero. lJ 

Also, it is possible to use P..C. Gomory 

and R.E. Gilmore's approach. But their approach 

includes the inverse matrix calculation in their 

simplex method. And as the nesting pattern for 

each blank is unique, the solution does not allow 

to vary activity nor to introduce to the same 

blank more than two new activities. 

Considering above mentioned items, a heuris-

tic method for the assignment procedure is develop-

ed. The feature of the procedure is that the pro-

blems 4.18 - 4.20 are generated iteratively by 

figuring out the activities a ij and that the control 

variables are b . and r .. 
J 1 

The procedure is as follows. 

1° Determine the allocation of materials to 

each Bj (j = 1, 2, ... , m) minimizing wastes, 

and set cost c j as the sum of the waste ratio 

and its blank price such as 

c .. + w2 WJ 
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~O 
;) 

where c,. is the waste ratio and c. is 
WJ cJ 

the j-th blank price. 

Find j* as j* = min. c j ' 
j 

Set x j * as 

n 
x. = min (min [r./a .. "'] b j *) , 

J j i 
1 1J'" , 

where a .. '" is the number of material M. 
1J' 1 

included in the j-th blank nesting activity, 

r. is the currently required number of 
1 

material Mi and b j * is the number of current 

blank Bj * stocked and [ ] is gaussian notation. 

Reset r· - a . . * 
1 1J 

r. become zero, stop the procedure. 
1 

If all of b· 
J 

become zero, stop the procedure. If not, 

go back to 1 0 
• 

4.4 Numerical Experiments 

To prove that the method proposed for the 

cutting stock problem is efficient and practical, 

numerical experiments are executed by mini-computer 

PDP1l/20 and OKITAC 4500-C. The program is coded 

with FORTRAN. As one of the criteria, a waste 
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ratio is used to estimate the goodness of the 

solution. A term "waste ratio" used below means 

(a total area of waste) / (an area of a blank) 

100 (%) (4.21) 

The results of numerical experiments are as 

follows. 

Experiment 1) When the number of blanks is one, 

the efficiency of the proposed method is computed 

with comparison to Gilmore's Dynamic Programming 

Method. Because of the memory size, the blank 

size tested is 50 in length and 50 in width, and 

the material sizes tested are one-digit unifrom 

random numbers to be generated by the computer 

function, and the number of material kinds is 5. 

The results obtained by OKITAC 4500-C are 

shown in Table 4.1. Fig. 4.4 is one of the 

graphic output of the solution. This table shows 

that the proposed method reaches a good approxi­

mate solution and takes less than half of the 

computing time shown in Gilmore's Dynamic Program­

ming results. 
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INPUT 

NJ. LDI. \lIC. /"C:l:."C. 
I I 1 HOJ 
l I • Jtt:O 

, J 'COl 
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, a Jill) 

o 0 0 
o 0 0 

• 0 a c 
I 0 a 0 
10 0 0 0 

ClJTr'UT 
to. ~ HJ. 
I , 

o 
1~ 
11 , 
o 
o 

• 0 
I , 
lQ , 
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." 
I I I I I I I I I I I 

- '1 --t- - "T - -,- -,. -....,- -I"" -., - -,-- "f - -I--
I I I I I I I I I I f 

-'--r-T-'--r-~--r-'--r-'--r-

-i --:--f--:-- t --:-- 1--1--:--1- -:--
_l _ _ ~_l __ ~_L_J __ L_J __ L_J __ L_ 
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I I I 1 I I I I t I I 
-~--~-+--I--~-~--~-~--~-~--~--

I I I I I 1 I I I 1 I 
-., --r--T--I-- r- ,-- r.-,- -, -"f --r-

I I I 1 I I 1 I I I I 
~'--r-T--r-r-'--r-'--r-'--r-

-1- -:- -+ --:- - i- - -:- -r --{- -:- --t - -:--
_ J __ L. _1 __ ' __ I._J __ I._ J __ L _1 __ , __ 

I I I I t I I I I I I 
_.J __ 1.._..L __ 1 __ L_ -1 __ L. _ ..l __ I-_ ~ __ I __ 

I I I I I I I I I I I 
--t - - t--1' --J- - ~--1- - t--"1 - -}--1' --l--

I I I I I I I I t I I 
-.,--r-T-~--r-'--r-~--r-'--r-

I I I I I I I I I I I -,-.-,- -T--,-- r -,-- r -,--,--,- -,--
"31--!--f--!--t--!--r-1--!---t--:--: ': 

Fig. 4.4 One of graphic outputs in experiment 1 solved by the proposed 
method 

Table 4.1 Comparison with Gilmore 1 s D.P. result 

Experiment Presented Gi 1more IS 

No. method D. P. 
Excution ~Iaste Excution vJas te 
time(sec) ratio(%) time(sec) ratio(%) 

1 1. 39 0.00 3.10 0.00 

2 1. 17 0.40 3.04 0.00 

3 1. 28 0.16 3.10 0.00 

4 1. 45 0.00 3.12 0.00 

5 1. 34 0.16 3.08 0.16 

6 1. 42 0.20 3.07 0.00 

7 1. 23 0.00 3.11 0.00 

8 1. 22 0.36 3.08 0.00 

9 1. 22 0.04 3.10 0.00 

10 1. 20 0.00 3.12 0.00 

Average 1. 48 0.22 3. 15 0.016 

- 123 -



Experiment 2) In most of the cases, the exact 

optimum solution is unknown of the space allocation 

problem, so that it is difficult to estimate the 

goodness of the solution. In this experiment, the 

sizes of materials are produced by the given blank, 

and each size of ten materials are requested as 

user's product. Numerical experiments are execut-

ed to test the validity of the method. If ten 

blanks are required for the solution, the alloca­

tion obtained by the use of the proposed method 

is optimum. These experiments are made in PDP 

11/20, and the program used is the same as the 

one used in the experiment 1. Tables. 4.2 - 4.4 

list up the data of the material sizes and Figs. 

4.5 - 4.7 are their original allocations correspond­

ing to Tables 4.2 - 4.7 and the blank size is 

1000 in length and 500 in width. The results 

are shown in Tables 4.5 - 4.7. 

The solutions are practical enough because 

the waste ratio, when man allocates materials 

onto the blank, is more than 20 %. 

- 124 -



\-' 
[\...) 

U1 

3 

Fig. 

9 
20 

I 
1 10 

B 
11 19 

2 I 

6 
12 

7 
15 18 14 

4 5 13 16 17 

- - -

(a) No.1 

.. 
1 19' 

2 
11 12 

18 
20 

3 5 6 

, 10 17 
4 13 14 16 

7 B 9 15 

(b) No.2 

4 .6 Original allocation of tested 
materials ( twenty kinds of materials 

1 2 3 

.. 

9 i 
, I 

B 9 5 4 

10 

6 , 

(a) No.1 

1 6 9 

5 

2 7 B 

10 

3 4 

.. -

(b) No.2 

Fig. 4.5 Original allocation of tested 
materials ( ten kinds of materials 



~ 
N 
O'l 

1 4 10 1J 

8 9 12 13 14 

2 5 

3 6 7 

16 ( 15 
22 21 20 19 18 17 

I 
23 25 26 27 28 29 30 

24 
-~ 

(a) No. 1 

1 
8 9 10 22 25 

23 
2 3 26 

11 12 13 

24 27 

4 5 16 
18 15 14 30 29 28 

17 

6 7 19 

(b) No.2 

Fig. 4.7 Original allocation of tested 
materials ( thirty kinds of materials 



Table 4.2 Ten kinds of materials input 

data in experiment 2 

No. 1 No. 2 

No. Length \~idth Length \1 i d t h 

1 440 180 220 160 

2 420 180 220 220 

3 220 140 240 120 

4 280 140 420 120 

5 320 200 380 160 

6 320 130 200 260 

7 320 140 180 140 

8 320 160 180 140 

9 240 180 360 200 

10 240 140 300 340 

Table 4.3 Twenty kinds of materials input 

data in experiment 2 

No. 1 No. 2 

No. Length Width Length Width 

1 180 100 400 60 
2 220 180 180 120 
3 180 40 180 60 
4 260 180 200 180 
5 160 180 320 140 
6 160 120 320 80 
7 120 120 120 160 
8 280 160 120 120 
9 280 40 180 120 

1 0 240 100 200 180 
11 240 100 180 180 
1 2 180 100 220 160 
1 3 220 180 160 60 
1 4 180 100 280 100 
15 200 180 260 140 
16 220 140 140 180 
1 7 140 140 140 80 
1 8 180 60 200 160 
19 300 120 260 60 
20 300 60 160 60 
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Table 4.4 Thirty kinds of materials 

input data in experiment 2. 

No. 1 No. 2 

No. Length Width Length t~ i d t h 

1 5 3 13 4 
2 5 6 9 9 
3 5 3 9 4 
4 1'- 3 9 5 
5 11 6 8 3 
6 4 3 9 8 
7 11 3 5 3 
8 4 9 10 6 
9 11 3 6 4 

10 6 2 6 4 
11 8 2 10 10 
1 2 6 9 10 4 
1 3 8 9 1 0 4 
14 13 1 1 9 4 
15 1 3 7 6 4 
16 5 7 7 3 
1 7 3 8 7 3 
1 8 6 8 6 3 
19 3 8 3 3 
20 3 7 7 3 
21 8 7 4 3 
22 -. 9 7 1 3 6 
23 4 9 1 3 5 
24 9 2 1 3 5 
25 6 8 6 6 
26 3 6 6 5 
27 3 6 6 5 
28 6 9 6 9 
29 2 7 9 2 
30 16 7 11 9 
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Table 4.5 Result of experiment 2 (ten kinds of materials) 

NO.1 NO.2 
Activety Wa s te Required Waste Required 

ratio(%) number ratio(%) number 

1 6.88 3 7.44 3 

2 23.36 1 7.60 1 

3 11 .92 1 7.84 1 

4 24.40 1 18.72 1 

5 8.32 1 20.72 1 

6 14.24 1 4.00 1 

7 5.12 1 12.96 1 

8 20.80 1 18.88 1 

9 14.32 1 12.16 1 

10 56.88 1 74.8 1 

Avelage To ta 1 Ave1age Total 

16.67 12 16.67 12 

Table 4.6 Result of experiment of 2 (twenty kinds of materials) 

NO.1 T NO.2 

Activety Was te Required 

I 
Wa s te Reauired 

ratio(%) number ratia(%) number 

1 0.48 1 0.78 1 

2 1 .36 · 1 0.47 1 -
3 2.56 1 5.06 1 

4 3.04 1 1. 23 1 

5 5.84 1 0.72 1 

6 0.48 1 0.62 1 

7 4.32 1 2.85 1 

8 6.72 1 2.08 1 

9 2.08 1 2.15 1 

10 4.8 1 2.03 1 

11 68.32 1 83.2 1 

Ave1age Total Ave1age Total 

9.01 11 9.01 11 
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Table 4. 7 Resul t of e:\-periment 2 (twenty kinds of materials) 

NO . 1 NO.2 

Activety Wa s te Required Waste Required 
ratio(%) nu mber ratio(%) number 

1 7.84 1 5.36 1 

2 1. 28 1 2 . 00 1 

3 5.12 1 2.24 1 

4 1. 60 1 3.04 1 

5 6.40 1 1. 36 1 

6 1. 12 1 7.92 1 

7 4.00 1 7.36 1 

8 6.88 1 9.76 1 

9 3.36 1 8.32 1 

10 6.40 1 14.08 1 

11 56.00 1 38.56 1 

I Ave1age Total Ave1age Total 

9.01 11 9.01 11 
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Experiment 3) By generating uniform random 

numbers as ten kinds of blank sizes and material 

sizes as well, numerical experiments are exe­

cuted in OKITAC-4500C. The range of length, 

width and the stock number of blanks generated 

by random numbers are 1000 to 1400, 500 to 

1200, and 0 to 100 respectively. The range of 

length, width and the required number of materials 

tested are 10 to 90, 10 to 70, and 0 to 100 

respectively. The result is shown in Table 4.8. 

The result shows that an average of waste ratio 

to be computed for the experiments is around 7.0%. 

Experiment 4) By generating normal random 

number, numerical experiments are executed here 

as in the experiment 3. The random numbers 

generated for lengths, widths and stocked numbers 

of blanks are values of an average of 455, 355 and 

50 respectively and of a standard deviation 

151, 118 and 16 respectively. The result is shown 

in Table 4.9. The result shows that an average 

of the waste ratio is around 7.2%, a little bit 

more than one of the experiment:3. 

Examples of graphic outputs in experiments 

3,and 4 are shown in Fig. 4.8. 
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Table 4.8 Result by uniform random numbers 

Experiment The number Execution Haste Execution 
No. of blanks time ratio time per 

to be de- (min:sec) (~~ ) an assign-
termined ment pat-

tern(sec) 
1 55 19: 43 9.52 21. 18 

2 40 20:55 6.84 30.84 

3 37 17: 38 2.87 28.20 

4 43 22:47 6.18 31.38 

5 75 20:48 11 .01 16.38 

6 61 21:08 6.79 20.76 

7 40 20:02 6.23 30.06 

8 40 21:02 3.74 31.56 

9 53 22:56 7.49 25.56 

10 42 29:01 8.11 41.46 

Average 48.8 21:04 6.99 26.40 

Table 4.9 Result by normal random numbers 

Experiment The number Execution Haste Execution 
No. of blanks time Ratio time per 

to be de- (min:sec) (%) an assign-
termined ment pat-

tern(sec) 
1 54 22:12 6.62 24.67 

2 55 21:25 5.10 23.36 

3 60 21: 16 8.95 21.27 

4 87 23:25 7.57 16.15 

5 60 24:29 9.16 24.48 

6 54 23:55 6.36 26.57 

7 49 24: 10 5.01 29.54 

8 60 21: 15 9.09 21.25 

9 71 16: 07 8.46 13.60 

10 60 19: 59 5.98 19.98 

Average 61.0 21:49 7.23 22.09 
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Experiment 5) In order to examine the character 

of the proposed method, three kinds of distribu­

tion area of the materials are tested by PDP 

11/20 when three kinds of the blanks are gi~en. 

We set ten to the material kinds and to the 

number of materials as well. The number of the 

given blanks are assumed to be unlimited. The 

area of the materials is distributed in large size 

in the experiment A, in small size in the experi­

ment B and in all sizes in the experiment C. 

These data are produced by computer random func­

tion. The data and their results are shown in 

Tables 4.10-4.11. The distribution of the 

material area is shown by the ratio of the 

number of material:.to all the mumber of materials 

generated. 

In this experiment, when the material areas 

to the blank ones are relatively large, the waste 

becomes large, when small, the waste becomes small, 

and when uniformed, the waste becomes small. The 

waste ratio is less than twenty percent in any 

case except for only one in the experiment A. 
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Table 4.10 Result of experiment 6 

~ I A B C 
D.M.A. 

M<s.x10l 20 0 10 

s.x10'~11<1.x10· 40 20 0 

1 .x 1 0 .~ 1,\< 1 . 5 x 1 0 • 20 30 10 

1 . 5 x 1 0 4~ M < 2 . 0 x 1 0 .. 10 20 10 

2.0x10;~M 10 30 70 

BLANK I I 
3' X 6' 4 0 20 10 

4' X 8' 30 40 70 

5' X 10' 30 40 20 

TOTAL 100 100 100 

AV(LAGE WASTE(%) 4.00 6.42 16.66 

Table 4.11 Result of experiment 6 

~ A B C 
D.M.A . 

N<s.x10l 70 20 5 

5 . x 1 a 3~ M< 1 . x 1 0 It 20 5 0 

1 . x 1 0 4~ 1,\< 1 . 5 xl 0 It 5 10 0 

1.5xl0~M<2.0xl01t 5 10 10 

2.0xl0"fM 0 55 85 

BLANK 

3' x 6' 30 20 20 

4' X 8' 10 50 40 

5' x 10' 60 30 40 

TOTAL 100 100 100 

AVELAGE WASTE(;;;) 2.73 7.20 13.18 

D.M.A.: Distribution of material areas 
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Experiment 6) As to many numbers of the mate­

rials, the experiments are executed in PDP 

11/20. A thousand materials are produced out of 

ten kinds of materials by the computer random 

number. The material kinds are three and the 

number of materials required by users are un­

limited. The distribution of the material area 

and the results are shown in Table 4.12. By this 

experiment it may be said that the larger the 

number of materials is, the smaller the waste 

ratio becomes. 
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Table 4.12 (a) Result of experiment 6 

~ D. M.A. 1 2 3 4 5 

~~<2. 5 x 105 70 30 30 40 50 

2.5 xl 0 s~ H<5 . xl 0 5 10 30 40 30 20 

5. xl 0 s~ 11<7.5 xl 0 5 0 20 40 20 30 

7 . 5 x J 0 s~ ~!< 1 0 6 10 1tJ 0 10 0 

1 Oe.;, M 10· 10 0 0 0 

BLANK I TOTAL 

3 ' x 6 ' 25 20 4 8 3 60 

4' x 8 ' 0 4 8 0 6 18 

5' x 10' 0 2 4 5 3 14 

TOTAL I 25 26 16 13 12 I 92 

AVELAGE WASTE(%) 13.24 12.57 19.68 13.27 15.58 14.87 

M Area of material 

(b) 

D.M.A. ~ 1 2 3 4 5 

H<2. 5 xl 05 30 50 40 60 20 

2 . 5 x 1 0 s~ ~l< 5 . x 1 0 5 30 20 30 20 40 

5 . x 1 0 5 § M< 7 . 5 xl 0 5 30 20 10 0 10 

7.5x10s§H<10 6 0 0 10 10 20 

10 E< M 10 10 10 10 10 

BLANK I TOTAL 

3' x 6' 0 9 8 12 0 29 

4' x 8' 6 7 3 2 15 33 

5' x 10' 8 2 8 3 4 25 

TOTAL 14 18 19 17 19 87 

AVELAGE WASTE(X) 15.41 10.94 18.02 6.40 16.10 13.37 
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(c) 

~ o Jl. A. 1 2 3 4 5 

~j<2.5;(10s 0 20 0 0 0 

2.5;(10~·~11<S.x 10; 10 30 40 30 SO 

5 . x 1 0 ,~ I-j< 7 . 5 x 1 0 ~ SO 10 3D 50 40 

7 . 5 x 1 0 ~~ l-j < 1 0 £ 20 40 20 0 0 

1 0 r~ M 20 0 10 20 10 

BLANK I I TOTAL 

3' x 6 ' 5 1 3 5 7 21 

4' x 8' 6 16 8 11 8 49 

5' x 10' 15 5 12 10 11 53 

TOTAL 26 22 23 26 26 123 

AVELAGE WASTE(~) 19.24 15.87 21.05 19.59 21 .19 19.39 

- 138 -



Experiment 7) The recursive approximation 

procedure gives us the rule that the materials 

are allocated according to the area sizes---

the larger, the faster. When there are some 

long strip materials, it may be said that the 

materials are allocated according to their 

length---the longer, the faster. To assert this 

fact, the experiment is executed in PDP 11/2. 

Figs 4.9 and 4.10 are the results of this ex-

periment. In this experiment, the results 

are satisfactory, but in general, much more 

experiments are expected to be made. 
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4.5 Conclusion 

The practical method for the cutting 

stock problem is proposed, and the efficiency 

and validity are discussed by the execution of 

the numerical experiments. Through the dis­

cussion, the followings are concluded. 

1. The allocation procedure of the materials 

to the blank is proposed by formulating the 

problem.as a recursive approximation. 

2. A simple and practical procedure to 

determine the number of the blanks allocated 

by the materials are proposed. 

3. The numerical experiments show the 

waste ratio is less than twenty percent. 

This means the proposed method is good 

enough to be used practically. 

4. The memory size required for this proposed 

method is about 22 KW. A mini-computer is 

available for this method. 

This method is now adopted for sheet metal 

shear process planning at Murata Machinary 

Company, and a great deal of planning time 

has been saved in sheet metal manufacturing. 

The system using the proposed method is 
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named 110PTI-CUT" and applied to produce an NC 

shearing tape. An example of NC tape producing 

is shown in Fig. 4.11. In this system, edge 

trimming and repositioning problems are 

also considered. A system manual is given in 

Appendix 2 and we ~an see how to treat edge 

trimming and repositioning in Appendix 1 . . And 

that, because of the small-sized memory, a micro­

processor is available for this program currently. 

Furthermore, this method is adopted for 

the integrated sheet metal manufacturing system. 

This is described in chapter 8. 
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5 An Approach to the Package Problem 

---Optimum Packing and Loading---

5.1 Introduction 

A complex problem may arise when a number of 

products are made in a wide variety of sizes. Each 

of the products is packed in an individual card­

board box, and then they are packed in an individual 

carton box. The number of carton boxes is usually 

twelve or twenty-four. Some carton boxes are loaded 

on a pallet. The pallet size is usually decided 

according to the size of a truck cargo space, or a 

container box. The packaging engineer must design a 

size of the cardboard and the carton box and a method 

of loading the given number of carton boxes of certain 

sizes. This decision making is clearly needed as 

one of three-dimensional space allocation problems 

in a situation of optimum packing, for example, where 

carton boxes are loaded on the pallet so as to minimize 

empty spaces. 

This chapter deals with the above mentioned 

problem and develops a simplified formulation with 

a new method to solve the problem. 
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To begin with, the problem in an actual situ-

ation is analyzed and formulated. Then a theoreti-

cal method is applied to the solution of the problem. 

The applied method is a kind of enumerative one, 

and by using it, an optimum carton size can be deter-

mined, then the ways of packing and loading are 

presented. 

5.2 Problem Description 

The problem can be summarized as follows. (Fig. 

5.1) 

Product Boxes 

items 

Packing A carton 

Loading 

,',-------------:~ 
". I " I 

"." I ,,'" I 
,'1. " 

" I ~ , I ~ 

I' - - - - - - -,- - - - - -( 
I 
I , 
I 
I 
I 

Fig. 5.1 A flow of product items on the shop 
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Fig . 5 . 2 Re gular mesh-like p acki n g into a car ton 

H 

2 ?-. . 
I 

L, Wand H are the length, width a nd he i gh t 

o f a pro duct box a nd t h e ope r at i o n II is 

u s e d as Lll x , which me a ns the l e ngth o f t he 

p r o duc t b ox is l oc a ted i n paral le l wi th x axis 

.~ ope. 1 2 3 4 5 6 

L II X X Y Y Z Z .. 
w II y z X Z X Y 

H II z . y Z X Y X 

L L 
6 

W 
0 1.J 

0 

Fi g . 5.2 Six packing ways 
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a. A company has about 200 product lines which 

collectively represent 600 to 700 hundred 

product items. 

b. All product items are usually packed with 

every twenty-four products per a carton. 

c. The company has a standard size pallet 

for loading carton boxes. The dimensions 

of the pallet are 48 in length, 40 in width 

and 42 in height. 

d. All distributors must order standard pallet 

loads of a product item; they are not allowed 

to order more than a full pallet loads and 

they cannot have more than one product item 

on the same pallet. 

e. The company wants to prepare several standard­

sized carton boxes which will result in a 

higher utilization of the pallet. 

The object of the problem is to find out the 

optimum sizes of the carton boxes for a highest 

utilization of the pallet when the sizes of the 

product boxes are given, and to find out the stan­

dard sizes of the carton boxes for the highest 

utilization of the pallet when widely distributed 

sizes of the boxes are given. 
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5.3 Formula of the Problem 

5.3.1 Notations and Assumptions 

Let us define some notations and assumptions: 

aI' a 2 , a 3 

b l , b 2 , b 3 

c l ' c2 ' c 3 

xl' x2' x3 

s 

Assumptions: 

The dimensions of a product item box. 

The limitations of the dimensions of 

a carton box. 

The dimensions of the pallet volume. 

The number of product item boxes mak­

ing a carton according to the length, 

width and the height direction of 

the carton box. 

The number of carton boxes, which are 

loaded on the pallet, according to the 

length, width and the height direction 

of the pallet. 

Waste or trim loss. 

a-I Each product item should be packed into. a 

cubic box of x, y and z dimensions. 

a - 2 Only regular mesh-like allocation is 

acceptable for boxes to make a carton 

and for cartons being loaded on the pallet. 
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All the variables used here are positive numbers, 

and x. and y. (i : 1,2,3) are integer numbers. 
l l 

If other shapes of boxes, for example a 

cylindrial can, are used, there is still the unsolved 

packing problem. Hence, there is no solution method 

with respect to this case, but we can achieve an 

approximate solution by substituting the cylindrical 

can for the box type container. 

With respect to a - 2, there is no solution 

method for the packing and loading problem no matter 

whether auto-packing and auto-loading, or hand-

packing and hand-loading are adopted. The most 

acceptable approach will be to make it easy for a 

worker to understand what he should do. Since the 

regular mesh-like allocation does this, this assump-

tion is acceptable. 

5.3.2 Constraints and Object Function 

The problem is formulated as follows, where 

ai' zi and c i (i = 1, 2, 3) are given and xi' Yi 

and b. is unknown. 
l 

Let us define n as the number of boxes per a 

carton 

x. = n 
l 
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and 

a· 1 
(5.2) 

The size of a carton is limited within b. (i = 1 2 3) 
1 '" 

Then, 

(5.3) 

Or 

a· 1 Xi S b i (i = 1, 2, 3). (5.3 t ) 

If a i (i = 1, 2, 3) is unknown, the packing problem 

is to determine a i and xi (i = 1, 2, 3) such as 

3 -:-:3 
min. 11 z. - 11 a. xi' (5.4) 

i=l 1 i=l 1 a. ,X. 
1 1 

subj. to Eqs. 5.1, 5.2 and 5.3. 

Eq. 5.4 implies that a total waste volume of a 

carton box is minimized by the product boxes packing. 

If a. (i = 1, 2, 3) is given, Eq. 5.4 becomes 
1 

constant because of Eq. 5.1. Hence the packing 

problem is transformed into ~he problem in which x. 
1 

(i = 1, 2, 3) should be found. 

In the next step, as many carton boxes must be 

loaded as possible. As the carton must be loaded 

within the size of a pallet c i (i = 1, 2, 3), the 

following constraint must be satisfied, 

Yi (i = 1,2, 3). (5.5) 
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Then the loading problem becomes 

3 3 
min. IT c. - IT zi y. (5.6) 

i=l l i=l l 

subj. to Eq. 5.5. 

Eq. 5.6 implies that the total waste volume of a 

pallet is minimized by the carton box loading. 

Therefore, bo"th of the problems are reduced 

to such a problem as 

3 3 
min. ilh c. - IT z. y. 

l i=l l l 
xi'Yi:zi 

subj. to Eqs. 5.1, 5.2, 5.3 and 5.5. 

5.3.3 Qualifying the Formulas 

The problem is qualified by changing the 

problem 5.6. Supposing that the packing method 

has already been determined, the problem 5.6 is 

rewritten as 

max 
y. 

l 

:i 
IT 

i=l 
z .. 

l 
y. , 

l 

subj. to Eq. 5.5. 

(5.7) 

Eq. 5.7 implies that minimizing the total waste 

volume is equal to maximizing the total carton volumes 

on the pallet. 

- 153 -



The solutions of y. in the problem 5.7 
1 

subject to Eq. 5.5 become 

Y1' = [c./x.), 
1 1 

(5.8) 

where, [ ) is a gaussian notation. Therefore, the 

problem is reduced to 

3 
max. II z. -fc./z.J, 

i=l 1 1 1 
zi 

(5.9) 

subj. to Eq. 5.2. 

In considering that the standard size of a 

carton box is just fitted to the size of packed 

product item boxes per a carton, 

(5.10) 

is obtained from Eq. 5.2. By substituting Eq. 5.10 

to Eq. 5.9, we may simplify the problem 5.9 as 

3 
max. II a i x. [ c. /a. x.] , 

i=1 1 1 1 1 x. 
1 

subj. to Eq. 5.2. 

From Eq. 5.1, we can reduce the problem to 

max. 
x. 

1 

subj. 

3 
because II 

i=l 

3 
II [c./a. 

i=l 1 1 
x· ] 

1 , 

to Eq. 5.2. 

3 
a. x. = n II a. 

1 1 i=1 1 
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5.4 Enumeration Method 

If feasible solutions can be enumerated, we can 

find the optimum solution in the problem 5.12 by 

testing all the solutions. In order to enumerate 

the feasible solutions, let us define FS as a set of 

feasible solutions: 

3 
11 xl 

i=l 

x. is integer number} 
1 

(5.13) 

FS can be constructed from an order set OS by comb in-

ing each element of OS. 

OS = {e e == rnjj]}, j = 1,2, ... , n (5.14) 

where [ ] is a gaussian notation. We rewrite OS 

by giving elements e suffices such as e l , e 2 , ... ,eq , 

from smaller number to larger one where q is the 

number of elements ei 

= 

(i = 

OS = {e.} i = 1, 2, ... , q. 
1 

Let us define p. = [bi/ai ], 
1 

(i == 

min (Pi' e q ) . Then, let us define 

1 , 2, 3) as Xi: 

We rewrite X. as 
1 

X i2 '··· , X' t } 
1 . 

1 
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1, 2, 3) and 

a set of x. 
1 

i = 1, 2, 3 
(5.16) 



where x.. (j = I, 2, ... , t.) is all the elements x. 
lJ 1 1 

of X., and the suffix t. shows the number of all the 
1 1 

elements xi' 

Then, we can obtain FS by enumerating 

FS {(xiu ' x 3w )1 
n x

2 
} = x 2v ' x3w = /x lu v , 

u ::;: 1, 2, ... , ti' v = 1, 2, ... , t 2 · 

We rewrite FS as 

FS = {xlj , x 2j , x 3j }, j = 1 , 2, ... , t, 

where t is the number of all the feasible solutions. 

Thus, the problem 5. 12 is transformed to 

t 3 
max IT [c./a .. x .. J. (5.17) 
j=l i=l 1 1 lJ 

When product item boxes make up a carton, there 

are six packing ways of box allocation. Therefore, 

the problem 5.17 must be calculated six times corres-

ponding to the box allocations. Related to six packing 

ways, we add the suffix k to x· . as x.~. Then the lJ lJ 

problem 5.17 becomes 

6 
max 
k=l 

t 3 
max II [ci/a. 
j==l i=l 1 

k x .. J _ 
lJ 

(5.18) 

Once the solution of how product item boxes are 

packed into a carton is obtained, the loading method is 

easily figured out by the use of Eq. 5.8. 
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5.5 Determination of Standard Carton Box 

In the previous method proposed, .there is 

assumption that the size of packed product item 

boxes per a carton becomes the size of a standard 

carton box. However, one of our objects is to design 

the size of the standard carton boxes. To develop 

such a design method, we use the enumeration method 

proposed as the simulater. If the size of the 

product item boxes belongs to a certain distributing 

function, the size of carton boxes will be expected 

to have distribution. By using the proposed method 

as the simulater, we can obtain this distributing 

character .. After recognizing this distributing 

character, we may determine the standard carton 

boxes which covers the calculated carton size by 

modifying the size to a larger one with a little 

fraction. If a little modification for the product 

item boxes is allowed, we can feed back the results 

of the standard box size to modify the product item 

boxes. Thus, we can also design the product item 

boxes. This process is shown in Fig. 5.4. 
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Box size distribu­
tion 

> II SIMULATORII 

PROCESSOR 

> 
Carton size distri­
bution 

De cis i o-
n Maker 

Feedback 

0.1. Data input. 
DSB Box size 

distribution. 

Fig. 5.4 A feedback system for determination of standard 

carton sizes and box sizes 
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5.6 Numerical Experiments 

In order to show the validity of the developed 

theories and algorithms, and an example of how to 

calculate each available equation, several results 

will be presented with detailed processing calcula-

tions. Experiments are executed by OKITAC 4500-C 

and the program is coded with FORTRAN. Table 1 

presents the precalculated data for determining 

the feasible solution. It shows that the pallet 

dimensions as input data are (48, 40, 42), (length 

x width x height), and each product item should be 

packed 24 boxes to a carton. An ordering set OS 

is shown here, too. The values of j in Table 5.1 

shows the method of packing product item boxes to 

a carton. 

Table 5.1 Feasible sol~tions FS 

J I J I I JI Xlj x? . x3 x1j x2j x3j ! xli x2i x3i -J 
1 1 1 24 11 2 3 4 21 4 3 2 

2 1 2 12 12 2 4 3 22 4 6 1 

3 1 3 8 13 2 6 2 23 6 1 4 

4 1 4 6 14 2 12 1 24 6 2 2 

5 1 6 4 15 3 1 8 25 6 4 1 

5 1 8 3 16 3 2 4 25 8 1 3 

7 1 12 2 17 3 4 2 27 8 3 1 

8 1 24 1 18 3 8 1 28 12 1 2 

9 2 1 12 19 4 1 6 29 12 2 1 

10 2 2 6 20 4 2 3 30 24 1 1 

n = 24 

OS = {I, 2, 3, 4 6, 8, 12, 24} 
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Efficiency is defined to estimate the 

solution as 

Efficiency = Total product item box volume. 100(%). 
Pallet volume 

Experiment 1 The input as the product item box 

dimensions are (1, 1, 1). In this case we can get 

ten cases which give an optimum solution (Table 5.2). 

Optimum solutions are marked by * in Table 5.2. 

Experiment 2 The input as the product item box 

dimensions are (2, 2, 2). In this case, we can have 

seven optimum solutions. The results are shown in 

Table 5.3 (a)-(c). Optimum solutions are marked by 

* in Table 5.3. 

Experiment 3 The input as the product item box 

dimensions are (4.5, 6.5, 9.5). In this case, we can 

get nine optimum solutions. However, the efficiency 

is 82.7% in optimum solution. The results are shown 

in Table 5.4 (a)-(f). Optimum solutions are marked 

by * as well. With respect to this experiment, the 

optimum solution efficiency is 82.7%. If the dimen-

sions of the product item boxes are unchangable, 

there is no room to improve the efficiency. However, 

if they are changed as (4.5 ~ 4.0, 6.5 + 6.9, 9.5 + 

10.0), the total volume of the boxes is almost the 
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f-' 
(j) 
f-' 

Table 5 . 3 ( a ) 

k j Yl Y2 
1 - 1 24 20 

1 2 24 10 

1 3 24 6 

1 4 24 5 

1 5 24 3 

1 6 24 2 

1 - 7 24 -
1 - 8 24 -
1 9 12 20 

1 10 12 10 

1 11 12 6 

1 12 12 . 5 

1 13 12 3 
1 14 12 1 

1 15 8 20 

1 16 8 10 

1 '" 17 8 5 

1 18 8 2 

1 19 6 20 

1 20 6 10 

1 21 6 3 

1 22 6 2 

1 23 4 20 

1 24 4 10 

1 25 4 5 

1 26 3 20 

1 27 3 6 

1 '. 2B 2 20 

1 • 29 2 10 

1 • 30 1 20 
- -_._----

Resu l t of experimen t 2 

Y 3 n y, To\al Volume Efficiency l%) 
- - - -
1 2·10 69120 85.71 

1 144 41472 51.14 

2 240 69120 85.71 

3 216 62208 77.14 

4 192 55296 68.57 

- - -
- - -

7 240 69120 B5.71 

2 240 69120 85.71 

3 216 62208 77. 14 

4 2·10 69120 . 85.71 

7 252 72576 90.0 

14 168 4838·1 60.0 

2 160 46080 57.14 

4 . 2·10 69120 B5.71 

7 280 860·10 100.0 

14 224 6·1512 BO.O 

2 240 69120 85.71 

4 240 69 120 85.71 

7 126 36288 45.0 

14 168 48384 60.0 

3 240 69120 85.71 

7 210 60480 75.0 

14 210 60·180 75.0 

4 240 ' 69120 85.71 

14 252 72576 90.0 

7 280 80640 100.0 

14 2BO B06·10 100.0 

14 280 806·10 100.0 
---- -- - - -

Table 5 . 2 Resu l t of experiment 1 

k j Yl Y2 Y3 n y, To\al Volume Efficiency l%) 
1 1 48 40 1 1920 46080 57. 14 

2 48 20 3 2880 69120 85.71 
3 48 13 5 3120 74880 93.03 .. 4 48 10 7 33GO SOG·IO 100.0 
5 48 6 10 3024 72576 . 90.0 

'" 6 48 5 14 3360 80640 100.0 
7 48 3 21 :1024 7257G 90.0 
8 48 1 42 2016 48384 60.0 
9 2·1 40 3 2880 69120 85.71 

10 24 20 7 3360 80G·10 100.0 
11 24 13 10 3120 74880 93.03 
12 24 10 12 2880 69120 85.71 
13 24 6 21 3024 72576 90.0 
14 24 3 42 3024 '72576 90.0 
15 16 40 5 3200 76800 95.23 
16 16 20 10 3200 76800 95.23 

.. 17 16 10 21 3360 80640 100.0 

* 18 16 5 42 3350 80640 100.0 , .. 19 12 40 7 3360 80640 100.0 
20 12 20 13 '3120 74880' 93.03 
21 12 13 21 3276 78624 97.5 
22 12 6 42 3024 72576 90.0 
23 8 40 10 3200 76800 95.23 

'>to 24 8 20 21 3360 80640 100.0 
>to 25 8 10 42 3360 806·10 .100.0 

26 6 40 13 3120 74880 93.03 
27 6 13 42 3276 78624 97.5 

.. 28 4 40 21 3360 80640 100.0 

.. 29 4 · 20 42 3360 806·10 100.0 

'" 30 2 40 42 3360 806·10 100.0 
'--

>to : Optimum Packing and Loading Methods, - ; Violencing the Constraint 
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j Yl 
1 16 

2 16 

3 16 

4 16 

5 16 

6 16 

7 16 

8 16 

9 8 

10 8 

11 8 

12 8 

13 8 

14 8 
. 15 5 

16 5 

17 5 

18 5 

19 4 

20 4 

21 4 

22 4 
23 2 

24 2 

25 2 

26 2 

27 2 

28 1 

29 1 

30 -

Table 5.3 (c) 

Y2 ~3 ~ Total Volume Efficiency (%) 

20 - - - -
10 1 160 46080 57.14 
6 2 192 55296 68.57 
5 3 240 69120 85.71 

3 5 2·10 69120 85.71 
2 7 224 64511 80.0 

1 10 160 46080 57.14 

- - - -
20 1 160 46080 57.14 
10 3 240 69120 85.71 

6 5 240 69120 85.71 

5 7 280 86040 100.0 

3 10 2·10 69120 85.71 

1 21 168 48384 60.0 

20 2 200 57600 71.42 

10 5 250 72000 89.28 

5 10 250 72000 89.28 

2 21 210 . 60480 . 75.0 

20 3 250 69120 85.71 

10 7 280 860·10 I(.J.O 

6 10 240 69120 85.71 

3 21 251 72288 89.64 

20 5 200 57600 71.42 

10 . 10 200 57600 71.42 

5 21 210 60480 75.0 

20 7 280 86040 100.0 

6 21 251 72288 89.64 

20 10 200 57600 71.42 

10 21 210 60,180 75.0 

- - -

Table 5.3 (b) 

k j Y 1 Y2 Y3 II V, Total Volume Efficiency (%) 
2 - 1 24 13 - - - -
2 2 24 6 1 144 ·41472 51.14 
2 3 24 4 2 192 55296 68.57 
2 4 24 3 3 216 62208 77.14 
2 5 24 2 3 240 69120 80.64 
2 6 24 1 7 168 4838·1 60.0 
2 7 24 1 10 240· 69120 85.71 
2 - 8 24 - - - -
2 9 12 13 1 156 44928 55.71 
2 10 12 6 3 216 62208 71.1<1 
2 11 12 4 5 240 69120 85.71 
2 12 12 3 7 252 72576 90.0 
2 13 12 2 10 240 69120 85.71 
2 14 12 1 21 252 72576 .90.0 
2 15 8 13 2 208 59904 74.28 
2 16 8 6 5 250 69120 85.71 
2 17 8 3 10 240 69120 85.71 
2 18 8 1 21 168 48384 60.0 
2 19 () 13 3 23·j 67392 83.57 
2 20 6 6 7 252 72576 90.0 
2 21 6 4 10 240 69120 85.71 
2 22 6 2 21 252 72576 90.0 
2 23 " 13 5 260 74880 92.85 
2 24 4 6 10 240 69120 85.71 
2 25 4 3 21 252 72576 90.0 
2 * 26 3 13 7 273 78624 97.5 
2 27 3 4 21 252 72576 90.0 
2 28 2 13 10 260 74880 92.85 
2 29 2 6 21 252 72576 90.0 
2 * 30 1 13 21 273 78624 97.5 

~-------
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y 
10 

10 

10 

10 

10 

10 

10 

10 

5 

5 

5 

5 

5 

5 

3 

3 

3 

3 

2 

2 

2 

2 

1 

1 

1 

1 

1 

-
-
-

Table 5.4 (b) 

Yo Y II Yo TOla l Volume Efficiency (%) 

4 - - - -
2 - - - -
1 - - - -
- - - -
- - - -
- - - -
- - - -
- - - -
4 - - - -
2 1 10 66690.0 82.70 
1 1 5 333,15.0 41.35 
1 2 10 66690.0 82.70 
- - - -
- - - -
4 - - - -
2 1 6 40014 .0 49.62 
1 3 9 60021.0 74.43 

- - - -
4 1 8 53352.0 66. 16 
2 2 8 53352.0 66.16 
1 4 8 53352.0 66.16 
- - - -
4 1 4 26676.0 33.08 
2 4 8 53352.0 66.16 
1 6 6 53352.0 66.16 
4 2 8 53352.0 66.16 
1 6 6 40014.0 49.62 

- - -
- - - ' 
- - -

-

Table 5.4 (a) 

k j Y 1 

1 - 1 10 

1 - 2 10 

1 - 3 10 

1 - 4 10 

1 • 5 10 

1 - 6 10 

1 - 7 10 

1 - 8 10 

1 - 9 5 

1 - 10 5 

1 • 11 5 

1 12 5 

1 • 13 5 

1 - 14 5 

1 - 15 3 

1 16 3 

1 17 3 

1 - 18 3 

1 - 19 2 

1 20 2 

1 21 2 

1 22 2 

1 23 1 

1 24 1 

1 25 1 

1 26 1 

1 27 1 

1 - 28 -
1 - 29 -
1 - 30 -

-- ------

Resu lt of experiment 3 

_y 0 Y, II V; Tolal Volwne Effic ienc )" (%) 

6 - - - -
3 - - - -
2 - - - -
1 - - - -
1 1 10 66690.0 82.70 

- - - -
- - - -
- - - -
6 - - - -
3 - - - -
2 1 5 66690.0 82.70 

1 1 5 333015.0 41.35 

1 2 .10 66690.0 82.70 

- - - -
. 6 - - - -

3 1 9 60021.0 74.43 

1 2 6 40014.0 49.62 

- - - -

6 - - - -
3 1 6 40014.0 4Y.62 

2 2 8 53352.0 66.16 

1 4 8 53352.0 66.16 

6 1 6 40014.0 49.62 

3 2 6 40014 .0 49.62 

1 4 4 26676.0 33.08 

6 1 6 40014.0 49.62 

2 4 8 53352.0 66.16 

-- -
-- -
-- -
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l y 
1 5 
2 5 

3 '5 
4 5 
5 5 
6 5 

7 5 

8 5 
9 2 

10 2 

11 2 
12 2 
13 2 

14 2 

15 1 

16 . 1 

17 1 
18 1 
19 1 
20 1 

21 1 
22 1 
23 -
2·1 -
25 -
26 -
27 -
28 -
29 -
30 -

Table 5.4 Cd) 

Y2 Y f[ v, Total Volume 

6 - - -
2 - - -
2 1 10 66690.0 
1 1 5 33385.0 

1 2 10 66690.0 
- - -
- - -
- - -
6 - - -
2 1 4 20676.0 
2 2 8 53352.0 

1 2 4 26676.0 
1 4 8 53352.0 

- - -
6 1 6 40014.0 
2 2 4 26676.0 

1 4 4 \ 26676.0 

- - -
6 1 6 40014.0 
2 2 4 26676.0 

2 4 8 53352.0 

1 9 9 60021.0 

- -
- -
- -
- -

- -
- -
- -
- -

Table 5.4 Cc) 

Efficiency (%) k ,; v, V? v, f[ v: Total Volume Efficienc), (%) 
- 3 - 1 5 9 - - - -
- 3 - 2 5 4 - - - -

82.70 3 - 3 ·5 2 - - - -
41.35 3 ., 4 5 2 1 70 66690.0 82.70 
82.70 3 5 5 1 1 5 33345.0 41.35 

- 3 • 6 5 1 2 10 66690.0 82.70 
- 3 - 7 5 -:- - - -
- 3 - 8 5 - - - -
- 3 - 9 2 9 - - - -

33.08 3 10 2 4 1 8, 53352.0 66.16 
66.16 3 11 2 2 1 4 26676.0 33.08 
33.08 3 12 2 2 2 8 53352.0 66.16 
66.16 3 13 2 1 3 6 40014.0 49.62 

- 3 - 14 2 - - - -
49.62 3 - 15 1 9 - - - -
33.08 3 16 1 4 1 4 26676.0 33.08 
33.08 3 17 1 2 3 6 40014.0 49.62 

- 3 18 1 1 6 6 40014.0 49.62 
49.62 3 19 1 9 1 9 60021.0 74.43 
33.08 3 20 1 4 2 8 53352.0 66.16 
66.16 3 21 1 2 3 6 40014.0 49.62 
74.43 3 22 1 1 6 6 40014.0 49.62 

- 3 - 23 - - - -
- 3 - 24 - - - -
- 3 - 25 - - - -
- 3 - 26 - - - -
- 3 - 27 - . - - -
- 3 - 28 - - - -
- 3 - 29 - - - -
- 3 - 30 - - - -
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13 
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21 
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23 
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25 

26 

27 

28 

29 

30 

Table 5.4 (f) 

YI Y2 Y3 
7 4 -
7 2 -

' 7 1 1 
7 1 1 

7 -
7 -
7 -
7 -
3 ' 4 -
3 2 1 
3 1 2 
3 1 3 
3 - , ' 

3 -
2 4 

" 
1 

2 2 2 
2 ' 1 4 
2 -
1 4 1 
1 2 3 
1 1 4 
1 -
1 4 Z 
1 2 4 
1 1 9 

-
-
-
-
-

n Yi Total Volume Efficiency (%) k 
- - - 5 

- - - 5 
7 46683.0 59,89 5 
7 46683.0 59.89 5 
- - 5 
- - 5 - - - 5 

- - - 5 

- - - 5 
6 40014.0 49.62 5 
6 40014.0 49.62 5 
9 60021.0 82.70 5 
- - - 5 

- - - 5 
8 53352.0 66.16 5 
8 53352.0 66.16 5 
8 ,53352.0 66.16 5 . , - - , - 5 
4 26676.0 ' 33.08 5 
6 40014.0 49.62 . 5 
4 26676.0 33.08 5 

- - - 5 
8 53352.0 66.16 5 
8 53352.0 ,,66.16 5 
9 60021.0 82.70 5. 

- - - 5 
- - - 5 

" - - - 5 

- - - 5 

- - - 5 
',-

Table 5.4 (e) 

j YI Y2 .Y3 IT 'Yi Total Volume Efficiency (%) 
- 1 7 9 - - - -
- 2 7 4 - - - -- 3 7 2 - - - -
- 4 7 2 - - - -

5 7 1 1 7 46683.0 57.89 
6 7 1 1 7 46683.0 '57.89 

- 7 7 - - - -
- 8 7 - - - -
- 9 3 9 - - - -- 10 .3 4 - - - -

11 3 2 1 , 6 40014.0 49.62 
12 3 2 1 : 6 40014.0 ' ',49.62 
13 3 1 ' 2 6 40014.0 49.62 

- 14 3 -' - - -
15 2 9 - - - -
16 2 4 1 8 53352.0 66.16 
17 2 2 2 '8 53352.0 66.16 
18 2 1 4 8 53352.0 66.16 
19 1 9 - ',- - -
20 1 4 '1 , ' 4 26676.0 33.08 
21 1 2 2 4 26676.0 33.08 
22 1 1 '4 4 26676.0 33.08 .. 23 1 9 ; 1 9 60021.0 82.70 
24 . 1 4 2 8 53352.0 66.16 
25 1 2 4 8 53352.0 ' 66.16 

- 26 - - - -
- 27 - - - -
- 28 - - - -
- 29 - - - -
- 30 - - ------- -



same, but the efficiency is improved from 82.7% 

to 99.3%. 

Experiment 4 We set the pallet dimensions as 

(96, 80, 84) and the product item b.ox dimensions 

as random numbers whose average and standard devi­

ations are 5.5 and 1.43, respectively. The number 

of boxes to be generated by random numbers are three 

hundreds. Thus, the carton size distribution is 

examined by using the proposed method as a simulater. 

The fraction of the carton size to be distributed is 

five. The results are shown in Fig. 5.5 (a)-(c). 

To design standard carton sizes, for instance, we 

can combinate the four numbers largest in length, 

width and height destributed.in the graph. 

Let us define 2i' 2 2 , and 23 as sets of the 

largest four numbers in length, width and height, 

respectively. From the experimental result, 2 1 , 

22 and 23 become 

21 = {2O, 25, 15, 1O}; 

22 = {15, 5, 10, 25 } , 

and 

23 = {5, 10, 15, 25}. 

The standard sizes of a carton box (zl' z2' 

z3) are determined as such combination as 

(zl' z2' z3) E 21 x 22 x Z3' 
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In this way, the standard sizes of a carton 

box are determined, for instance, their values are 

(20, 15, 5), (20, 5, 10), (25, 15, 15) 

and so on. 

5.7 Additional Criteria 

In observing the results, it often happens that 

several feasible solutions of FS are found out as the 

optimum solutions. Although there is no analysis 

in the discussions, we can still solve the problem 

by using additional objective functions. For instance, 

we can set a subjective function from the economical 

viewpoint, to minimize the total surface area of a 

carton box. The total surface area of a carton box 

SA is 2(zl.z2 + z2.z3 + z3.z1)' Hence, the additional 

criteria is written by 

min zi,z2 + z2,z3 + z3,zl (5.19) 

With respect to the previous experiments, 

Eq. 5. 18 produce the following results: 

Experiment 1) t::: 17, (Yl' Y2' Y3) ::: (48, 10, 7) 

(xl' x 2 , x 3 ) ::: (3,4,2), (zl' z2' z3)= (1, 

8, 3) 

Efficiency ::: 100% 
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Experiment 2) k = 1, t = 17, (Yl' Y2' Y3) 

=(8, 5, 7), (xl' x2 , x3) = (3, 4, 2), 

(zl' z2' Z3) = (6, 8, 6) 

Efficiency = 100% 

k = 3, t = 12, (Yl' Y2' Y3) = (8, 5, 7), 

(xl' x2 ' x 3 ) = (2, 4, 3), (zl' z2' z3) 

= (6, 8, 6) 

Efficiency = 100% 

Experiment 3) k = 6, t = 6, (Yl' Y2' Y3) = (1, 

1,9), (xl' x 2 ' x 3 ) = (6,4, 1), (zl' z2' 

z3) = (39, 38, 4.5) 

Efficiency = 82.7% 
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5.8 Conclusion 

In summary, the following steps are executed: 

1. System equations were developed. 

2. Qualifications of the problem were analyzed. 

3. Problem-oriented algorithms were developed. 

4. In order to prove the validity of the develop­

ed theory and algorithms, numerical experi­

ments are carried out with acceptable results. 

5. A design method for the standard carton box 

is suggested by using the proposed algorithm 

as a simulater. 
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6. Minimum Partition of a Compound Rectangular Cell 

6.1 Introduction 

In a minimum partition criteria, the space 

allocation problem often occurs. Such a problem 

is described as "divide the given resource into some 

materials so as to minimize the number of materials 

to a possible extent". A typical problem is seen in 

a computer-aided development in an LSI art work design. 

The pattern generater is equipped for the development 

in an LSI mask manufacturing process and it develops 

a number of rectangular shapes on a mask film till 

rectangular shapes are completely burred in the LSI 

mask shape. It takes a lot of time for the develop­

ment in proportion to the number of rectangular shapes 

composing the mask. Therefore, minimum partition is 

desired to reduce the de velopment time. 

Some theorem and a new algorithm are reached 

for solving the minimum partition problem in this 

chapter. And to develop the theory, a graph theory 

is employed here. A shape for the resource and 

material is described as a graph when the problem is 
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analized and the new method is developed. 

The presented method is experimented with a 

mini-computer and a validity of the presented 

method is assured. 

6.2 Problem Description 

may 

As shown in 1.3.4, any shape P in a plane 

be described as 

n m(i) 
p = U [ n p .. ] 

i=l j=l lJ 

m(i) 
Setting P. 

1 = .n P iJ·, J=l 
n 

P = U P i' 
i==l 

Eq. 6.1 is rewriiten as 

Eq. 6.2 implies that there are a number of 

description ways of the shape P even if we only note 

an union operater for pIS composition. This aspects 

is shown in Fig. 6.1. 

Fig. 6.1 A shape composition by the union 

operator. 
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Let us define a term ttparti tion tt as the way 

in which P is also described by 

m 
P == LJ Ri , 

i=l 

with a constraint 

m 
n 

i=l 
R. = cp 

l 

A minimum partition problem dealt with in this 

chapter is 

min. m 

subj. to Eq. 6.3 and 6.4. 

(6.3) 

(6.4) 

(6.5) 

Then, we restrict the shape of P and the shape of 

R. that 
l 

1. Edges of P are parallel to a horizontal line 

(X-axis) or a vertical line (Y-axis). 

2. The shape of R. is rectangular and its edges 
l 

are parallel to a horizontal line or a vertacal 

line as well. 

We name such a P and a Ri a componund rectangular 

cell, and a uni-rec}angular cell, respectively and 

simply call them a poli-cell and a uni-cell respectively. 

Then we rewrite the problem to 

m 
min. U R· 

i=l l 
m 

(6.6) 

n 
subj. to P =U Pi' 

i=l 
(6.7) 
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m 
U R. = P, 
i=l 1 

(6.8) 

m 
n R. = 1> . 
i=l 

1 
(6.9) 

Thus, the problem is expressed as follows. 

For the given poli-cell, divide it into the minimum 

number of uni-cells which are completely buried on 

the poli-cell without uni-cell's protruding and over-

lapping. 

I 

I 

Fl· 6 2 A poli-cell and uni-cells. g. . 
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6.3 Analysis of Minimum Partition 

Though a problem is described by the use of a 

set theory, it is convenient to a minimum partition 

analysis to apply a result of a graph theory. When 

the graph theory is made a use of, a poli-cell P is 

presented by a set of vertices V and a set of arcs 

A. In the succeeding discussion, the poli-cell, P 

is represented by the relation among the vertices 

in two of which the arc exists or not. As the vertices 

are figured out by a result of section 7.6, the 

description method of P by the set theory can be trans­

formed to the one by the graph theory. 
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6.3.1 Base Vertices for Partition and Their Number 

There are vertices from which a poli-cell is 

parted, if a partition is possible. Let us define 

these vertices. 

Definition: Let a base vertix be defined as 

a vertix at which corner of P an interior 

angle is three right angles. A line 

drawn from the base vertix for a partition 

of P is named a partition line and a point 

intersected by the partition line and edges 

of P are named partition vertices. 

Assume that the number of vertices in P is No, 

the number of the base vertices are obtained by the 

following theorem. 

Theorem 6.1: Set J as the number of the base 

vertices. Then, the number of the base 

vertices is given by 

J = No - 4 
2 

Proof: Let us set L as the number of vertices 

except for the base vertices, then_ 

J + L = No 

The sum of all the interior angles of No-angle 
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shape is 2(No - 2). L R, and the interior 

angle at the base vertix is 3.L R, and the 

interior angle at the partition vertix is 

L R, where L R is 900 Then we obtain 

3J .LR + L .LR::::: 2(No - 2) .C::::R. 

From Eqs. 6.11 and 6.12, 

J ::::: No - 4 
2 

L No + 4 
2 

Q.E.D. 

When P has empty spaces as shown in Fig. 6.2, 

(6.12) 

(6.13) 

we define the base vertix as a vertix whose external 

angle is three right angles. In this case, the number 

of the base vertices of Ni-angle shape becomes 

Ni + 4 
J = 

2 (6.14) 

because this case becomes just an inverce of the above 

one. 

In this way, when P has f-empty spaces within 

itself, the number of the base vertices is obtained 

in the following theorem. 

Theorem 6.2 When P is presented by No circumscribe 

vertices and f empty spaces whose number of 

vertices are Ni , the number of base vertices J 

becomes 

No - 4 
J = 2 

f 
+ ~ 

i=l 

Ni + 4 
2 
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If we denote N as all the number of vertices 

for the presentation of P, 

J = N - 4 2 + 2f. (6.16) 

Proof: By the results of the theorem 1, the number 

of base vertices in the circumscribe vertices 

is (No - 4)/2, and the number of base vertices 

in each empty space is (Ni + 4)/2. Therefore, 

we obtain 

J = No - 4 f Ni + 4 + ~ 
2 i=l 2 f 

Then, since N = No + ~ Ni , this is 
i=l 

substituted into Eq. 6.15 and we obtain 

J = N - 4 2f + . 
2 

-6.3.2 Theorem for Minimum Partition 

Q.E.D. 

The number of uni-cells which are buried into the 

given poli-cell P is equal to a cycle rank of the graph. 

The cycle rank is given by Euler Polyhedron Formula. 

Therefore, by substituting the number of partition 

lines, the number of vertices of P, and the relation 

between edges and the vertices of P, into Euler Poly-

hedron Formula, we prove basic theorems in order to 

design a minimum partition algorithm. 

- 179 -



Theorem 6.3 Let us define m as the number of uni-

cells. Then, there exists a partition such 

as 

,/ No m <....-- - 1 
- 2 ' 

when P has no empty space, and 

f 
No + L: N. - 2 N < . 1 1 -m 1= + 2f = 

2 2 

when P has f empty spaces. 

Proof: The number of base vertices J is 

4 f N1' + 4 J = No - + L: 
2 i=l 

2 + 2f 

(6.17) 

(6.18) 

As shown in Fig. 6.3, one partition line parallel 

to y axis may be drawn from each base vertices. 

We set H as the number of partition vertices. 

Since the partition vertices sometimes overlap, 

H:5:J. (6.19) 

If H partition vertices are generated by H 

partition lines, 2H edges are increased to the 

poli-cell P .. After partition, the number of 

uni-cell, m is equal to the cycle rank in Euler 

Polyhedron Equation. As we denote k and e as the 

number of edges and the number of vertices in 
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y 

o > X 

Fig. 6.3 Patitioning along y-axis. 

Fig. 6.4 Two base vertices on Flo~ 6 5 T\"o ba to 5" • se ver lces on 

the straight partition line. the straight patition line. 

(Case 1) (Case 2) 
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poli-cell P after partition respectively 

m=k-e+l. 

By partition, k and e becomes 

f 
k ::: No + L N. + 2H 

i=l l 

f 
e = No + L N· + H. 

. 1 l l= 

(6.20) 

(6.21) 

(6.22) 

By substituting Eqs. 6.21 and 6.22 into Eq. 6.20, 

we obtain 

m = H + 1. (6.23) 

From Eqs 6.19 and 6.23, we obtain Eq. 6.18. 

If empty spaces are not included in P, we obtain 

Eq. 6.17 by setting f = 0. Q.E.D. 

Theorem 6.4 Suppose that any two base vertices of the 

poli-cell P do not exist on the same straight pat it ion 

line. Then, for any partition, the number of 

uni-cell m satisfies 

f 
No + L Ni - 2 

m > i=l + 2f 

2 

N - 2 + 2f 
2 

when empty spaces are included in P, and 

........ No - 2 m .? .::.:...::.---.:...... 

2 

when empty spaces are not included in P. 
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Proof: The partition lines must be drawn from the 

base vertices, and their maximum number from a 

specified vertix is two and the minimum number is 

one. Therefore the number of parti tion vertices H is 

H?: J 

As 2H edges are increased by the partition, we 

obtain the same result as Eq. 6. 21 and 6.22 

(6.26) 

for the partition. From Eular Polyhedron Equation 

and Eqs. 6.21 and 6.22, we obtain 

m=H+l. (6.27) 

Then, by substituting Eq. 6.26 to 6.27, we obtain 

Eqs. 6. 24. If empty spaces are not included in 

P, we obtain Eq. 6.25 by setting f = O. 

Q.E.D. 

Theorem 6.3 implies that the number of uni-cells 

which are buried into the poli-cell~P becomes (N - 2)/2 

+ 2f only when any of two base vertices do not exist 

on the same straight line. And theorem 6.4 implies that 

the minimum number of the uni-cells is (N - 2)/2 + 2f 

only when any of two base vertices do not exist on the 

same straight line. 

By the use of theorem 6.3 and 6.4, we obtain the 

result that only a unique partition line must be drawn 

from all the vertices in the minimum partition if any 

of two base vertices do not exist on the same straight 
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line. This fact leads to the following theorem for 

the minimum partition. 

Theorem 6.5 When a given poli-cell P is partition-

ed into the minimum number of uni-cells, in which 

any of two base vertces do not exist on the same 

straight patition line, a degree of the base 

vertices is three. 

Proof: Before a partition, a base vertix has two 

edges. After the partition, a partition line 

must be drawn from the base vertix. Hence, 

three edges are met with on the base vertix. 

Theorem 6.5 gives the munimum partition algorithm 

a basic hint. Namely, when any of two base vertices 

do not exist on the same straight lines, the minimum 

partition is executed by drawing only one partition 

line from all the base vertices. 

Now, we consider the case when two base vertices 

exist on the same straight line. There are two 

cases as shown in Fig. 6.4 and 6.5. 
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At first we treat the case as shown in Fig. 

6.4. Suppose that there are Qj2 pairs of Q base 

vertices such as shown in Fig. 6.4, and that par -

tition lines are drawn between pairs of base vertices. 

After any partition except for the above case, the 

number of partition vertices are satisfied by 

H ? J - Q. (6.28) 

Since 2H edges is increased by the partition in using 

H partition vertices, the number of all the vertices e, 

and the number of all the edges after the partition are 

f 
e = No + ~ N. + H, 

. 1 1 1= 

f 
k = No + ~ N. + Q + 2H. 

i=l 1 L. 

Hence, the number of uni-cells m obtained by 

(6.29) 

(6.30) 

substituting Eqs. 6. 29 and 6. 30 into Eular Polyhedron 

Equation is 

m k e + 1 

= H + 
g 

+ 1 
2 

">J - g + 1, (6.31) 
2 

By the use of 0 ~Q :s. J, 

.2:J 1 
1 m - - J + 

2 
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J + 1 = 
2 f 

L: (N. + 4) 

= No - 4 + 
i=l 1 

+ 1 
4 

f 4 

No + L: N· 
i=l 1 

= + f 
4 

= N 
4 

+ f. (6.32) 

If there is no interior space empty, Eq. 4. 32 

becomes 

m> No 
- 4 (6.33) 

From Eq. 6.31, when Q/2 partition lines are drawn 

between Q/2 pairs of base vertices, the minimum number 

of uni-cells are buried into the poli-cell P. 

Therefore, theorem 6.5 is applied to this case. 

In the second, we deal with the case as shown 

in Fig. 6.5. Suppose there are Q base vertices as shown 

in Fig. 6.5, where Q is a multiple of three. Since 

the number of partition lines at such base vertices 

are 2Q/3, the number of vertices e and the number k of 

edges after such a partition are 

f 
e = No + L: N. + H, 

. 1 1 1= 
(6.34) 

f 2 k = No + L: N. + - Q + H. 
i=l 1 3 

(6.35) 
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From Eular Polyhedron Equation, the number of uni-cells 

is 

m = k e + 1 

= H + ~ Q + 1 3 

> (J 1 
Q) + 1 3 

By the use of 0 :::. Q ~J, 

m~ ~ J + 1 
3 

2 (No - 4 f N' + 4 = + 2:; 1 ) + 1 3" 2 i=l 2 

N - 1 
+ i f 

3 3 

If there is no interior empty space, Eq. 6. 37 

becomes 

No + 1 m/---
3 

(6.36) 

(6.37) 

(6. 38) 

From Eq. 6 35, when i Q partition lines are drawn 

at the corner of base vertices, the minimum number of 

uni-cells are buried into the poli-cell P. In this 

way, theorem 6.5 is also applied to this case. 

It is possible to change the partition way shown 

in Fig. 6.5 into the one in Fig. 6.4. In such a 

case, the number of uni-cells altered is the same as 

before. This is proved by the following theorem. 
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Theorem 6.6 Suppose that there are Q base vertices 

shown in Fig. 6.5. Then, the number of uni-

cells partitioned by the way shown in Fig. 6.5 

is the same as the number of uni-cells-partitioned 

by the way in which a partition line is drawn 

between a pair of base vertices and another 

partition line is drawn from the rest of the base 

vertex to a forresponding partition vertex. 

Proof: Whe n the partition lines are drawn as shown 

in Fig. 6.5, the number of uni-cells m after par-

tition is obtained by applying theorem 6.4. 

m1 = H + ~ Q + 1. 

On the other hand, when the latter partition lines 

are drawn, the number of edges k and the number e 

of vertices after the partition are respectively 

f 1 I 2 k = No + L N. + 2· 3 ·Q + 3· Q + 2H, 
i=l 1 2 

(6.39) 

f 1 e = No + L N· + 3· Q + H 
i=l 1 

(6.40) 

Hence, the number of uni-cells m2 after the parti~-

tion becomes 

m2 = H + ~ Q + 1. (6.41) 

Thus we gain ml = m2 . Q.E.D. 
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Theorem 6.6 implies that the case shown in 

Fig. 6.5 can be processed in the same way as the 

case shown in Fig. 6.4. This causes the minimum 

partition algorithm to make the degree of the base 

vertex three. 

6.4 Minimum Partition Algorithm 

A minimum partition is realized by such a way 

in which partition lines are drawn in order to make 

the degree of base vertices three. Bere, the 

algorithm for the minimum partition is presented. 

6.4.1 A Graph Representation of Poli-cell P 

A matrix representation based on a graph 

theory works to represent a given poli-cell and the 

partitioned poli-cell. Let us define a incidence 

matrix A to represent the poli-cell P. 

Definition 

as 

A = {a .. } 
lJ 

Let us define A as an incidence matrix 

when there is an edge 

between vertices i and j, 

otherwise. 
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The incidence matrix represents a relation among 

the vertices and it shows the graph of the poli-

cell P. 

Poli-cell representation must be established 

in a computer. We call a poli-cell P before the 

partition of a primitive poli-cell. The input data 

for the primitive pol i-cell are stored into the 

computer by the aid of a digitizer. Vertices as the 

data are input in the counter-clockwise turn of 

assignments of their number. We denote xCi), yCi) 

as the coordinates of the vertex i. This first 

representation has only an information about the 

circumference vertices relation. We call it a 

primitive incidence matrix of the poli-cell P, and 

denote A 0= {a.~}. lJ . 

6.4.2 Judgement of Base Vertices 

A partition line is always drawn from base 

vertices. For the partition, the base vertices must 

be looked for, first. On the base vertex, it occurs 

a special displacement of the coordinates in a series 

of vertices. Therefore, the base vertex is searched 

for as soon as the data of the vertices are input. 

Judgement conditions of the coordinate displacement 
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as the base vertices I are as follows: 

XCI) - xCI - 1) < ° and-Y(I . + 1) - Y(I) > 0, (6.42) 

XCI) - XCI - 1) > ° and Y( I + 1) - Y(I) :<: 0, (6.43) 

Y(I) - Y(I - 1) > ° and X( I + 1) - XCI) >: 0, (6.44) 

Y(I) - Y(I - 1) < ° and X( I + 1) - XCI) < 0. (6.45) 

Judgement conditions of 6.42 - 6.45 correspond 

to the case of Fig. 6.7 (a) - (b) , respectively. 

6.4.3 Determination of Partition Vertices 

After the base vertices ire searched for, two 

partition lines parallel to X and Y axis are drawn 

from the base vertices. Partition vertices are 

determined as the intersection points of the drawn 

partition lines and the edges in the primitive poli-

cell P. The edges are easily found out in the follow-

ing way. 

Let us treat the case when the partition line 

parallel to x axis is drawn frbm the base vertex J. 

The edge on which the partition vertex exist is obtain-

ed by finding the edge such as 

min. I X(J) - XCI) I I = 1,2, ... , n (6.46) 

subj. to (X(J) - Y(I)) (Y(I + 1) - X(J)) ~ ° 
(6.47) 

XCI) - XCI + 1) = ° (6.48) 

1= 1,2, ... , n 
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010000-01 

10101000 
7 6 01010000 

A = 00101000 
5 4 01010101 8 

00001010 

00000101 

10001010 

2 3 

Fig. 6.6 Graph representation and the incidence matrix 

J i 

i l 

( a ) ( b ) ( c ) ( d ) 

Fig. 6.7 Four types of base vertices 
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Where n is the number of all the vertices. 

The same procedure can be applied when a 

partition line is drawn parallel to Y axis by 

changing X to Y, and Y to X. Thus, the partition 

vertices are registered to the computer. 

If a partition point coinsides with other base 

point, only a partition .. line is registered. 

Since all of the partition lines are drawn, 

we renumber the vertices including partition vertices 

counter-clockwise and define a new incidence matrix 

of the poli-cell P. This new matrix has the edges 

and vertices relation added to the primitive incidence 

matrix by partition lines and vertices. We call this 

matrix an basic incidence matrix B, which is 

B :::; {b .. }, 
1J 

b . . :::; I 
1J 

b .. = 0 
1J 

when there is an edge 

between vertices I and J, 

otherwise. 

The basic incidence matrix B has more uni-cells 

than the ones with minimum partition. 

6.4.4 Minimum Partition Algorithm 

In order to partition the given poli-cell to 

the minimum number of uni-cells, a degree of all the 

base vertices becomes three as shown in theorem 6.5. 
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If the case shown in Fig. 6.5 occurs, the base 

vertex is inhibited to have the partition line 

connected to the partition vertex. From these points 

of views, a minimum partition algorithm is established 

as follows: 

Set b .. 11 

n 
= L b iJ. (i = 1, 2, ... , n) in B. 
j=l 

(A diagonal elements of the matrix B has the 

degree of vertex 1.) 

Find out the vertex I such as b .. 11 = 4. 

Find out the vertex J such as b .. = 
1J 

b .. 
J1 

= 1 

and b .. = 3 subject to I + 3 < J or I - 3 > J1 

(In this step, one of two partition vertices 

J. 

corresponding to the base vertex I is found.) 

Set b.. = 3, b.. = 2, and b.· = b.. = 0 
11 JJ 1J J1 

(In this step, one partition line is removed 

and the degree of the base vertex I becomes 

three.) 

5° Repeat the step 2° - 4°. If the vertex I 

and J which satisfy the condition in step 

3° and 4° is not found any longer, go to step 

6° If there is no vertex such as b ii = 4, the 

minimum partition is reached in the matrix B. 

If there are vertices such as b ii = 4, go 

to step 7° . 
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7° Find out the vertex I such as B .. = 4, 
II 

b .. = 4 and b· . = b·· = 1 subj ect to I + 3 
JJ lJ Jl 

< J or I - 3 > J. 

If such a vertex is not found, stop the 

procedure. 

Set b ii = 3, b
jj 

= 3, and b ij = b ji = 0, 

then go back to 7 

We call this final matrix B a partition 

matrix. 

A simple example of the algorithm is shown in 

Fig. 6.8. 

6.5 Extraction Algorithm of Dni-Cells 

A partition matrix B transformed from a base 

partition matrix gives a graph an incidence relation. 

By using this matrix B, the procedure is requested 

to extract and output each uni-cell being partitioned. 

For the sake of this algorithm, the following algorithm 

is composed. 

Set b.. in B to b.. = 0, b. . 1 = ° lJ II l,l-

(i = 1, 2, ... , n), bIn = 0 and b ij = - b ij 

( i > . J, i,j = 1,2, ... , n). 

Find that b·· = 1 {i,j = 1, 2, ... 1 n). 
lJ 

If 

b ij = 1 is not found in B, stop the procedure. 
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21000001 

13101000 

01210000 

01014101 

00001210 

00000121 

10001013 

The basic inciden~ 
matrix. ~ 

01000000 

00100000 

00010000 

00001000 

00000101 

00000010 

00000001 

-10001000 

The partition 

/ 

matrix. 

21000001 

12100000 

01210000 

00121000 

00013101 

00001210 

00000121 

10001013 

Fig. 6.8 An example of the proposed algorithm applied to 

the shape shown in Fig. 6.6 
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Find that b jk = I (k = I , 2, ... , n) . 

Find that b jk 1= 0 (j = I, 2, ... , n) . If 

not found, replace j = k and go back to step 

3°. If b jk -# 0 is found, go on to step 5° . 

5° A uni-cell can be extracted as a series of 

the traced vertex number from the step 2° 

to step 3°. Then, set that b ij = 0, where 

suffices i and j are the vertex number used 

in the extracted vertex number, and go back 

to step 3°. 

In this way a series of the vertices corres-

ponding to the uni-cells partitioned from the pol i-

cell P is obtained. When this algorithm is applied 

to the matrix shown in Fig. 6.8, the serieses 

of the vertices become 

( I, 2, 3, 4, 5, 8, I) and (5, 6, 7, 8, 5). 

6.6 Experiments 

Some of poli-cells are experimented to show a 

validity of the proposed method for a minimum 

partition. The computer used is OKITAC-4500C and 

the program is coded with FORTRAN. Instead of CRT 

display, an X-Y plotter is equipped for output. 
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6.7 Conclusion 

An space allocation problem is treated in the 

situation of a minimum partition. Through a dis­

cussion and experiments, we reach the following 

conclusion. 

1. Some theorem for a minimum partition is 

proved. 

2. Conditions for the minimum partition are pro­

posed by the results of the above-mentioned 

theorems. 

3. An algorithm based on the above mentioned 

I and 2 is proposed and an extraction algorithm 

for uni-cells partitioned from a poli-cell is 

proposed as well. 

4. Experiments to verify the algorithms pro-

posed are done and the validity of the algorithms 

is proved. 

A minimum partition algorithm may be applied 

not only to LSI art work design but also to other 

areas. Because this kind of problems are frequently 

seen in many fields where a graphic processing is 

required. Such problems are a poligon package problem, 

an automated process planning, an automated descrip­

tion for 2-D geometries and so on. 

Therefore, there are quite a few applications of 

the minimum partition method. 
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7. Graphic Processing in the Space Allocation 

Problem 

7.1 Introduction 

The space allocation problem has two phases; 

the one is to treat the problem as mathematical 

programming, and the other is to process the 

problem as graphic processing. Whenever we treat 

the space, the space geometry can not be separated 

from the problem, because the geometry of any 

spaces is essential for the space allocation. 

In dealing with the space geometry by a 

computer, the first problem is to remedy the 

difficulty of how the geometry is taught to the 

computer and how the data structure of the 

geometry is constructed in the computer. The 

second problem is to process the problem that 

occurs by the space allocation, for example, 

the collision problem in the allocation of the 

space without overlapping and the graphic output 

to verify the allocation of the space. 

As to the first problem, !!Formula ted Pattern 

Method CF.P.M)f! is developed for the geometric 

modeling by Prof. N. Okino. Here, we discuss 
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the space description method in general, and 

show the relation between the description method 

and the data structure of the space geometry in 

computer. As to the second problem, one of the 

general methods for processing the geometry is 

established. Namely, the geometry processing 

method is developed by introducing a boundary 

evaluator. 

In general, the geometric space treatment 

belongs to the geometric modeling problem, 

and the results obtained here are one of the 

applications to the geometric modeling. So the 

discussion is based on the theory of the geometric 

modeling. 

As the geometries having been treated so 

far are rectangles or blocks, the results obtain­

ed in this chapter is not applicable to the 

previous problem. However, the theory developed 

here will be important in processing a free form 

geometry in future. One of the applications is 

proposed to solve the collision problem between 

the shearing blade and the material in metal sheet 

cutting. This is applied to determine the 

sequence of shearing out the materials from the 

nested balnk. 
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7.2 Geometric Definition and Data Base 

The first problem in processing the 

space geometry is on how the geometric definition 

is modeled. Here, we introduce the following way 

of construction to modeling the given space 

space geometry. 

A given geometric space model P may be 

presented by the construction of some basic 

shapes. Each basic shape is named a primitive 

and expressed by Pi. Pi is shown in three­

dimensional Cartesian coordinate system, 

Pi = {x I f i(x) > oJ. 

Eq. 7.1 shows a half space. 

Supposing that P is subsequently built up 

using some constructive operators .op .. and 
1 

primitives Pi Ci = 1, 2, ... , n), 

(7.1) 

P = Pn . OPn . CPn-l.OPn_l' C ... CP2.oPl. PI)) ... ) 

(7.2) 

Let us introduce the set operator as the 

constructive one. This operation is as follows. 

When two primitives are operated by a union and a 

product respectively, 

(7.3) 
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and 

Also, the difference operation is defined by 

using the set operator as follows: 

Pc = P - P a b 

= {x I f a (x) > o} n {x ! -f b (x) > O} 

The operations explained in Eqs. 7.3 - 7.5 are 

shown in Fig. 7.1. 

P=PI U Pz 

P=PI-PZ 

=PI npz 

Fig. 7.1 Set operation 
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Now, let us substitute the set operator in 

Eq. 7.2, then arrange it as follows: 

n Pm) U (P r n P q n ... n P s) 

U (Pt n Pu n ... n Pv )' 

(7.6) 

Suffices in Eq. 7.6 can be exchanged as follows: 

P = 
n me i) 
U Il P iJ". 
i=l j=l 

(7.7) 

Eq. 7.7 is offered and named the "Formulated 

Pattern" by Prof. N. Okino of Hokkaido University. 

In the process of arranging from Eq.7.2 to Eq. 

7.7, there are various formulations for the given 

model P. That is, there are a number of possi-

bilities to describe or construct the given geomet-

ric space. Therefore, a geometric medeling 

usually adopts some formulation between Eq. 7.2 

and 7.7. 

The modeling formulation has an effect on 

the data base to be structured in the computer 

corresponding to the geometry. For instance, 

the modeling method by the use of Eq. 7.2 needs 

the binary tree as the data base structure, and 

the modeling method by the use of Eq. 7.7 needs 

only an indicator, which specifies the primitives 

having the same suffix i, in the data base. 
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In general, as the data base has the 

tree structure corresponding to the geometric 

modeling method to keep the constructive sequence, 

it becomes complex to treat it. If we wish a 

simple data structure for modeling, "Formulated 

Pattern Method (F.P.M.)" is suitable because its 

data structure needs no tree. Therefore, F.P.M. 

is used for the space geometric modeling through­

out the discussion without the lack of the 

generality of modeling. 

7.3 Recognition of Space Allocating Feasibility 

Once the space geometry is modeled in the 

computer, the second problem is on how to recog­

nize and e x tract relations between a given point 

and the space or two spaces from the geometric 

model. For this purpose, the boundary evaluation 

technique is established in the field of geometric 

modeling. There is room for improvement of the 

boundary evaluation technique proposed so far, 

however. 

This section first discusses on the boundary 

evaluation, and a new boundary evaluation technique 
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is proposed. Then, the recognition method for 

a space allocating feasibility---the method for 

solving the collision problem--~is taken into 

consideration. 

7.3.1 Boundary Evaluator 

Most of outputs of graphic processing can 

be considered as the mapping of the boundary of 

space models presented mathematically in the 

two- or three-dimensional space to some spaces. 

This mapping procedure is also important for 

the recognition of the relations between a point 

and the modeled space, because the recognition 

of the location of the space is attempted by 

knowing where the boundary of the space exists. 

Therefore, the boundary evaluation technique 

is required and the boundary evaluator serves 

as the mapping procedure. 

The two boundary evaluators are presented 

so far in geometric modeling: PADL b-function 

and TIPS-l penalty function. 

They are described as follows. 

a) PADL b-function 

The b-function adopted by PADL is expressed 
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as follows: 

bP . 1) 1- , (7.8) 

where bP. and bP. 1 is the boundary of primitive 
1 1-

Pi and P i - l respectively, B is the boolian 

function whose value is one on the boundary and 

zero in other areas. When the constructive 

operator is union one, B operates as 

r--

where Pi is negative set of Pi' When the 

operator is intersection one, B operates as 

B (P i n Pi -1) = ( bP i n Pi -1) U (bP i -1 n Pi)' 

This operation is performed in the order 

of the suffix in Eq. 7.2 when modeling the space, 

so that the data to store the space geometry 

needs binary tree in order to hold the operation 

sequence. By the use of PADL boundary evaluator, 

the graphic processings such as three view 

drawings, sectional drawing and perspective view 

drawing become possible because these processings 

are only mapping of the boundary of the space 

into two dimensional drawing space. But this 

evaluator does not give the information on how 

far there exists the point from the space except 

that only the point exists on the boundary. 
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b) TIPS-l penalty function 

TIPS-l penalty function presented by Dr. 

Y. Kakazu, D~. N. Okino and Dr. K. Hoshi is 

given by 

n m(i) 
S o(x) = II L c I min (0, f .. (x) ) I (7.9) 

i=l j=l ij lJ 

and 
n m(i) 

Si(x) = L II c I max (0, f .. (x» I , (7.10) 
i=l j::::;l ij lJ 

where c is a positive number. These equations 
lJ 

are based on Eq. 7.7. Eq. 7.9 is used to evaluate 

the outside of the model and Eq. 7.10 is used to 

evaluate the inside of the model. For the evalua-

tion, the values of Eqs. 7.9 and 7.10 are figured 

out. Namely, the value of Eq. 7.9 is zero within 

the space model and on the boundary, and a positive 

number which increases toward the outside from the 

boundary. The value of Eq. 7.10 is the opposite 

to the above. 

The penalty function not only gives the bound-

ary information but it has the outside information 

of the given model as the potential function. The 

aspect of this potentiality looks like a declining 

wall surrounding the given model, and this wall 

is called a penalty surface. By setting Eqs. 7.9 
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and 7.10 to 

S = So - S. 
1 ' 

(7.11) 

and 

B(S) = L: when Sf=. ° 
when S = 0, (7.12) 

the same result as b-function is derived for 

graphic processing. In addition to this result, 

the penalty function gives the relation between 

the specified point and the space model. This 

information is inducted by measuring the poten-

tial value of the penalty function at the speci-

fied point. If the value is the function of the 

distance from the boundary of the space model, 

it is easy to recognize where the point is. This 

feature is useful to imply feasible space allo-

cating area. Namely, it becomes possible to know 

how far the point is from the space model and how 

distance the point may be moved toward the space 

m9del. These are important clues for solving 

the space location feasibility and collision 

problem between two spaces. 

However, the potential feature is often 

unclear because IT operation sometimes makes the 

value of penalty function so large that it becomes 

impossible to measure the potentiality. To remove 

this defects, the new evaluater is proposed. 
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7.3.2 New Evaluator 

Defects of Eq. 7.9 against the boundary 

evaluator are as follows: 

1° The multiple operation IT corresponding 

to the union operator makes the value of 

Eq. 7.9, So(x), so large. 

2° When the boundary evaluation is needed 

within the given space, Eq. 7.9 becomes 

useless. In this case, Eq. 7.10 must be 

prepared. 

3° Even if the nearest boundary to the given 

point is known, all of the function f .. (x) 
lJ 

must be operated to figure out Eq. 7.9. 

As to 1°, the IT operation produces a steep 

wall around the model. Especially when some 

functions have high order terms corresponding 

to their primitives, the wall becomes extremely 

steep. In the case of 3° 1 this sometimes happens 

and becomes an obstacle to reduce computing time, 

for the composite basic primitive nearest to the 

given point is often known or listed up. 

Based on Eq. 7.7, a new boundary evaluator 

is designed by 

F(x) 
n m(i) 

max min c .. 
i j lJ 
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whose value is negative within the space model, 

positive outside and zero on the boundary, where 

c· . lJ is the positive number. The new evaluator 

overcomes the defects of 1, 2 and 3. As the 

operations of Eq 7.13 are max and min, the unique 

function is selected and determines the value 

of Eq. 7.13. It shows that the displacement of 

Eq. 7.13 is not so steep as Eqs. 7.9 and 7.10. 

Furthermore, the composite basic function selected 

by Eq. 7.13 is usually the nearest primitive 

to the given point. Therefore, if the nearest 

primitive is known, the computation of Eq. 7.13 

deals only with the nearest basic function. In 

this way, defects 1 and 3 are overcome by using 

Eq. 7.13. 

The aspects of the boundary evaluators dis~ 

cussed here are shown in Figs. 7.1 - 7.4. 
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X I 

B 

Fig. 7.2 PADL b-function 

-- .. 

Fig. 7.4 Penalty function 

for inside 

Fa 

Fig. 7.3 Penalty function 

for outside 

s 

Fig. 7.5 A new evaluator 
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7.3.3 The Recognition Method for Space 

Allocating Feasibility 

By the use of the new boundary evaluator, 

the recognition as to whether the given point 

is outside the given space is easily performed. 

Let us set x* to the given point and PI to the 

given space model. Also, the new evaluator 

m(i) n 
corresponding to PI is Fl(x)=-max 

i=l 
min co ° f

1
o

J
o (x). 

j=l lJ 

Then, we obtain that 

Fl(x*) > 0: x* is outside the model, 

Fl(x*) = 0: x* is on the boundary, 

Fl(x*) < 0: x* is inside the boundary. 

This relation shows that the feasible area 

for allocating another space is restricted by the 

region which satisfies 

FA = {x I Fl(x) > a}, (7.14) 

where FA implies the region of the feasible area 

for allocating another space. If we allocate 

another space P2 , P2 is prohibited from overlapping 

A point which is inside P2 such as y E P2 , 

therefore, satisfies y¢ FA. Thus, P2 is allocated 

without overlapping PI by testing the value of 
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Fl (x), so that 

Fl(x) ~ 0: impossible to allocate P 2 , 

Fl(X) > 0: possible to allocate P2 . 

And the value of Fl(x) becomes the function of 

the distance from the boundary of Pl' 

7.3.4 Collision Prohibition 

In the previous section, the relation bet-

ween the two given space locations is considered. 

Now, we treat n given spaces. 

The location constraints on the given n 

spaces are written by 

n 
U Pi C B, 
i=l 

n 
n 

i=1 
P. = ,;.. 

1 ,/" 

(7.15) 

(7.16) 

where Pi (i = 1, 2, ... , n) are the given n spaces 

and B is the resource space in which Pi (i = 1, 

2, ... , n) are allocated. 

Let us set p. as 
1 

Q, m(j) i 
P i = U n {x I f J'k ( x) > O}, 

j=l k=l 

i = 1, 2, ... , n, 
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and B as 

h m( j) 
B = U n {x I bJ"k . (x) L O}. 

j=l k=l 
(7.18) 

By applying the boundary evaluator technique 

to Eqs. 7.15 and 7.16, we gain the following 

procedure instead, 

and 

n 
x E {x I (max (F. (x» ~ 0) A 

i=l l 

h 
(-max 

j=l 

n 

m(j) 
min (bJ"k(x» ~ O} 
k=l 

·x ¢ {x I (min Fi(x» > O} 
i=l 

where F" (x) 
l 

Q, m(j) i 
max [min cJ"k f J"k 
j=l k=l 

(x) J • 

In these procedures of testing x, the 

collision among n spaces is prohibited. 

7.3.5 Surface Equations of the Space 

(7.19) 

(7.20) 

It frequently becomes necessary to process 

the surface of the given space for graphic process-

ing output. By applying the boundary evaluator, 

the surface equations are simply described. The 

surface equations include such as plane segments, 

- 220 -



line elements and intersection points which are 

important factors of graphic outputs. 

By setting the given space P as 

n m(i) 
p =U n {x If .. (x):> o}, 

i=l j=l 1J 

the plane segment equations of the space boundary 

are expressed by 

f .. 
1J 

(x) = 0, i = 1, 2, ... , n, j = 1, 2 , 

... , m(i) 

and 
n m(i) (7.21) 

max [ min f .. (x) ] = O. 
i=l j=l 1J 

The line segments of the space boundary becomes 

the intersection of two planes of the space 

boundary, so that they are expressed by 

and 

f (x) = 0 
ij 

f kl (x) = 0 

'-1. 
1 T k, j =l-t 

and 

n m(i) 
- max [min f ij (x)] = 0 

i j 

i, k 

j , t 

In the same manner as the above 

= 1 , 2, ... , n 

= 1 , 2, ... , m(i) 

(7.22) 

the inter-

section points of the space boundary are expressed 

by 

f·· (x) = 0 :! J 
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and 

f kZ (x) = 0 

f uv (x) = 0 

i -t- k 
I j =/-'X-=/-v =r u, 

i,k,u = 1, 2, ... , n 

and j,'X-,v = 1, 2, ... , mCi) 

n m(i) 
- max fmin 

i j 
f . . (x)) = o. lJ 

These equations are the basis of general 

principle for processing graphic putputs. 

7.4 Application of the Collision Prohibition 

Technique to Material Shear Scheduling 

After the materials Ri (i = 1, 2, ... , n) 

are allocated on the blank (resource) B, they 

are sheared out with a shear blade. But the 

determination of the shearing orders for the 

materials is requested because of the shear 

(7.23) 

blade geometry. In other words, the shear blade 

must shear out and collide only with the desired 

material meeting its edges. 

It must be avoided to collide with other 

undesired materials. Thus, the shear order 
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scheduling is necessary. In the following sections, 

the shear scheduling method is proposed when the 

material geometry is restricted to a rectangle 

and the shear blade geometry an L-shape. 

7.4.1 Recognition of Shearing Feasibi~ity 

In order to shear out the material, it is 

necessary for the shear blade to satisfy the 

conditions that the shear blade shears out and 

produces the material only desired by the blank 

and it does not shear the rest of the materials 

in the blank. 

Let us define a region sheared by the blade 

as CR(x) and the material region desired to be 

sheared out as R,*(x). Then, the above conditions 
1, 

are expressed by 

(7.24) 

and 

CR(x) n Ri ex), i-i- i*, i = 1,2, ... , n 

(7.25) 

Since the blade shape is an L, the blade 

shearing region with corner coordinates (xc' Yc) 

is written by 

CR(x) = {(x, y) I (xc - x 2 0) n (Yc - y L O}. 

(7.26) 
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And the region of the material whose shape 

is a rectangle with its left under corner co-

ordinate (x., y.) is written by 
1 1 

Ri(X) = {(x, y) I (x - x . .:?: 0) n (y -yo 
1 1 

Z 0) n (x. + 1. - x ~ 0) n (Yl· 
1 1 

.+ Wi - Y 2.. O)}, 

where Ii' wi are the length and width of the 

material respectively. 

(7.27) 

By introducing the boundary evaluator to 

check a given point if it exists inside the 

shearing region, the following function is 

established, 

(7.28) 

If Fb(x*) < 0, then x* is within the region of 

CR(x) . 

In the same manner, the following function 

is established for Ri(x), 

Si(x) = - min ex - ~i' Y - Yi' xi + ~ - x, 

yi+wi- Y). 

If Si (x*) <::: 0, then x* is inside the 

rectangular region of Ri(x). 

(7.29) 

Supposing that the shear blade shears the 

material Ri , there exists a point x* which 

satisfies 

and 
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From the conditions 7.24, this is rewritten by 

= X* , Y*, X* - X. 
1 ' y* - Yi' 

X. + Q,. - X*, y. + W
1
. - y*) ~ O. 

111 

Eq. 7.30 is reduced to 

- min ( X - x* c ' Yc - y*, x* - xi' y* 

-< O. 

(7.30) 

The limit that (x*, y*) exists within the region 

of CR(x) is given by (x*, y*) ~ (xi' Yi)' 

By substituting (xi' Yi) to (x*, y*) of Eq. 31, 

we obtain the following relation Eq. 7.32. 

(7.32) 

When the material Rj is sheared out, the 

corner point of the blade is met with the upper 

right corner of the material Rj , Eq. 7. 33 is 

maintained, 

- min (x
J
' + 1. - x., y. + w. - y~) < 0, (7.33) 

J 1 J J "-

where 1. and w. is the length and the width of 
J J 

the material R., and x.and y. are left under 
J J J 

corner coordinates of material Rj . 

Let us set J(R j , Ri ) as 

J(Rj' Ri ) = - min (x j + Ij - xi' 

Yj + Wj - Yi)' (3.34) 

By the above discussion, we can easily test the 

blade collision by calculating the value of 
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J(R., R.) to see whether the blade collides 
J 1 

with the material Ri when the material Rj is 

sheared out. If so, J(Rj , Ri ) < 0, and if not, 

J(Rj' Ri ) > 0. 

7.4.2 Shear Scheduling 

When the material Rj is sheared out, the 

relation that the shear blade for shearing out 

the material R. collides with the material R. 
J 1 

or not is generated easily by calculating the 

value of Eq. 7.34; By testing this relation 

between all the two materials, we can obtain 

the binary relation on shearing feasibility 

between two materials. The binary relation is 

described by introducin~ a matrix P = [Pij ] 

which means: 

p .. = 1: Possible to shear out material R
1
· 

1J 

without the blade collision with the 

material R .. 
J 

P .. = 0: Impossible to shear out t.he material 
1J 

R. because of the blade collision with 
1 

the material R .. 
J 

By applying Eq. 7.34 so as to determine the 

value of P ij , the matrix P becomes 
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p .. 
lJ = 

p .. = lJ 

1 

° 
if J(Rj , Ri ) > 0, 

if J(Rj , Ri )< 0. 

The relation presented by P gives an in-

formation on the relation between two materials 

as to whether or not shearing out is possible. 

But it does not give the information on which of 

the two, Ri and Rk , should be sheared out first 

when R. is not sheared out due to the blade 
l 

collision with Rj' whereas Ri is not sheared out 

due to the blade collision with Rk , but Ri is 

not sheared out without the blade collision with 

Rk . This aspect is shown in Fig. 7.5. In this 

case, a shear sequence becomes the order of 

Rk , Rj and Ri . To make such a relation, the 

binary relation matrix P satisfies a transitive 

relation of shear order as mentioned above. 

The following calculation produces the transitive 

relation, 

2 n T = P + p + ... + p , 

where T = [t. .] and the operation is bool ian l,J 

one. The relation derived from T belongs to 

a weak order so that it becomes possible to 

(7.36) 

determine the shear sequence by the use of the 

result obtained in chapter 2. 
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The procedure for determining shear 

scheduling is as follows: 

n 
Calculate Sj = 1: t ij · (i = 1, 2, ... , n) . 

j 
n 

Calculate v. = 1: t .. si + sj" J j lJ 

(i = 1, 2, ... , n) . 

30 Make an order of Vj from the small value 

of Vj to the larger value of Vj in turn. 

The sequence of suffices Vj arranged above 

becomes a shear scheduling. 

R. 
l 

Rj 

~ 

Fig. 7.5 A necessity of a transitive 

relation 
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7.5 Conclusion 

The discussion has reached the following 

conclusion. 

1. A general constructive method for three­

dimensional space is presented, and its relation­

ship to the data base of the space geometry is 

descrlbed. 

2. A new boundary evaluator is proposed, which 

remedies the defects of two other evaluators. 

3. The surface of the given space is simply 

expressed by the use of the new evaluator. 

4. The collision prohibition technique 

among n spaces is proposed. 

5. The shear scheduling method is proposed 

by applying the collision prohibition technique 

to the shear scheduling problem. 

The appendix C shows the experiment results 

to compare the aspects of boundary evaluators 

with others. 
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8. The Development of CAM Software System for 

Punching-press and Shearing 

8.1 Introduction 

The realization of shearing process as 

computer-aided manufacturing has been difficult 

since an NC shearing machine appeared. It comes 

from the difficulty of making an automated plan 

for nesting, where nesting means the allocation 

of materials to the given blank. If this problem 

is broken up, it becomes possible to develop an 

integrated software system for punching-press and 

shearing. 

In this chapter, the software system is present­

ed for computer-aided punching-press and shearing 

by applying the method proposed in chapter 4 to 

shear process planning and by developing the deter­

mination of punching-press tool path. The developed 

system is named CAMPS (Computer-Aided Manufacturing 

for Punching-press and Shearing). 
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8.2 System Design 

The highest mountain against the automations 

of punching-press and shearing is to automate shear 

process planning. If mountain is climbed, it becomes 

possible to develop an integrated punching-press and 

shearing of the software system. It means that the 

allocation of the materials to the stocked blanks, 

the determination of absolute coordinate points on 

the blanks for punching-press, the determination of 

the punching tool path, and shear scheduling for 

the materials are automatically executed. CAMPS 

system is designed and developed to process all of 

these. The followings are the specifications of 

CAMPS for the system design and the functions of the 

processors constructing CAMPS. 

8.2.1 System Specification 

The software system developed here is based on 

the use of the following hardware equipments: 

NC turret punching-press machine for punching-press 

NC shearing machine with a L-shape blade for shear­

ing 

The use of an NC shearing machine releases the 
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restriction of the allocation method, which usually 

occurs by shearing in such a way as guillotine cut. 

We give the system two conditions before the 

design, assuming to utilize above hardware equip­

ments. 

Condition 1 

Condition 2 

the system available for mini­

computer 

realization of high automation 

Condition 1 is founded to utilize mini­

computers which have been implemented at a lot of 

manufacturing factories. Condition 2 is founded 

to reduce the processing time. If the system 

adopts the interactive type, a lot of time is 

taken for human judgement and response. This relays 

the processing time. Therefore, the system does 

not adopt the interactive type in order to satisfy 

condition 2. 

The system specifications under two conditions 

are set up. They are as follows: 

1. Information on the materials, blanks, and 

punching-press tool is input in a simple language. 

2. The input language is translated to a canonical 

data format and is stored into files. 

3. An optimum allocation of the materials onto the 

blanks is automatically calculated. 
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4. After the optimum allocation, tasks punch­

pressed by the same tools for the allocated 

blanks are sorted. Then, a tool path is figured 

out. 

5. The shearing sequence of the materials allocat­

ed onto the blank is scheduled and positioning of 

a shear blade is determined in accordance with the 

shearing sequence. 

6. The output of the allocation and the tool 

path are verified by the use of a CRT display. 

In answering to the specifications, the input 

language is designed and five processors are developed 

for CAMPS system. Five processors are the input trans­

lating processor SCANER, the allocating processor 

OPTNST, the task sorting processor TSKCLS, the punch­

press tool path generating processor OPTPTH, and the 

shear scheduling processor SHEARS. The CAMPS system 

structure is shown in Fig. 8.1. For the sake of 

specification of 6, graphic output is displayed to 

the CRT graphic display equipment. The oritput is the 

drawings of the allocation results and the trace of 

punching-press tool path. The repositioning problem 

is taken into consideration in the system, but it is 

not mentioned here. Such a problem may be done with 

post-processing. 
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Data Input 

Preproces­
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Fig. 8.1 CAMPS system structure 
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8.2.2 Input Information and Language 

Input information to the system consists of the 

following three: the materials, the blanks and the 

punching-press tasks. The information is fed into 

the system in the order as shown in Fig. 8.2. Each 

information block is discriminated by setting the 

the discrimination statements to the end of each 

one. Each information has the following contents. 

Blank information the size and the number 

of stocked blank 

Material information: the size, the punching­

press geometry (APT-like 

language) and the number 

of the material requested 

by the user 

Task information the punching-press tool 

assignment to the geometry 

and the tool priority 

The designed language is shown in Fig. 8.3. 
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8.2.3 Input Translating Processor SCANER and 

Canonical Data File 

The input translating processor SCANER reads 

the input language and translates it to the canoni­

cal data which is manufactured by the following 

processors. The canonical data is classified to three 

kinds relating to the materials, the blanks and the 

tasks. The classfied data is stored into three 

files: B-file, M-file and T-file. Each data file is 

shown in Fig. 8.4. M-file consists of two arrays, 

the one having the size of materials and the other 

having the punching-press-geometry. The pointers are 

used to connect the geometries to the materials. This 

is shown in Fig. 8.4 (b). The array for the geometry 

is one-dimensional and each geometry data is stored 

in the form shown in Fig. 8.5 into this array. 

F-file has two arrays, the one for tool infor­

mation, and the other for punching-press geometry 

assigned to the tool. The pointers are used to connect 

the tool and the geometry punch-pressed by the specified 

tools. This is shown in Fig. 8.4 (c). 
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*BLANK 
Bl=B/l00,250, 
B2=8/200,120, 

*8FINI 

*MATERIAL 
Ml=M/50,75, ... 
MOVEjlO,lO 
Ll=PTN/LIR,INCR,5, 

Blank 
Infomation 

Material 

Information 

Punching-press Geonetry 
Statements 

* M.Elill-. ____ . __ . -' -
M2=M/40,60, ... 

. Punching-press Geometry 
Statements 

*MEND 
*MFINI 

*TASK 
Tl =PUNC/l , 5/L 1 , 
T2=CNC/2,AUTO, 

. 
-kTFINI 

Task 
Infomation 

Fig. 8.2 Input information sequence 
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Blank data start statement 

*BLANK 
Blank data statement 

symbol=Bfl,w,n,t,c 

1 ;Length of a given blank 
w;Width of a given blank 
n;A number of blank stocked 
t;Thickness of a given blank 
c;A cost of a given blank 

Blank data end statement 
*BFINI 

Material data start statement 
*MATERIAL 

Geometri data start statement 
symbol=M/1 ,w,n 
1 ;Length of a given material 
w;Width of a given material 
n;A number of a given material required 

by user 
Geometry data end statement 

*MEND 

Material data end statement 
*MFINI 

Task data start statement 
*TASK 

Task assignment data statement 
symbol=CNCfpriority,AUTO,r 
symbol=CNRlpriority,AUTO,tl,tw 
symbol=PUNCfpriority,rfsymbl ,symb2, ... , 

symn,material symbolf ... , ... f .. . 
Task data end statement 

*TFINI 

Fig. 8.3 (a) Input language 
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t'V 
~ 
o 

Geometry statement 

Sing1 hit 

Hdx 
MOVE/x,y + ... .j.. r r @ 
symbol ,PTN/LlR, INCR'dX'~/ 

MOVE! x, y 
symbol'PTN/LIR,ANGL, ~~ 

0,INCR,dx,n \~ 0 

MOVE!x ,Y 
symbol'PTN/CIR,r,0,n $ 
MOVE/x ,Y .~0 
symbol·PTN/ARC,r,0,INCR 0 

,n ,A T ,·d0 

... ~+ .. (!) 

MOVE/x,y T ~ r r r 
symbolcPTN/GRO.patern~'" + r .j.. r 

,patern H + + + 

Continuous hit 

MOVE/x,y 
symbol:IWL/r.drl.drl 

MOVEI x ,y 
symb<. I-RAOI i, j,d 

~. 
8 

MOVE!x,y 
5 ym bo I • R E C/ I , tl. 1 , t WI, W 

w. tl 2. tW2 IO
· 

MOVE/x,y 
s ym bo I • R E ell. tl , IloI 

I I 
tw 

L r1.r-1+ 1'-'+1--'---' 

tl 

MOV EI x, Y 
symbo l-CAA/ I ,0,dr 1 ,drl 

MOVEI x ,Y 
symbo I·TGLI h, tw 

HOVEl x ,Y 
symbol -RRC/I. tl I, tWl, 

w,tl 2 .tw;z.r 

Geometry end statement 
*M£:-ID 

Fig, (b) language 8.3 Input ,: for punching-press geometry 

~ 
~ 

tw 

'~' 
J 



Symbo 1 I Width of I Length A number Thickness Cost 
blank of blank of blank of blank 

I I 
J. 

L..---'" 

------ ---'-.....,. ./ ----:-- _V 

Fig. 8.4 (a) B-file standard data format 

Sym- Width of 
bol material 

Fig. 8.4 (b) 

Length of 
material of materi~ to 

M-file standard data format 

code I prio·1 Al 

TLIST(500) 

YHORK(500)' 

Fig. 8.4 (c) T-fi1e standard data format 
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I\:) 
,j::.. 
I\:) 

I' 

POINT 1 x y * -
PTN/lIR 21 e dx n * 

PTN/CIR 22 r e dx n * 
PTN/ARC 23 r e n de n * 

PTN/GRD 24 e dx n 

e dx n * 
HOl 6 r t p * 

RAD 7 r :l;t e de p * 

REC 8 ±l ±w t1 P 1 P2 * 
~AA 9 l e t' P * 

~ 

TGL 10 c . h t '* 1 

RRC 1 1 ±l :l;w t, P, t2 P2 r * 
.-.- . ---- .L- l-.. 

Fig. 8.5 Canonical data format for punching-press geometry 



8.2.4 The Allocation Processor OPTNST 

The processor OPTNST is the routine that solves 

the following problem. 

Problem Given the number and the size of the 

materials as the product, and the number, the 

size and the cost of the stocked blanks, assign 

and allocate the materials to the blanks so that 

the minimum costs and wastes are resulted, and 

determine the number of blanks to be consumed. 

The problem is mathematically modeled. Now. 

let us set b . (j = 1 , 2, ... , m) and r i (i = 1, 2, 
J 

n) to the number of the blanks B . (j = 1 , 2 , ... , 
J 

... , m) and the number of the materials M. 
1 

(i =1, 

2, ... , n), respectively. Also, let us set a ijk 

to the number of material Mi which is allocated onto 

the blank B . in the k-th allocation manner among 
J 

all of 1 possible allocating manners. Then, a" k 1J 

is determined to satisfy 

n m 
max. ~ ~ a

ijk 
x
ijk i j 

subj. to ~ a ijk S.<A(B . ) 
i 1- J 

(j = 1 , 2, ... , m) 

(8.1) 

(8.2) 

where Si is the area of the material Mi' A(Bk ) is 

the area of the blank B· and x. 'k is the number of 
J 1J 
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materials M. allocated onto the blank B. in the 
1 J 

k-th manner. 

Under Eqs. 8.1 and 8.2, find a ijk and x ijk 

that satisfy 

min. 

subj. to 

n m 1 
2: 2: 2: a 

iJ'k i j k 

~ ~ a ijk J 

(i 

2: 2: x ijk 
< 

i k 
(i 

x ijk > r. 
1 

= 1, 2, .. -., n) 

b. 
J 

= 1 , 2, ... , m) . 

(8.3) 

(8.4) 

(8.5) 

The new method for solving this problem is pro-

posed in chapter 3. CAMPS adopts this new method. 

The processor input is b j , r j , and the size of materi­

als and the blanks are extracted from B-file and M-

file. The results are stored into Nest file (N-file). 

8.2.5 Task Sorting Processor TSKCLS 

Punching-press processing is executed against the 

blank on which the material allocation is already 

determined by the preceeding processor. As the positions 

of the punch-pressed geometry are defined on the 

material, they are translated into the position on the 

blank onto which the materials are allocated. The tasks 
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of punching-press by the use of the same tool 

and the same priority are sorted as a group in 

order to reduce the manufacturing time. 

The algorithm is developed for this sorting. 

Let us define symbols under below: 

the i-th material (i = 1,2, ... , m) 

the k-th task worked on M, (k = 1, 2, 
1 

... , n) 

T(t1'l' t,,,, ... , t. ) 
l~ ln 

a set of tasks worked on Mi' 

the h-th geometry assigned to the task t ik . 

a set of materials allocated 

onto the blank in the I-th manner. 

a set of tasks worked on Njl . 

From the allocation result, we obtain a set' of 

materials as 

N j 1 = N j 1 (Mp ' Mq , ... , Mr ). (8.6) 

Let us set T (Mi ) to a set of tasks worked on Mi , 

T (Mi ) = T (til' t i2 ,···, tin) (8.7) 

T-file gives the task information in the form of Eq. 

8.7. 

The material set is given by Eq. 8.6, the task 

set working on Njl is 

T (Njl ) = T (Mp) U T (Mq)U ... UT (Mr ). 

= {(tpl ' t p2 '" .tpa ) u (tql , t q2 ,··· ,tqb ) 

(8.8) 
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By giving the same suffix to the same task, 

Eq. 8.8 is changed into 

T (Njl ) = {t jl , t j2 ,··., t js }. 

Eq. 8.9 gives Njl all tasks that are to work. 

Then we search for the material set in turn of 

t. (u == I, 2, ... , s) such as 
JU 

W (tju/Njl) = {Mx ' My,"" Mz } 

subject to tji = T (Mx ) U T (My)U ... 

LJ T (Mz ). 

(8.9) 

Then, we list up the geometries corresponding 

to task tju and determines the absolute position of 

geome tries in Njl . In this way, geometry positions 

are figured out. 

8.2.6 Punching-press Tool Path Determination 

Processor OPTPTH 

Tasks which have a common priority and are 

assigned to use common tools are sorted to the same 

group by the previous processor TSKCLS. Now, a 

punching-press tool path, which is positioned on all 

the geometries defined by the tasks sorted to the 

same group, must be calculated. 

Let us set (ai' b i ) (i = 1, 2, ... , n) to a certain 

positioning point. The positioning point stands for 
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the geometry punch-pressed in the sorted group. 

We regard a continuous punch-pressed geometry as a 

point. Then, the determination problem in which 

the tool travels and presses out all the points with-

in the least time is to solve the following mathe-

matical programming model: 

n n 
min. LL C .. x .. , 

i j lJ lJ 

n 
subj. to L x. = 

i=l 
lj 

n 
L x. = 

j=l lj 

1 

I 

(j = I , 2, ... , n) 

(i = I, 2, ... , n) , 

2 x
ij 

. = x ij (i, j = 1, 2, ... , n), 

where C .. is the distance between two points (a., 
lJ 1 

b i ) and (a j , b j)' . The tool path is presented by 

the solution in x .. = 1. If a velocity of the -tool 
lJ 

moving with x axis is the same as the one with y axis, 

the distance becomes, 

Cij = max (I a i - ajl, !bi - bjl), 

CAMPS system adopts this distance, 

The above model is so called ttTraveling Salsman 

Problem tt . Though the branch and bound method is 

usually employed in solving the problem efficiently, 

a huge memory and consuming time is needed by this 

adoption. In accordance with system design condition 1, 
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CANWS system adopts a method that brings an approxi-

mate solution practical enough within small memory 

and time. The method employed as this processor 

OPTPTH is the nearest path method. 

The procedure of the nearest path method is as 

follows. 

Let us define ten) as a set of all the n point 

suffices and define t(k) as a set of k point suffix 

whose point is already punch-pressed. Then procedure 

of solving the problem is 

f k+ 1 =f k + min Ckj 
r--

j E: (t(n) n t(k) ) 

fo = 0, (k = 0,1,2, ... , n-l), 
,........ 

where t(k) is a negative set of t(k). The tool path 

is seeked in the order of suffix j determined in 

k step. 

8.2.7 Shear Scheduling Processor SHEARS 

We assume an NC shearing has a L-shape blade. 

When the L-shape blade is applied to shear out the 

materials, a shearing order must be scheduled. Unless 

it is scheduled, the blade often shear out the un-

desired material. A case of undesired shearing is 

shown in Fig. 8. 6. 
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Waste 
~ 

~ /~// 

V///// 
V 
/ 
--

An L-shape blade 

Fig. 8.6 Unde sirable shearing with an L-shape blade 

In other words, the L-shape blade shears out 

the material only desired according to the shearing 

order of the materials and it should not shear out 

others. The determination of the shearing order 

becomes such a problem as below: 

Make such a schedule that the shear order of 

the materials satisfies the transitive relation. 

The transitive relation means the relation that the 

material R. is first sheared out among the materials 
l 

Ri , R
j 

and Rk when the material Ri is sheared out 

before the material Rj' and the material Rj is 

sheared out before R
k

. The method is proposed for 

solving the problem in chapter 7 . 4.2. The processor 

SHEARS is the routine loaded by this proposed method. 

- 249 -



8.3 Examples 

Examples resulted from running CAMPS system 

are illustrated here. The mini-computer instituted 

for the system is OKITAC 4500-C . . A load module 

memory size is around 26K words. 

Fig. 8.7 shows the material geometries input 

into the system. 

Fig. 8.8 shows the example of input language 

describing above material geometries, the blank 

information and the task information. Input is 

done in turn of the blank data block, the material 

data block and the task data block. 

Fig. 8.9 is line-printed output of the canoni­

cal data format that is translated from the input 

language by SCANER. 

Fig. 8.10 is the material allocation drawings 

as the results of auto-allocation by OPTNST. In 

Fig. 8.11, * implies a waste area. 

Fig. 8.11 .is the table listed up by TSKCLS~ 

Fig. 8.12 is the tool path simulation results 

which is output by OPTPTH. 
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0 

0 

0 0 

0 0 0 

0 

000 o 0 

0 0 0 0 0 0 

Ml M2 M3 M4 

Fig. 8. 7 Simple example of material input geometry 

Fig. 8. 8 An example 

of input language 

t8U~rW 
81=8/98019001315,10 
. .tE::F I t 1 I 
:H1ATEF.: I HL 
r'll =j·1/250 .. 3(.10,. ::: 
j'll-jI IE.··· .. ::·:-; . '::'n -. '--- "--

L 1 :::FTtl.····L I F: .. It leG:., 2., 100 
{·1C1UE/25., 2:::0 
L2=PTt~.""LIF:" H1U~:.,2 .. 10U 
:HltJ{[/ 
t'12=t·1/200 .. 250.· ::: 
t'lnI.JE/ .::.~ , .::.~:, . _. "-_.l..-_ 

L3=F'Tt~/L I F:.' HiCR., 2 .. 75 
t'10l)E/25 .. 230 
L4=F·Tt·j/LIR .. HlCF~., 2 .. 75 
:t~lEt~O 
t'13=i'1.····200 .' 300., ·1 
j·10l)E.,·- 1 00., 200 
Hl=HOL.··' 50.· 10 .. 10 
t'lC1UE ..... l 00" 200 
A1 =PT~~ ..... AF:C.' 65,- 0,· I HCF:" 3., AT.' 90 
:H1EHD 
t14 =1'1.""20 0 1 300 .. 4 
P 1 =FlIT /::;:0 .. 100 
p2=p~n/120 .. 100 
:tr'lErlO 
1:t'lF It 1I 
tTAS!< 
T 1 ==PlIHC.····l .' '5 .. , L 1 , L2 " r'll /L3 .. L4 .. 1'12 
T2==PUtiC.····2 . 3 .... ~{ 1 .' !·13,··P 1 .' F'2., !·1.:.1-
T3=F'U! lC.·'-:;:· 1 O.·.'H 1 .. 1'13 
*TFINI 
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:-r;.~.~.~-.~-~.~.-~-7.~~=~~~.~.~.~.~r=~~7.~.=;.~.~.==.~~.=r=='=='~'~'~'~='~'--'~'~'~.~.~Y~.~~.~,--.~.--.--.~.~.--.---.--.~.-----~~-, 
2 * •••••••••••••••••• < .8llST l-·------ -. . .. ,. 

5 Y.I:lBOl. 
81 

., 

. * -. NO. SYMBOL. , 
* - 1 HI , 
~ '2 H2 
*' 3 H3 .. 4 H4 

" 

II WET-H. 
900 

( a ) 

WIDETH. 
250 
200 
200 
200 

lENGTH. _ TICKNESS •. ____ NUMBER. ____ .COST. ___ * _____ . 
900 J 5 10 

-;.-~" .--------

B-file 

lENGT.H. NUI1BER. .- POINTER. -- .- * '-'-- -
300 8 1 .. 
250 19 _____ ' 

300 37 *' 
300 4;. 56 ____ .* ____ ,_..:.. ___ . 

••• • ' •••• I ...................... . 

, .~ • •••• ** ••••• < HCANO LIST >.** ••• * •• *~.*.~**~**.**.**~.*.****.~* ••• * ••••• ***.** ••••• *.*~***.*.*.** ••••••• #a**.** 
• N • 5MBOl KOSU CORD Al A2 A3 A4 AS A6 A7 M A9 AID. All A12 AU AI4 AI5 A16 A17 '. 
.. LI 9 LIR 25 20 0 2 100 * 

L2 9 L1R 25 280 0 2 100 • • 
:--"--________ W __ 9_L IR---2 5_20 __ 0---2 __ 7 5 __ * #. 

L4 9 ~IR 25 230 0 2 ~5 
• • ,HI 9 HaL 10020004 50 10 10 • 

• 'AI 10 ARC 100 200 ·65 0 3 90 * 
;PI 6 PNT 80 100 • 

.. .. 'P2 6 'RNT 120 100 .. • 

.; 

(b) M-file 

.-~- --I-·:-:~.-:-r-.--.-. -.- '-.. ' - .--: -:--'1--:-: -.- -.-' -:- - - ';.'.- -,--; - ;:"'-. ".-

·TI/ORK LIST 

NO. 1. z. 3. 4.' 5. 6. 7. B. 9. lQ .• ,. 
, • I - 10 -2 L1 L2 -z L3 l4 ,. -I· 'A 1 ,. · -.--_ ... II - 20 ,. -2 PI P2 * .-1 .Hl o· ---* ..... _- ------

* 21 - 3D * ., 
II * •••••••••• _ ••••••• < TWORK LIST END >** •••••• ** ••••••••••••• ** ••••••••••••• 
:: ••• a SCAN~~1~~~L ___________________________________________________ ~ ______________ __ 

-----_ ... _--.. -
'. k J ~ k _ • I • • • • • • • • . . . ' ••• I ••• i • -.~ •. I • 

7 *.~ *- •••••••• *** ••• < .TPREPR LIST >** ••••• ~* •• **.*._** •••• * ••• *! •••• * ••••• *.* •••• * ••• ** • •••• *.*.****** 
1 • N. SYMBOL KOSU CODE Al AZ A3 A4 AS A6 A7 Aa A9 AID All A12 All A14 A15 • 

,. ,Tl 10 PUNC 1 5 1 HI 5 H2 ,. 
T2 10 PUNe 2 3 9 113 12 H4 ,. 

:...... T3-,S--PUNC-....3---10 __ 16_MJ ___ _ 
I ••••••••••••• ** •••• < .TPREPR LIST END >+ •••••••••••••••••••••••••••••••••••••• ** ••••••••••••••••••••• 

'" 

( C ) T-file 

Fig. 8. 9 B-file, M-file and T-file outputs 
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I1lPUT 

r.'\l'Ul11't. 
~. tnt. UIO. !"m.ID. 

( I:'<'l t'J'l a 
r <OO~e 

• m!;OO"\ 
\ <00 100 \ 
I a a a 
, a a 0 
1 0 0 a 
• 0 0 0 
, 0 0 0 
(0 0 0 a 

DJ"WUT 
l!l. u;rn fIl. 
1 a 
r 0 
, 0 
\ ~ 

10 

o 
a 
o 

\ltS1t 
11011 " 

· W?UT 

r.",iU\t ft. 
Kl. UJI.l.:tO.I"'::::.lO. 

I 2>') ~ 0 
:ro ;::;0 e 
:m nl \ 
lOO !OO 2 
o 0 0 

I 0 0 0 
. , 0 0 0 

• 0 0 0 
• 0 0 0 
(0 0 0 0 

CiJ"WUT 
Ill. L=!{J. 
( a 
I , , \ 
, I 
I 0 

• 0 7 

• • 
10 

WPUT 

MTC7IIN.. 
l"!I. L.!lt.UIO.n:::::.l.m. 
I :!ll ro:l 0 
r l!:Il z:;o I 

• l!Xl!!OO 0 
\ <!XlIOOO 
loa a 
• 0 0 0 
1 0 0 0 

o 0 0 

• 0 a 10 0 0 

t:..!H'< 
U10111 roHU01ll;a) 

QlJ"WUT 
10. tr.m HJ. 
I 0 
l I 
, 0 
, 0 
I 0 
, 0 
7 0 

• , 
10 

\.U\STE 

Fig. 8.11 

, ., , ., 
, I 
I '! I , , 
, I 

: I 

-_ - --- - ~----- __ t-___ -LI-r __ --j 

1 
! 
1 
1 
1 
I 
1 
1 

-------!..-------

1 
· 1 

1 
I 
1 
1 
1 

, 
1 
I 
1 
1 
1 
1 
1 

_____ ..J 0 __ _ ---

2 

1 
1 
1 

2 1 
1 
I 
I 

'! 

Allocating result 
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••• TA.~k LI~r • • • '~L ••• 

1 1 1 I. I. 
1 IlO~K ! 'U1SCl. 1 P R 'O~lT'T I To ol. NO. I ' POINtER (SI I p Oi ntER to t 1 1 1 I ·· 1 1 
�--------- �---------�-------'-�~------I--------I 

: T1 ~ . l ' . : ~. : '. ~ l 
1 . 1 1 1 1 1 1-------------1-------------1---------1------------1---------- 1 
I I 1 I 1 I 
I Tl J J " J J I 1 1 1 1 1 1 1------------I -----------1--------1 -1---------1 1 1 1 1 1 1 
I T J r I I I I 
1 1 1 1 1 1 -----------------------------.---:----------------------
••• \lCR I: L. I SJ . ... \o1..J ~t ... 

til t I I 1 I 
1 HAT. HO. J XAX1S No.1 Y.l,X!S NO.1 .1 1 PHf. lSI 1 PHT. IEJ I 
1 1 I 1 1 1 I 1 1------ -----1----------1-----------1----------1-----------1----------1----------1 

• I 1 I 1. I 3 1 . . 0 I . o . I 1 I U I 
I------~----I----------- I ---------- I -----------1----------1-----------1-----------1 
I · 1 1 1 1 2 I sou I 0 I 1 J 15 J 1---------1--------1---------1----------I --------1----------1----------1 
J 'I 2 I 1 . I 500 1 60 0 I 1'l I 30 I 
1 1 1 1 I . 1 ·1 I ----------------------------------------------------------
••• TAS~ &EO ME1 RT LIST • • • vGl ----------------------- .. _----------------------------------------------------------------------------
J NO. ~TM50L ~ tJ~U eo o E J,l lZ Al A<I AS A6 A1 Ae A'f AlO All All Al<1 AIS AI60 AI1 . I I --------_______________________ ------------------------------------------------------------- ----------1 
1 1 L1 9 LIR 25 20 0 2 100 . ' . 1 
I Z L2' LlR zs ao 0 2 100 • • I 
I l PI 6 PHr '0 100 I 
1 , PZ 6 pHr H O 100 I 
I . I ---------------------------.. - - ---------------------------------------------
••• l A5r. L.I ST ... T51. ••• 

I· I I . I 
I 'a'ORK !lH!! Ct. I . P~ ICR.ITT I Teot. · NO. : 1 POINT ER (S) I j)otHTER. 10 I 
I I I · 1 I . I 
l-----I - ----I J 1-----1 
1 I I I I. . I 
I TI I 1·1 I I.·" I 
1 I I I I I 
1----- - - ---1---------- -1----- - - -1--------1---- -- I 

: . ·n · : z · ; . :. 2 .- ' . , : ~: •.•• • J. ~: . :-.. :~ -.~ ; 
1 I. . 1 I·. I I 
1--------1-----1-------1-----1--------1 
I . ' I J I ' I 1 
I T3 I 1 I I I 
I .1 I I I 1 

· ••• " o~ r. 1.IST • •• ~1..1 ST , •• 

·1 I 1 I I . 1 J 
I HAT. NO.1 .uXIS NO.1 TAXIS NO. I I PNT. (si I PHT. tEl I 
I I I ' I I - . t I ... . .. I 

: 1---- ---1--- -----1---------1 - ---------1-.. ------1--------1-------1 
, 1 2 I Z I Z I 0 I ' 300 I 1· I ' - -' - 1 a ' l ' 
. I---------I---~-------I-----------I----------- I - - ------- - - 1---- ----- I - ---------- I 
I Z I. 1 J J I 100- I ' o. I 1 I l5 ' I 
1----1----- 1------1-------1- - -----1--"-----1---------1 
I 'I 1 I I I 0 I 0 I 19 I · · 30 ·· J . 
1 ---- -----1--------1-- -----1--- -----1------1--------1 ------ --1. 
I -3 I I I 'I <1 00 I 0 I 31 I <10 1 
1------I -------1----- - 1----------- I ---------- I _C ____ ____ I ---------- I 
I -3 I 1 I 'I ' 00 ,I . 0 I .' , . . " 1 · " <l9 ' I. 
I I I I . I . I · I I . ------------------------------------_. - --=------------_ . 
••• TAS K GEOHETRY: LIST ••• WGl." 

I HO.. SYH" t\. ' J; 05 U C01) ( Al A.;Z A.l A<I ' AS Ai A7 AI ' A9 A IO All . AI Z A I<I ' A'S A16 All - , . , - I 
1------- -------------------------------------------- ---------------------------------------1 

,, 1.1-" - - L3 9 LJJ\ Z5 20 O· 2-15 .. - ••• . - •.• ~ •• - . . • ----- • •••• - ··----- -·--·--- 1 
f 2 L" LIR 25 2JO o· Z 1S ' . ' ' I 
I ) . PI' PNf '0 I~ O · . ..... . ..... :.. ..... . - . - . -: .-:- - ----- ---.:--- . -·-·.-~---:....-----I 
, .. Pl' p,.,r 120 100 . • 1 
1 5 At 10 ARC 100 200 , 65 0 3 '· ' 0 ' ... ~ ,. , J 
I 6 Hl . , HOL 100 zoo 50 10' 10 J 

· I . . --. --- -.- .... - ... - .. --·----·1 

••• tAS( LIST ••• f Sl .... 

I 1 I I I I 
I \I CR ~ ! THaOI. t PRICiH TY I TC CI.· HO. I POHlTE R (~J ' J POI Ni ER IE J J 
I I I I I I 1--------1------1--------1------- --1------1 
J I , I . , I I :. .T1: : ... 1 .. : ... : .;.. .·· .. 1 --' : . -'-',". '- : 
1------- f ---- ------J---------- [-----------1---------1 

"1 - ·n :· . i l ' : ... . Z : ::. ; ,- .- ."70~~:: '~--. 0 ·~.~ i· 
1------1-----1-------1---------1---------1 
I I I .' · 1 - · I . . · 1 I· n : ~···· .. 3· · ~ ·· ··-~Q ·> ··i w- -"···0·--·:-

. .... vOra LIST .. . ....... IST ••• 
.- . , 

I · . I .. 1 . I .. ' I · · -.- I ·· I I 
I HA r . HO. , XA XJS HO. t TAliS NO . I I I i'H f . is'.1 pta. ' 0 I 

: \ ____ ____ \ __________ \ ________ : _______ -.:.._ \ ~ ___ ~:::_ :: _____ ~:_ \ ~:....:.. __ ~ ___ C \ 

·1 2 I 1 J 1 t·-o:l 0 · 1 .· 11 · ... ·- 11 J 
I I I I ··· I . I 1 I 

••• TA5 ~ (j E O~ETR T LIST . ••• \I CiL. 

I NO. 5 T~ !! ct. ' )::05U COD E A.l A.l Al AC ~ ' AS ' -'" A1 AS Aq AIO At! A1 2' AI' AIS ' .1.1 6 All · .. · 1 
1----- ------- ----------- - - ------ ----------- -------- - - ------ ------------------- -------- - - - - - --"1 
11 U, L1R ' ZS 20 0 - z · 75 '-. '. ..-.-- - •.. . - -- ' J 
I I L" llR IS 230 • 0 . I 15 . . I 
I · .. .. .. . . . . . . _. - .. .. -·- - -1 

Fig. 8.10 TSKCLS output 
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Fig. 8.12 Punching-press tool path 
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8.4 Conclusion 

CAMPS (Computer-Aided Manufacturing for 

Punching-press and Shearing) system is designed 

and developed, based on the studies of space 

allocation problem. Through the system design 

and development, the followings are concluded. 

1. The CAM system for punching-press and shear­

ing is designed and developed in the consider­

ation of easy input and implementation. 

2. Simple language is designed as the input 

of system. 

3. To automate planning of each processor in 

punching-press and shearing, the processors are 

developed and coded by modeling each process by 

the mathematical description. 

4. The system validity is demonstrated by show­

ing the output examples of CAMPS system. 

5. CAMPS system will contribute transfering 

DCN system to sheet metal manufacturing. 

6. It is expected that saving the resources and 

reducing the process planning time are acomplished 

by the use of CAMPS system. 
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9. Conclusion 

There are many different situations and fields 

in which space allocation problems arise. Such problems, 

when encountered, must be analyzed along with their 

occurrence situations from the viewpoint of the common 

recognition of the space allocation problems. Then they 

should mathematically described and modeled. 

In modeling, it must be confirmed that the problems 

to be modeled are already turned into the subproblems of 

the real problems and the obtained optimum solutions of 

the problems modeled are not the optimum solutions of 

the real problems~ This means the subproblems of the 

real problems are solved and the suboptimum solution 

is obtained instead of the optimum solution. 

The space allocation problems to be mathematically 

modeled are combinatorial in most cases. Hence the 

proof of the optimum solution is guaranteed by searching 

all the feasible solutions. However, it is impossible 

to execute such searching procedure because of an 

enormous combinatorial number of solutions. This directs 

the problem-solution method towards suboptimum-optimum 

solutions. 
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The basic strategy for developing such a method 

in this paper is to "divide the problems into some 

solvable subproblems and obtain the optimum-suboptimum 

solution". From experience, the optimization of 

subproblems approaches to the optimization of the whole 

problem although it does not compose the optimization 

of the whole problems. The methods developed in Chapters 

2, 3 and 4 stand on this strategy. 

Meanwhile, there is a question as to whether a 

large scale computer is really needed to solve the problems 

when most of the problems occur daily or in every hour. 

And the problems belong to "NP-Complete Problem". 

Economically the use of a large scale computer is not 

a good choice because of high costs if the practical 

solution is reached by the use of a mini-computer. Thus 

the algorithms are established for a midium-small sized 

computer. 

A recursive procedure is designed so as to realize 

the algorithms for such a computer. If the algorithm 

does not consist of the recursive procedure, many 

procedures must be prepared corresponding to many cases 

of the subproblems. This implies that the method which 

has the above-mentioned function is rather said to be 

a kind of "artificial intelligence". It will be needed 

in the near future perhaps, but it costs too much at 

present. 
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The space geometries treated in this paper have 

almost regular shapes. Although the graphic processing 

techniques for the space allocation problems are 

developed so as to deal with irregular shapes in 

Chapter 7, these are not applied sufficiently to the 

problems. However, as the graphic processing is 

essential for the treatment of the space allocation 

problems, especially when irregular shapes of the spaces 

are represented, the graphic processing techniques 

discussed will be of great use. 

In closing the paper, it must be emphasized that 

the optimization of the problems means the optimization 

of the subproblems as the result of modeling the real 

problems. Therefore, even if the complete optimization 

of the problem is accomplished, it is the partial opti­

mization of the real problem. Thus, we have already 

accepted that the partial optimization will approach 

to the optimization of the real problem. In order to 

accomplish the complete optimisation, we must know the 

whole system of the problem. A couple of hundred years 

ago, economist Adam Smith said, PAn invisible hand will 

lead the partial optimization to the optimization of the 

whole system". We may say that one of the final goals 

of the optimization is to establish the pinvisiblehand 

of the system". 
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Appendix A Mitsubishi Metal Sheet Production 

System 

A.I Introduction 

A development of an automated metal sheet 

production line system was intended for the sake of 

rationalization of a factory when a construction of 

a new factory had been planned by Mitsubishi Electric 

Company. In this new system for the metal sheet 

production, NjC shearing machines and NjC turret 

punching-press machines are equipped and they are 

directly controlled by a host computer. A feature 

of the new system is that decision making of the 

metal sheet products allocation in large metal 

sheets is executed automatically and it dominates 

the system. P.B.M. (Pair to Block Method) proposed 

in chapter three was adopted for this allocation 

decision making. This appendix introduce 

of P.B.M. adoption for the metal sheet production 

in the factory. 

A.2 Hardware System 

A product flow diagram of the designed metal 

sheet production system is shown in Fig. A.I. 
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Corresponding to each production process, hard­

ware equipments are assigned in the production 

line. Hardware equipments assigned and their 

functions are as follows; 

(Note: a is for Process, b is for Equipment and 

c is for Function.) 

1. a. Initial shearing b. Shearing machine 1 

c. Shearing coiled metal sheet with desired 

length 

2. a. Levelling h. Leveller machine 

c. Making a metal sheet flat 

3. a. Edge trimming b. Shearing machine 2 

c. Trimming edges of metal sheet 

4. a. Transportation I b. Turn table 

c. Selecting a shear machine to be used 

5. a. Transprotation 2 b. Convayer 

c. Transporting a metal sheet and setting it 

to a turret punching-press machine 

6. a. Punching-press 1 b. Turret punching-press 

c. Punching out holes 

7. a. Punching-press 2 

c. Punching out holes 
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8. a. Shearing b. Shearing machine I 

c. Guillotine shearing 

9. a. Shearing b. Shearing machine 2 

c. Right angle shearing 

The production line of the system becomes as 

shown in Fig. A.2. 

Products 

(Process 1) (Process 3) 

(Process 6) (Process 8) f 

I00011c-7+90>d~ 1

000
1 

c:::Q -1\ -c::0 0 

~ 

(Process 2) (Process 

~
oo 

A Flow of Products> 

o 0 -----7 
= o 

(Process 7) (Process 9) [1 

Products 

Fig. A.I Products flow line 
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tv 
IJ) 
IJ) 

" 

SRl Shearing machine 1 
LV Leveller machine 
SR2 Shearing machine 2 
TT Turn table 
CV Convayer 
PPl Punching-press machine 1 
PP2 Punching-press machine 2 
SR3 Shearing machine 3 
SR4 ·Shearing machine 4 

Fig . A.2 Hardware system 



A.3 Software System 

The software system developed consists of 

three procedures: input data processing, processing 

for auto-allocation of metal sheet products, and 

punching-press processing. We only describe the 

procedure concerning to P.B.M., processing for auto­

allocation. 

In processing auto-allocation, three algorithms 

are prepared for the metal sheet product allocation. 

Algorithm A: P.B.M. This is prepared for the 

allocation of many different-sized 

products . . Both. types of shearing 

machines (Guillotine type and 

Right angle type) are available. 

Algorithm B: Pyramid building method. This is 

adopted for complements of P.B.M. 

Some cases occur on P.B.M. in which 

a block built up by more than two 

products brings a better solution 

than a block built up by pyramid 

products. In such cases, this 

algorithm works. 

Algorithm C: If a number of the same products 

are required, this algorithm works. 

This algorithm allocates products 
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to the shape of mesh. 

By using three algorithms, the auto-allocation 

procedure is composed. Allocation procedure is 

described by the following S steps. 

Step 1: Product data are input. If there is no 

datumn as input, the procedure is termi­

nated. 

Step 2: Input data are sorted in accordance with 

metal materials, priorities and so on. 

Step 3: Algorithm C is employed to allocate 

the same kinds of products. In this 

procedure, if a waste ratio resulted 

from the allocation is bigger than the 

pre-set one, go on to the next . step. 

If not, go to step 8. 

Step 4: An algorithm employed is selected bet­

ween A and B by the adoption of shear­

ing method. If a right angle shearing, 

go to step 7. If not, go to the next 

step. 

Step 5: Algorithm B is employed. 

Step 6: If a waste ratio resulted from the 

allocation is bigger than the pre-set 

one, go to the next step. If not, go 

to step 8. 
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Step 7: Algorithm A is employed. 

Step 8: The allocation results such as punch­

pressed hole coordinate determination 

and an arrangement of the nested 

products are edited. 

A process flow diagram is shown in Fig. A.3. 

Fig. A.4 is some results of the allocation employed 

by the developed procedure. 

NO 

A 

Fig. A.3 A flow diagram 
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A.4 Effects of System Development 

After the introduction of the developed system, 

the productivity is widely improved. This effect 

is shown in Table A.I. Before the development of 

the system, metal sheet products are sorted to large 

area products and small ones. It becomes unnecess~ry 

to sort them in this system. 

By estimating manufacturing time hour/year in 

Table A. 1 as vwrkers, 9. I workers per year is reduced 

to 2 workers per year after 

the system. 

Table A.I Effect of system development 

I ~Te-.::i)'~~~ de\'-e2.o;:rr..ent 
i 

i . 
I Post -svs"tem develo!zI:ent ! • 

i No. of prodi.J.c"CS 
i 

12-ru;::; area of p:vc.:::.c;:::s 14728 

&:.a.11 area elf products 41052 

Total 55780 
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Appendix B OPTI-CUT System Mannual 

A method proposed in chapter four is applied 

to metal sheet cutting at Murata Machinary Company. 

A Program coded is modified to meet a practical 

problem that occurs by the implemented NC shearing 

machines and products tolerance. Such problems 

are repositioning and edge trimming. 

When the area of machine tables available for 

shearing is smaller than the area of blanks (raw 

metal sheets), the blanks must be set and fixed at 

least twice. This operation is called ffreposi tioninglf . 

As frequent repositioning makes undesirable effects 

on the product tolerance, repositioning is usually 

operated only one time if necessary. A modified 

nesting algorithm conquers this problem. Edge trim­

ming means that four edges of the product is cut 

down. When three products are allocated in the blank 

as shown in Fig. B.I, a kind of IfBurr f
! is generated. 

This prevent the products from keeping tolerance. 

This problem is also overcome by the addition of the 

offsets to the product. 

The modified processor is named IfOPTI-CUTIf. A 

manual for OPTI-CUT will explain how these problems are 

remedied and the proposed method works. 

The manual of OPTI-CUT is described as follows. 
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Fig. B.1 "Burr" 
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OPTI-CUT mannual 

Cto!'rH,r.ll DIl'~crip'ions 

TI.ft OI'TI-CUT •• ,.bla' ,0\1 t. ".lsil}' .anti I"olpidly produce the Hr: t .. ~e- tor 
s hot oit"lllq M.c:in. ••• , \.Ih i · .h Ius L··"Sh"'I'v br~liot, with input ~ i:r:~.i , q'l.)ntit i....,s 
.IIIUJ C:lde." .r the "heet l'I~ul to b., shE'olrE'd. The Ot'TI-CUT p"Qvides 1"W 
prod'lc.tl'lld,t1, profit.lbi.lity ~nd •• " )' in-/notory. 

Thl' OF-T!-CUT ",' ste'" is i,..tlli"ent~a: .n Ceneroll Electric Ti,..t:O Sh",rei n 9 
!,jeryic:e M,.;ilK ILL C' pr"vides t~'o t:lP-."5 of' C:o"put~r :)I~,.vi~.:s IoIhic:h 
FI.ot"C'Qround .and B .. dt9round . The Ot'TI-CUT s}·~te,", is ~nl'l olcces!:ed in 
Forl!qround SQr"iCI! .It this ti"e. '. 

Fl9 1 bellow showes )'01,1 OPTI-CUT "yslel'! di .. ~rol"' . 
. (JI this l'Iolnu.ll, IJL~NK 1"It!·HlS source Sh~ 9 t net""l ta be 5h~.),.ed, ~lId 

H:-rC;1'(!AL l"'It"olns reoquestr-d sh ee t I'It:'ul lO be she .. r~d. 

1~. 

_____ 1-
r_~'~· · 1 I CJ- . 

I 

2. Cen~r.l tin9 J Fil~ 

Tw," 'il~s n.l,., .. d -I!LANI(- .. nd -JOS- .Irf! rf!q uir f! d ( =r .. cce~:! th. OPTI-CUT 
~'l sho~n in Fi.q 1. rho ',u~ two ril~:! could he- qp.ncr .. tot<1 b:.r or M,);.lK 
IjI ,yS1." t"l:Iutine. 

::!-1. ·Sl.f,NK- F.ile-

-?!..Ali'K - is .. invent!)r), rile which conlE!nts '-lill b,.. "qu~l to th ... bl.nlr.,. 
cv",.~ntry ":li=-1 in ,o',r r .. etory. ' 
Th. O~Tl=CUT find'S the .. ~p;ropri.t,. bl .. n!(s ;rol'l the ·~l ANK rilf!, ,lId 
e:;v .. n~~~y .r hllnks vs~d \n lh£" co..,put.ati"n i'\ .:.ut=,.,ollir:..ll:.- s',btrvctll!'J 
(1'0'" ,;h e -BLANK- rile. To pr i nt - BLANK - tile by LIS co'''',o)nd sho~es yov 
cur,,","l qU.Jn1ities ,r bl.ank in Y0\,lr (.Jetory. . 
It is \,I5.r's oblig.lltion 10 oldj\,lst the contents Of -I'i ANK- fil. vnle'S. 
.:.J.tr "",nu ;.) ctur e the hl<%nis r~slJll~d by OPTI-i.UT. 

. (H) I (X), ('0, te), (V), (C:t), CYO), CUl) 

IoIh.r .. 
H. Sheet(z,l:.nld nv",ber . Any nv",ber c.an hI!' ",sed in integer "'P to 3 

d iq.i I. 
lenath 0; biolnit .I1ong X-oi T-i s in 
L~n?th If bl .. nk .ilonQ '(-.I :'tis in HM. 
Codr. Any nu",b.,r c.an b. used in rollo ... i.nf for","t 

xXx.x ( X.aO-<J ) 

C:",volItinq 1hl!' c :ld e .as follow is rec o.-!encfed. 

srh~ 1 ... (1 I'\o,\t :?: diqits :. .. " cor/'"t?s~onJ~d to "\hC~t "~t.d C)J"". 
,The right MIISf 3 di9it5 \li t " f 10 .. tin9 point U'V corl"espondt-d 
1~ thickne'.tJ, of the bl .. nk. 

For ~JA,.,ple, 
Sle~l • 01 
St.:linll'!!>S sTeel· O\;) 
Al "invM • 10 

th ... n 
01.3 . ~ 
o·.a.~ 

1 11 2 . S 

the hi_nk or steel ~ith 3.:! thiclcness. 
thl!' bl .. nk or ~t,",in\e'::os st~ ·, l 14ith 1.2 Ihickn ... s:~ . 

HII!' tll.an. or .al"inuM with :!.S thick nps s . 

C. CU.:lntity . MA1 iMU I"!. qu.antity is liMit~d 9??9. 
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-JOff- rile is cosisTed of P~R:'Hs ~nd H':'TE~IALs, it "l"';T bq ent~r~d 
P:\H~l1s fir· .. t .n ShOH'1 i.o I-\q J. -JI,) £j - ri1:1 will n'lr ...... l\y be ql!'Ilel".I t"'!·1 
jf\'pry DPTI-CUT runs. 
1\ is oIllow.lble 10 input severoal dii ;erent c!)de~ of ",.Iter"ioll ~t r .. ndoM 

i.l Ihlft -Jl'lS- fill!. rWTI-i.11T l.Iil l .trr .. ntll::' th~M oInd !'u''1cc''';s th~" in 1':1"01..,1"'. 
l'I .. d"ul"l qv~ntity 0'; ",.Iteri:.ls is SO kinds ror toileh code .I,d i50 kinus. 
in to t",1. 

00, (X), CY) I te), tV) - . 

y, 

C. 
V. 

• htl!ji~l nu",bpr . Any n\I",b~r c:.n bp used in inteQlu' UIJ to 3 diai,.. 
LCllqth or ".l~j i..d ~llHl q X-.LTis in /'1M . It ",j~ b~ Q:-.'~in~2 to Y-olI~i.\i 
by th~ OPTI-CUT. 
Lenath oi ", .. ter-loll ~lanr Y-".x is in "M: I~ " .. j' ~e :,;:.-,d :'l p.d to X-,n:is 
by . t1H! OPTI-CUT. 
Code. Reier 10 ch.lpter 2-1. 
Q\,I4nli.t~. rhi,,,." q\l..lntit)' is liMitt p.d 99')"1 . 

F"i:ia~ in 9 thre.tt • .iri .. blps CR, YO .nd X;:;: ue rel .. ted uith PAR;../i 10 
d~sC:jl.~C' loiter. Dn ti' ~hen PAli:\ri 1tl is SP.t to ~., 1hc-"p. ·J.Jj i.b\~-= 
.lI·e ret£'r-enc11'd!:ly OPTI-CUT. i h~t 15 , 1np\,ltin9 lhe5P v.lriil hi.es will 
n"l b~ n~cI!S:O.:lr}' unl~':i5 PAR;;;; 10 \s s"!!'t to ~ •• 

eR I \lid lh ,i s':r itJ res erved for orii'pino hl .. n •. 
YO, S.ltV.t'le .I111'1l4olnCe in X-diro;!ciilln flr · blank. 
,;lR, Soll\l.lge ~llo~~nt.e in ,(-dire::-:ian of bl .. nk :.t she .. r .. nrl. 

. I , 

m~I ... IIZ --1 )tR 

-' -L'l'O --- i r' 
- I r>m, .. 

--------, -,--
Lot. ' 

}":~Mtl . 

~~ ~~:;:H 9~~;ol!1:~.~r~ n"t set in both "BLAI~K- .Inu PHRAH, 

'fa (l11\Hl',H 12) • O. 
l:1~ (PARAH 13). Q • 

.=Ire der.lull~d. 

IThe deli",itter cou ld be C OM.-!ol or 
".an\loll. 

sp~ces, ~~"M.I is ",sed 1n this 

i~lt houah up to 1? blolnk~ in each codE" .re rli!';li!'r~nc.d !)V OPTI-CUT 
Sol"" fir blolnks w\ll be- l.q ll or~d i r rC'li<t;l"!!'r-~,J "'Ir"~ tholn til bl-111.~. 

il · ill!' could be Qener .. tpd by both 1.pe or iey-bo.lrd input. 



P ... r .. ,...H:r is prep.areu l'I.ltinq .& "unction Ii' OPTI-CUT t'lelible, 1\011,1 will 

n.t ""~l.qn th ,, 1"1 1/ d.d.lllltltd p.ir.l'"pt",. i~ \I':i .. d. 

(Pf'lRM1l I (e), ( V) 

Uh.re 
C. C~.a~s i f1c::.&tion. Deuil is dEc>scribpd bellow . 

. VI tiAri.l:dli . · Tn '! llUl'lbf!r I'IU"'t inclurll? .I d~cil~-41 point. 

Cloilss.if'i:::oiI ti:1ft 

J 

10 

11 

1Z 

20 

21 

22 

23 

Pre~"t 
Description'!. 

D. 0 •. 1 iieport requi.r e s the listing 0; b14nks \.Ihich 

o. 

I. 

I. 

Pre-set 

'0. 

o. 

o. 

5 7 0. 

6SD. 

680. 

1830 . 

1-400. 

.ire reterencotd by OI'TI-CUT. 

1. I Hot r,.quire. 

D. I R .... ,ort req'/irp.~ rhp. 1i 5 tinl) 0; ,., ... tllri.lls 

which ~re ;"'oc~55ed by Qt'TI-CUT. 

1. I No t r:!quire. 

D.I Priority is s e t by th e sq v ~re of /"I..t~r-i41s 

when OI'TI-CUr :o i Muloilt>:,s l.ayolIl. 

1. I p,.iority is s et .by the ll:tn~th. 

Refer 1.0 ch;;pter 2-1 
D . I Both - ~LAI~K" tI;~,YO,XR) .. nlJ PARMH 11-1Z 

.are no t r er~r ~lIc~rf by OrTI-CIJT . 

It "e.ns (011 0wi:1" v.1v~s iIl'e reql.i.ed . 

P,\RAo'1 11 ( , ;~ ) • 40 . .... "" 

P"~ AH 12 nU). 0."" 
PI\ II Ai'l 13 t;.c;I)· D. "" 

1 " P;'~;'H 11-13 ",re re f erenced. Un less ethp.rwise 

P:\)o(:\/"I U ·13 U~ r o.! quir~J in lh~ -JI15" ri t~, 

d .. ;",u lts wil l ",vto",.tic .. lljl Sl" t . 

,;:t,YO .Jon xn "re not effect if' r,,"q \,l ir .~·1. 

2 •• (;R,YO .. nd XR ", r- e rfOt",r e nccd. Unless Qth""rwi~e 

cn,':'o and xn Jr~ r~qu i r~d in tllr. ""Lt)Nl( " 

file , er-ror 1"It' ,!,>s .. qe loIill be .pp,-ared 1n 

tile r,,!"l)rt . P:\ !l:\h 11-13 .... 1." not '!i"~ct tt 
re-ql,lir~d. 

De'5cr ip t 10n'5 
----_. -------

\Hd1.h of strip r"e'5er"'~HJ fet" Qrippin" bl~nlt. 
Re; l!r t. Fig 2 . 

$.ltlv.ltQe ",l le\.l .;,nce 1n X-d ire-=tion et bl .. nlc. 

Refer 10 !i.q :!, 

S .. l"'iue .. llolo4 .. nce in y-ui.ecfien of bl.in\(. 

Rerer t . f i'J 2 . 

H •• irw" cu t o{ b 1.de X-"';l.i'5. in 

H"'llirw" cut of b I.d. y-", x i'5 in 

K. J; i"u" disl .. nce .f t4b lcr tr ..... el X-u.i5- in 

H"li"v" dist .. nce .f Ub l e tr ..... el Y-u:i~ 1n 
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Cl.a:'\ i tic .. -i on Pr"-'5rt De'5crip t ions 

-----------------------------------------------------
o. . D .• !"rarlucp. rt!'po", i tionninq J.llte"'dtic.lly. 

1.1 R't"positionning 1'5 nut consid e r",d . 

( Not US lI' d .H this tiMot ) 

CHI) 

(31) 

so TAP!::O 

S1 o. 

o. Uidth Ot dul'lY CUt .llen; X-H:i~ in 

O. UidTh Ot du"y cut .. 10n9 Y-H:is in 

N"'I"II! of the outr"t 1"111' 'or He d.at. (reter to Fia 1) 

F il e n."~ is "'l c e pt.lble fr o" TAf'El to T'!'E'ES"~ct9 . 

Deci~ .. l point is not neces5dry oot}' ,or lhi!i p.U .. ,.,>tl ""r , 

0 •• 
1.. 

~. Ct::'s SyS1.l!r'I Co"",.ltnd .. 



S. Accl!'~~ 1h. oPTi-cur 

The OPTI-CUT c .. n b. o1CCt"5Sed by lnu~pendent I"'un, which 
in roraql"'.a.,nn t 1e C~C:"'''''.l5:! tht rvnnl.nq C1)5t. 

Il'Idl!'pendent run h.u thr ... kind .r prioritir~ such "'5 
1. PRIO(~XP) E~pre'is 
Z. PRIO(DEr"l Uithin 3 hO\lr"5 

J. P~IO(OV;:) O·I~rnic;l.t 

5-1. 51.:;n-on 

is onr 0; service 

A;t~r your 1errdn~1 is connected to the C:C's sY51eM, 1he Sy'Stt:'M be9ins 
~ for~ .. l sign-.on SQqv"!llce. 

1. Input usr,. nUl"\ber. 
a. !npu1 p~ .. s worn .... 
3. Input ID. 
"'. Input the 10i0ru;uolIC?e to be u,ed. 

F77 "U51 be r-:QlJired ;.or OP rI-CiIT. 

5-2. Ceneroitino the file 

~~ i:s i ~~;~~.} :~::~~ - d~~~r- :~~~: ;~;e~r~~ .~~~~ ~!r u~e~f n~~:::~r ~~r e~ch 

1. Ci!'ne!"~'tin:;; the file ;reM iey-bQoird 

HEI.I 1111 OL.o­
HFU JOil 
;;: r:::,:, 0'1' 

S:\V ( or REp ) 
iiE'ADy 

2. C ... n.r .. ting tho ;ilR ;rQM p~per toiope 

HE'.! OR OLD­
NCU Jon 
~ 

DShT 
R'E'ADy FOR INPUT 

( turn T.QP rl")opr on ) 

-------- --
( -;Tr;lI,.. bC ...... k .. a" ') 

READY 
S~V ( U' REP ) 
~y 

'S-l. ACCtr~5 th"" Of'TI-CUr 

Arlltr pr~p.,·","U h.u fill::"" such .. ~ -BLANK- intI -Jar:", Of'TI-CUT cQuld bit 
.. cc:..,s~¥d 1" 11,put (1I11'I\.Iillq f.o,·M.t. 

Il'-iD-100 OPTICUT 1 ,RPRT, tPF!IO(Df.F"l 

(1) (.;:) en 

Hher. 
(1) I /1~xi ... u" CRU \,IIIits. 
(~)r H .. ,,~ at· lh .. r"'PQr1 (il", (re;e-r 10 Fig 1) up 10 B ch .. r·;acte,..s. 
(3). S"ftlinq pri:lrity. 

OPTI-CUT prQuucl!s t\.lO .output iil..-'!> .5 .. re."u1t which ire n,,"IO'\1 by V~Q'" 
~~'s s~'staM COMndnd wn .. bl .. ~~u 1.0 print .1110 p'lnch 'H,l 1istl,1I0" .:and/llr 
Ht: t .. pes, 

1. Listing the rep.ort 

. 01 f) I-lPHT 
R{;.;DY 

~ 

READY 

2. OUTput He UpR .nd listin<:J 

OLD T,',PEO 
L!S 
~rn :lunch en ) 

( Turn punch off' ) 
REHDr 

Althouqh plvt'~l 0; t~pl('!, .re output 5iMvl1 .. n~\J'Sly •• vprQ7.i",oiote11 10 
i.lches of ,lull c.odes is put .on front ~l1d t .. i1 0; 2-.lch /'it: d~, •• 

He t"pe" yllU 9",ner .. 1. with .. bov,.. procedure ~re ISO c"tIe. If 1<"(1 nped 
to cr~.l1e ~1,) code .,r 14P"':O, u .. ", 'H'IP q{ 1:::'"40 1ib.r.r~· routine -NCTAII:.;-

a: z: %::t:lt:.::: = % % %:It:t % % %:t %:t %:t:t::t % %:t:t::t:t:t lIt::t %::t:tx x %:t:t lIt:t:t %:t:t:t:t:::::t ~::::t:t::::t:t;t;t;::: %::: x:t:;: X %::::::: x % 2.:;.:::::;:: 

Fu11o\ooling prQcedure Coin be t ... en it yQU nt.'ed the opti",i:ed 1"e5ult urt;lently, 

RllN a? T IeUT 

---------- This is reporl. 

PrtDS;I~1'! STOP I"1T XXX:< 
U~ED XXXX UNITS 
RF.AOY 

Dp.ffe-renc::es b~t .... een this 1ype DT run .and independent run is to prin1 
thl! r~port il~.,~di ... tel? ,1nd .. ut'lt'l.ltic.lll:,.o :dt~r eHd .of' run ins1e,)Ci !;Ii 
<:J~ner.l'tinQ the report file.. ' 

.Nt; d ... u file is qene .... ted \o1hen Of'TI-CUT is terMin.ted .~ .... ~11 .115 ind-
~pendent r,un. 

b. C.X'I-'C'-"E.. 
ill·' II! ,j .• h',{.: 
I'~: -;: •. ; II .~ .. 

VL"nh, 04/10/UO 

HI 11,;~". 11.4. 11.~ HiD !,j.). ::!O. lu. 
l'::1 It::!'J. 1114. 1:.1.1 100 ::!O. 1:). :!O. 
Lil It.:::!? 91~. lJ.l 100 O. O. :. 
I·H ~4Ja. 1::1.-: :'1.1 lev 6 ..... O. 1::;. 
1':;1 lo::!9. 91~. ~1.1 tvD :'!O. :::!o. 10. 
LoI ~.;J!;I. l::!lt. ;:!::d 100 :S:$. O. O. 

fUr. HirVI 

~~ 
:"1 t. 

IFI' tv'.', Y'!> ':;;1.1 4 
tIll .HoC. '2( .. }. ':1.1 _.! 
P.': I·_~v. J~2~ 21.1 U 

1 '~" \ 
(.-.. 1 

10::; 

;(,{'o. 

~·:·o . 
4 lO. 

::;:"0. 
:·)0. 

3JO. 

~l .1 ~ 
'1 1 e 
~1 .1 6 

1C'6 4',:\). :':::0. :'1.1 :' 
111 1::::00. 13>:>. 22.1 t 
11: J:!00. ~vo. :,~.1 '" 
11J ")'~IU. J00. :':'.1 .. 
t 1-1 h'O. :'0(1. :::'. 1 :1 
11'J 1 j,,-,). ::;IJ.J. 2.:!. 1 -4 

l1.::"4~-::::.l 1. 
117 2')0. 1 so. ::!::!. 1 ::! 
lltl '';''')\). J:ru:-:::!:.l 1 

II? 1('30. G2.!~;!.L!. 

"h:J.ll( 

~ 

he.I'II, 

~~~ !.£~!~£E.!!'!'£!:i!~" £f£.2.. 
)o\i....';II'( 
.. , ,r 
~_~2U I..f;U OOO?OJ lell • OOOu., h.t: 

l.WI ,;1 09:47J:':1 i).l/lO/SO· 
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lI;auI,", 

~I.:1JVti_·, 

"':.~!:I"'1I'1.I 
r:g;; ;; j' 

IIJ: tl l~ 111) 

5 '( 5 r:n= .£22.. 
N':l.I uli OL£I­
Lj5 'RPH T 

"Flit' U .... I 1 0180 

04 /10/80 

.U .. , SH~;'k OPll"i.z~llON F·ROGh"l1 ... .a,,"' 
~uTknf:..IZ£1J l.Ir 1'1U1" ... TA n.:.CIIINERY .CO 

- E.:·~l..UrIOIl FOR COoE ::!1.1 

.!.l • .l &LANhS '(lJu H.WI:: NQu Ak£ 

... 
P.IoU 

NO.141 
Nu .. l:1 

SIZE: 
: .. JU.QO 1:!9 . ao 
18:!9.00 91 1. 0 0 

M" rERL '-.L t<EGLSTEO 

P.kO S1=::: 
NU.1t)0 1000 . CO 3':>0.00 

HU . l01 ~OO .0,) :!oo .oa 
HO.I0~ 100.IlU • 3:;0.00 

NU. 1uJ JOo.oo ~::;o.oO 

NU.1O,1 600 . 00 :!OG.Ov 

HU.lu:s .;70.00 • :UO.OO 

HO.lub "00.00 • :!:O .. OO 

HUnt-!:::" 
100 
100 

HUi11J(N 

• • 
a 
h 

• 
I ~LMI" tlu.loll lO NGE:R Til':''' THRQ..l T tler-TH . 

l" ul'r.:..nX!.!:::D i\E:5ULT 

}4l.l.1·H 
1 5 

. 1.o1.~-'1J1; USE.& 

.Hlllll·t::n: OF l'LioNh 

.y~~ rc: FEf..CEJH AGE 9 .. 68 a % 

f" . HU ~I ZE 'l"/uh.l:<ER 

NU.1.vli l·jOoJ.OO • "Jc.v.oa • 
NU.lv..:! 100 . 0v • J::;O .00 a 
UO . I03 30vo\10 • :;::;0. 00 2 
1'40.104 Co·j·j.Ov :!oo.oo 2 

,NO.I0S .. ;.). VO J:;o.oo 2 
HU . 1Oo "l.IV.OO • :~o .00 2 

..;,:. 1;I ' r1M1Zi::!.I Ri::SUL..r :2 

.l.~,-."N" U:it.:CJ NU.l~ l 

~l'i IJ,1l'C" 0'- a:L •• IIt\" 1 5 

.1.: .:.. ~HE P i;;hL t:rI r;.u~ !i . 0::'" :r 

.r .... 1I1t:[I P;. .... l~ ,.'1::;-': QII E. ,..,;.1:";1 vLAHK 

P.NQ 

" HOolUl 

NO.104 
NO. !.o:$ 

S.rZE: 
-4';,) . 00 I: ::00 . 00 

60'J.00, ~oo.OO 

-4 70.0" .. :1:30 .. 11 0 

..... I U r ~L. us-r.ue; or- uLANI, I'.i\~ 

floJ.141 :!"J3.00 1::1'1.00 1 
IIU. l::;1 lU::'l.O!J 91".OV 1 

.. . ~ .... l'Jr~L Pht.a·u~1 a. hl"llEF..IAL$ "r.E 

IfU.100 ll.hJIJ . CV • JCo .ou 
it'.J.I01 .. ,;·j .... v • ~vo.c.v 

Jfu.l(j= !-:iO • .:,u · :!::::v.cc" 
HtJ.103 :3";'1). Co; ::::!:O . vC ~ 

Jill. 10 ... ovv. Go·) :.!OV.C-V e 
~'J.IO:; 41'.) . ct,) J~Ij.uu h 

UU.10o "'v~.OI) 2~O.CO 2 

... ----------------------

tH..!hi<ER 

2 
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10:~".JST '0 " /10/80 

.... kE.!;iU,- T NO • 

NGO IGOQX!::?11::;OY639:;OM03 

NOC.:M"l 
tiO\)3;(61e:O 

H GO ·H'H~ 

NGG:;X':'6.3COOYl.7~CO 

HGv.HIJI00 
,.,0';;;-(6000 

HO'.hi M~:! 

Hti,)-rX·J :OOOT919'OO 

NOl(jM~!; 

,.u·1 1;.ci:IJOOO 
';C.l~!1:!2 

IIU1 J)''f '!:OCOY61900 

kOl~,.(llJOOO 

H('UH.:!~ 

Nti t 7;.("$000Y31 900 

HU1[]ri::!~ 

Nv 19XB3000 
l'! O :: IJXl~:!OOOT 11 900 

liO~l YevOO 

"'O:~Xt1JOOOT9900 

tiO::!J"'J' coJO O 
NO~ 4 ..(::!96!;OT 639::50M0 3 

HO::!::M·U 
HCi~b":869:::;:O 

NO::!7!"1 .... :.! 
HO:9t1..:! ::! 

HV:9X:;..(]OOY91900 

HO.!';t,:.!S 
!;O.H...: .... ~ 3vO 
N03.~X"::!]OOY99900 

1'40J.!X 11 ::!::!.:lOTJi:a900 

NCr J4"':O::!300 
HO~Z.{0 ·f'19'?OO 

ri()J.:.;;:e~300Y16900 

rl(iJ7Xv (? 1900 
liOill ... il:::300YbOO\) 
,.. .. H;.A.;::;:tOOY:::;:S9oJO , 

fl04U'f::;·i'OQ 
H ( "41,o.;),JO 

HO~::;".JtJOY61900 

Nv".i'(71900 

NO~-4T619CO 

Hv":"(!:i1900 
N046r~1.900 

HO-t7't31900 

M.:).\al~!900 

HO",,9Y11900 
HO!;O';(")YJ7:;OO 

NO:;.lY1190a 
1I0~::!'" ';.:ioa 
NO::;JX1 S OOOOT- 1000 

Hos .. xaocoOY ~oooM03 
Mv=~?141 

HO~6~170000 
HO:;7i14 ~ 

,,0::::8;';191:;00Y-1000 

uCr::::;?X -1000M03 

U06c.MCo~ 

11061.x1a3000Y l "OOOO"O~ 



Appendex C Comparison of Boundary Evaluators 

For the features of boundary evaluators, iso-

contour displacement of boundary evaluators, Penalty 

function and a new evaluators are plotted by X-Y 

plotter. Calculation of the evaluators are run by 

OKITAC-4500-C. The results prove that the discussion 

in chapter seven is verified. 

Experiment 1) Aspects of Penalty function and the 

new boundary evaluator are examined and plotted for 

the following simple geometry shape. 

fll(x, y) = x 4> 0, f 21 (x, y) = 5 - y.2:: 0, 

f 12 (x, y) = 3 - YL 0, f 22 (x, y) = 11 - x/ 0, 

f 13(x, y) = 10 - X 7' 0, f 23 (x, y) = y :::: 0, 

f 14 (x, y) = y - 1 '> 0, f 31 (x, y) = x 9 "> 0, 

f
31

(x, y) = 2 - {(x - 3)2 + (y - 2)2}!> 0. 

4 4 
P = [ n (fl· (x, y) .2 0)] Ll [.n Cf 21' (x, y) > 0)] 

i=l 1 1=1 

Experiment 2) The same experiment as the experiment 

1 is attempted. In this geometry shape, a different 

operation is examined. The geometry shape is describ-

ed as follows. 
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fll(X' y) = x 1> 0, f 2l (x, y) = x 5 > 0, 

f 12 (x, y) = 4 x2 0, f 22 (x, y) =: 4 y > 0, 

f 13 (x, y) = 4 y2 0, f 23 (x, y) =: 14 - x> 0, 

f 14 (x, y) =: y 22-0, f 24 (x, y) =: y - 2 ::> 0, 

f
31

(x, y) = 2 - {(x - 4)2 + (y - 3)2}~ > 0. 

~ 4 
p = [0 f il (x, y) > 

1=1 
0] I) [{n (f (x, y):> O)} 

i=l 2i 

U {f3l(x, y)"> oJ], 

~ 4 
\vhere [0 (fli(x, y) ~ 0)] shows [~l(- fli(x, y) 

1=1 1= 

~ 0)] . 
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Aspect of Penalty function 
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(b) Aspect of the new evaluator 

Fig. B.l Result of experiment 1 
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(b) Aspect of the new evaluator 

Fig. B.2 Result of experiment 2 
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