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Abstract

A fast and accurate algorithm to compute interactions between \(N\) point vortices and between \(N\) vortex blobs on a sphere is proposed. It is an extension of the fast tree-code algorithm developed by Draghicescu for the vortex method in the plane. When we choose numerical parameters in the fast algorithm suitably, the computational cost of \(O(N^2)\) is reduced to \(O(N(\log N)^4)\) and the approximation error decreases like \(O(1/N)\) as \(N \to \infty\), which is demonstrated in the present article. We also apply the fast method to long-time evolution of two vortex sheets on the sphere to see the efficiency. A key point is to describe the equation of motion for the \(N\) points in the three-dimensional Cartesian coordinates.
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1 Introduction

We propose a fast numerical algorithm to compute the evolution of the incompressible and inviscid fluid confined on the surface of a sphere \(S\) with radius \(R\). Since the vorticity, which is denoted by a scalar function \(\omega_0(\theta, \phi)\) in the spherical coordinates \((\theta, \phi)\), is conserved along the path of fluid particles, it is possible to approximate the evolution of the vorticity region with that of many point vortices. Let us consider a bounded vorticity region, whose support is denoted by \(\mathcal{A} \subset S\). Then, discretizing the region with \(N\) cells, we set a point vortex at a certain position \((\theta_m, \phi_m)\) in each cell for \(m = 1, 2, \ldots, N\). The strength of the point vortex \(\Gamma_m\) is represented by

\[
\Gamma_m = \frac{m(\mathcal{A})}{N} \omega_0(\theta_m, \phi_m),
\]

in which \(m(\mathcal{A}) \leq 4\pi R^2\) is a measure of the vorticity region \(\mathcal{A}\) on the sphere. When the vorticity field is approximated by

\[
\omega_0(\theta, \phi) \approx \frac{1}{\sin \theta} \sum_{m=1}^{N} \Gamma_m \delta(\theta - \theta_m, \phi - \phi_m),
\]
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the Euler equations are reduced to the equations for the \( N \) point vortices [11], which are given by

\[
\dot{\theta}_m = -\frac{1}{4\pi R^2} \sum_{j \neq m}^{N} \frac{\Gamma_j \sin \theta_j \sin(\phi_m - \phi_j)}{1 + \sigma^2 - \cos \theta_m \cos \theta_j - \sin \theta_m \sin \theta_j \cos(\phi_m - \phi_j)}, \tag{2}
\]

\[
\dot{\phi}_m = -\frac{1}{4\pi R^2 \sin \theta_m} \sum_{j \neq m}^{N} \frac{\Gamma_j [\cos \theta_m \sin \theta_j \cos(\phi_m - \phi_j) - \sin \theta_m \cos \theta_j]}{1 + \sigma^2 - \cos \theta_m \cos \theta_j - \sin \theta_m \sin \theta_j \cos(\phi_m - \phi_j)} \tag{3}
\]

for \( m = 1, 2, \ldots, N \). The approximation method for the Euler equations is known as the vortex method. Not only is the vortex method of practical use in numerical investigations for the Euler flows, but it is also mathematically shown that the solution of the vortex method uniformly converges to that of the Euler equations in two-dimensional Euclidean space when \( N \to \infty \) as long as the solution of the Euler equations is smooth [10]. Many references regarding the vortex method are found in [2].

Here, we introduce the parameter \( \sigma \) to regularize the singular behavior of the velocity fields (2) and (3) when one point vortex approaches another point closely. The regularization method is known as the vortex blob method that has been used in the numerical computations of vortex sheets [15, 16, 20, 21, 22]. The discretizing points are sometimes referred to as the point vortices for \( \sigma = 0 \) and the vortex blobs for \( \sigma \neq 0 \), respectively.

Another computational method for the incompressible and inviscid flows on the sphere is the contour dynamics method with a surgery technique developed by Dritschel [6]. In this method, approximating the vorticity region \( \mathcal{A} \) by some subregions with piecewise constant vorticity, one has only to track the evolution of their boundaries, since the velocity field induced by the constant vorticity region is represented by the path integral along the boundary owing to Green’s formula. The contour dynamics method has been used to compute the evolution of the constant vorticity strips [7] and the polar constant vorticity cap [19]. It also gives us an effective way to investigate flows on the rotating sphere, since the effect of rotation is approximated by the constant vorticity strips corresponding to the background solid-body rotation [3, 18].

Numerical computation of (2) and (3) gives rise to a serious difficulty in the computational cost. Namely, we need \( O(N) \) amount of computations to evaluate the velocity fields (2) and (3) for one vortex blob. Accordingly, the total of \( O(N^2) \)-operations is required to finish the evaluation for all the points. The same difficulty arises in numerical computation of the interaction between \( N \) gravitational bodies and between \( N \) charges, for which fast algorithms such as the fast tree-code algorithms [1, 4] and the fast multipole methods [8, 9] have been developed. These fast methods basically work as follows. Suppose that the \( N \) points are assigned in the computational domain. Then in order to evaluate a velocity field or a force field induced by the points at a given position, the \( N \) points are divided into two groups, called the far-field and the near-field. The contribution from the far-field is evaluated by using a certain approximation such as the Taylor expansion and the multipole expansion. As for the points in the near-field, they are computed directly. Owing to the efficient far-field approximation, the fast methods reduce the computational cost to \( O(N \log N)^{d+1} \) for the fast tree-code methods and \( O(N) \) for the fast multipole methods, where \( d \) is the dimension of the computational domain. As far as the order of computational cost is concerned, the fast multipole methods are better than the fast tree-code algorithms. On the other hand, however, while the fast multipole methods work only for harmonic kernels, the fast tree-code methods can be implemented for any kernel as long as its Taylor expansion is efficiently computed. Owing to its versatility, the fast tree-code algorithms have been used in the numerical computation of the Euler flows. Draghicescu et al. proposed a fast
tree-code algorithm for the point-vortex and the vortex-blob approximations of the Euler equations in two-dimensional and three-dimensional Euclidean spaces [4, 5].

The fast tree-code algorithm was extended successfully to numerical computations of three-dimensional vortex sheets [16, 21] and a vortex sheet with the periodic boundary condition [20], in which recurrence formulas were used to compute the Taylor coefficients of their kernels effectively.

In the present paper, we extend Draghicescu’s tree-code algorithm so that we can compute the velocity field induced by the point vortices and the vortex blobs on the sphere. The extension is possible in theory, but it is quite hard to implement the numerical computation in practice, since the expression of the Taylor coefficients for (2) and (3) is so complicated that we can’t compute them efficiently. This drawback cancels out the efficiency of the fast algorithm. In order to resolve the problem, we rewrite eqs. (2) and (3) with respect to the three-dimensional Cartesian coordinates instead of the spherical coordinates. Let the position of the discretizing points $x_m$ for $m = 1, \ldots, N$ in $\mathbb{R}^3$ be represented by

$$x_m = (x_m(t), y_m(t), z_m(t)) = (R \sin \theta_m \cos \phi_m, R \sin \theta_m \sin \phi_m, R \cos \theta_m).$$

Then the stream function $\psi(x)$ is recovered from the vorticity field with the inversion formula

$$\psi(x) = \iint_S G(x, x') \omega(x) dA,$$

where the Green function on the sphere is given by $G(x, x') = -(1/4\pi) \log |x - x'|^2$. (See [11]) With the singular vorticity field approximation (1), the stream function gives rise to the equation for the $N$ point vortices [17, 18]:

$$\dot{x}_m = -\frac{1}{4\pi R} \sum_{j \neq m}^N \Gamma_j \frac{x_m \times x_j}{R^2 - x_m \cdot x_j}, \quad m = 1, 2, \ldots, N. \quad (4)$$

The regularized equation for the vortex blobs is given by

$$\dot{x}_m = -\frac{1}{4\pi R} \sum_{j \neq m}^N \Gamma_j \frac{x_m \times x_j}{R^2 + \sigma^2 - x_m \cdot x_j}, \quad m = 1, 2, \ldots, N. \quad (5)$$

The fast tree-code algorithm presented in this paper can be applied to both eqs. (4) and (5). The change of variables enables us to compute the Taylor expansion of the kernels in eqs. (4) and (5) easily with a simple recursive formula. A similar idea was used in the numerical computation of a two-dimensional vortex sheet with periodic boundary condition [20]. On the other hand, due to the Cartesian formulation, the discretizing points might detach from the sphere if the accuracy of the computation is too poor. In the numerical examples in this paper, we verify whether these points stay on the surface of the sphere by checking their distances from the origin each time step.

The paper consists of four sections. In the next section, we see how to extend the fast algorithm to the evaluation of the velocity field (4) and give its error estimate. In the third section, some numerical examples are shown to confirm the efficiency of the algorithm. The last section is devoted to summary and discussion on future applications. A formal description of the fast algorithm and a linear stability analysis for the two vortex sheets are given in the appendices.
2 Fast tree-code algorithm

2.1 Mesh generation, far-field and near-field

Since we describe the fast algorithm for the sphere in \( \mathbb{R}^3 \), we set the computational domain \( B \) as a three-dimensional box, a little bit larger than the sphere of radius \( R \), i.e.,

\[
B = \left[ -(1 + \delta)R, (1 + \delta)R \right]^3.
\]

The positive parameter \( \delta \) is taken sufficiently small but not zero so that the box \( B \) contains the sphere completely. Then we construct a tree structure of small boxes in \( B \) by dividing the box region into two smaller box regions recursively. Since the points are confined on the surface of the sphere, we can eliminate the boxes that have no intersection with the sphere from the tree structure, which helps us save the working memory on the computer. In what follows, without loss of generality, we set the radius of the sphere \( R = 0.5/(1 + \delta) \) so that the box \( B \) becomes a unit box.

First, we generate the tree structure with the following recursive algorithm for a given box \( \tau = [x_1, x_2] \times [y_1, y_2] \times [z_1, z_2] \). At the same time, the algorithm initializes parameters \( \rho(\tau), y_\tau, L(\tau) \) and \( A^k, B^k, C^k \) for the box \( \tau \) and the multi-index \( k = (k_1, k_2, k_3) \). The center point \( y_\tau \) of the box \( \tau \) and its radius \( \rho(\tau) \) are defined by

\[
y_\tau = \left( \frac{x_1 + x_2}{2}, \frac{y_1 + y_2}{2}, \frac{z_1 + z_2}{2} \right), \quad \rho(\tau) = \sup_{y \in \tau} |y - y_\tau|.
\]

The parameters \( A^k, B^k \) and \( C^k \) are required in the far-field computation and their definitions are provided in the next subsection, while \( L(\tau) \) denotes a list of the points contained in the finest box \( \tau \), which is used to compute the near-field evaluation. For a given integer \( l \), which determines the finest level of the tree structure, and an integer \( \lambda \), which is the approximation order of the Taylor expansion, we give the following mesh-generation algorithm.

**Algorithm 1.** (Generate the tree structure of boxes)

**Input:** box \( \tau \), integers \( j, \lambda \) and \( l \);

**GenerateMesh( \( \tau, j, l \) )**

if \( j = 3l \) return;

\[
y_\tau = (c_{r1}, c_{r2}, c_{r3}) = \left( \frac{1}{2}(x_1 + x_2), \frac{1}{2}(y_1 + y_2), \frac{1}{2}(z_1 + z_2) \right);
\]

Compute the radius of \( \tau \), \( \rho(\tau) \);

For all \( k = (k_1, k_2, k_3), |k| = k_1 + k_2 + k_3 \leq \lambda - 1 \), initialize \( A^k, B^k, C^k \);

Initialize the list of the near-fields, \( L(\tau) \);

if \( j \mod 3 = 1 \)

\[
\tau_1 = [x_1, x_1] \times [y_1, y_2] \times [z_1, z_2]; \quad \tau_2 = [x_1, x_2] \times [y_1, y_2] \times [z_1, z_2];
\]

else if \( j \mod 3 = 2 \)

\[
\tau_1 = [x_1, x_2] \times [y_1, c_{r2}] \times [z_1, z_2]; \quad \tau_2 = [x_1, x_2] \times [c_{r2}, y_2] \times [z_1, z_2];
\]

else if \( j \mod 3 = 0 \)

\[
\tau_1 = [x_1, x_2] \times [y_1, y_2] \times [c_{r3}, z_2]; \quad \tau_2 = [x_1, x_2] \times [y_1, y_2] \times [c_{r3}, z_2];
\]

end

For each \( \tau_i \), if \( \tau_i \cap S \neq \emptyset \)

set \( \tau_i \) as a child box of \( \tau \);

recursively call \( \text{GenerateMesh}( \tau_i, j + 1, l \) \);

return;

else

set \( \emptyset \) as a child of \( \tau \);

return;
The Taylor coefficients of
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the near-field of \( x, N(x) \) as in [4].

**Definition 1.** *(Far-field and near-field)* For \( x \in S, F(x) \) contains all boxes \( \tau \) with center \( y \), such that the following condition is satisfied.

\[
\rho(\tau) \leq h^\nu |R^2 - \mathbf{x} \cdot \mathbf{y}_r|,
\]

and \( \tau \) is maximal. Let \( F(x) = \cup F(x) \). The parameter \( \nu > 0 \) is determined to control the efficiency of the fast algorithm and the accuracy of the numerical computation. The near-field of \( x \) is defined by \( N(x) = \Sigma \setminus F(x) \).

The definitions of the far-field and near-field are the same as those given in [4] except for the condition (6) defining the far-field. Let us remember that the original far-field condition in [4] is given by

\[
\rho(\tau) \leq h^\nu |\mathbf{x} - \mathbf{y}_r|.
\]

The condition (7) would work in practice, but we found it convenient to use (6) instead to facilitate the error estimate below. As a matter of fact, the choice of the condition is not a serious problem for \( R < 0.5 \), since \( |R^2 - \mathbf{x} \cdot \mathbf{y}_r| \leq |\mathbf{x} - \mathbf{y}_r| \) holds for arbitrary \( \mathbf{y}_r \in \mathbb{R}^3 \) and \( |\mathbf{x}| = 0.5 \). Hence, the far-field of \( x \) in the present algorithm becomes automatically that of the three-dimensional fast tree-code algorithm.

### 2.2 Far-field approximation

The fast algorithm evaluates the following velocity field \( u_N(x, t) \) induced by the given vortex blobs at \( y_j \) \((j = 1, \cdots, N)\) in eq. (5):

\[
u_N(x, t) = -\frac{1}{4\pi R} \sum_{j=1}^{N} \gamma \left( \frac{x \times y_j}{R^2 + \sigma^2 - \mathbf{x} \cdot \mathbf{y}_j} \right) = -\frac{1}{4\pi R} \sum_{j=1}^{N} \gamma(x, y_j) D(x, y_j),
\]

where \( \gamma(x, y) = x \times y \) and \( D(x, y) = (R^2 + \sigma^2 - \mathbf{x} \cdot \mathbf{y})^{-1} \). The contribution from the near-field is computed directly, and that from the far-field is approximated by the Taylor expansion of \( D \) up to the \((\lambda - 1)\)th order. That is to say, the velocity field \( u_N \) is approximated by

\[
u_N^\lambda(x, t) = -\frac{1}{4\pi R} \sum_{y_j \in N(x)} \gamma(x, y_j) D(x, y_j) - \frac{1}{4\pi R} \sum_{\tau \in F(x)} u_N^\lambda(\tau, t),
\]

in which

\[
u_N^\lambda(\tau, t) = \sum_{y_j \in \tau} \gamma(x, y_j) \sum_{|k| \leq \lambda - 1} a_k(x, y_r) (y_j - y_r)^k.
\]

The Taylor coefficients of \( D \) are given explicitly by

\[
a_k(x, y_r) = \frac{1}{k!} \frac{d^k D(x, y)|_{y=y_r}}{dy^k} = \frac{|k|!}{k!} (R^2 + \sigma^2 - \mathbf{x} \cdot \mathbf{y}_r)^{-|k|-1} x^k,
\]

End of Algorithm

Applying the algorithm to the computational domain \( \tau = \mathcal{B} \), we obtain the tree structure consisting of a hierarchy of boxes of various sizes, which is denoted by \( \Sigma \) in what follows. Note that the size of a box on the finest level \( 3^l \) becomes \( h = 2^{-l} \).

Next, for a given point \( x \in S \), we define the set of boxes, called the far-field of \( x, F(x) \), and the near-field of \( x, N(x) \) as in [4].
where \( k! = k_1!k_2!k_3! \), \( |k| = k_1+k_2+k_3 \) for the multi-index \( k = (k_1, k_2, k_3) \), and \( D_k^\gamma = \frac{\partial^{|k|}}{\partial y_1^{k_1}\partial y_2^{k_2}\partial y_3^{k_3}} \) and \( y^k = y_1^{k_1}y_2^{k_2}y_3^{k_3} \) for \( y = (y_1, y_2, y_3) \). The explicit representation (11) saves the computational time as in the previous works [4, 20, 16, 21]. In the actual numerical computation, the Taylor coefficients \( a_k(x, y_\tau) = a_{(k_1, k_2, k_3)}(x, y_\tau) \) are computed with the following simple recursive formulas:

\[
a_{(k_1+1, k_2, k_3)}(x, y_\tau) = \frac{|k| + 1}{k_1 + 1} D(x, y_\tau) x_1 a_{(k_1, k_2, k_3)}(x, y_\tau),
\]

\[
a_{(k_1, k_2+1, k_3)}(x, y_\tau) = \frac{|k| + 1}{k_2 + 1} D(x, y_\tau) x_2 a_{(k_1, k_2, k_3)}(x, y_\tau),
\]

\[
a_{(k_1, k_2, k_3+1)}(x, y_\tau) = \frac{|k| + 1}{k_3 + 1} D(x, y_\tau) x_3 a_{(k_1, k_2, k_3)}(x, y_\tau).
\]

and \( a_{(0,0,0)}(x, y_\tau) = D(x, y_\tau) \).

With the notation \( y_j = (y_{j1}, y_{j2}, y_{j3}) \), we reduce the far-field approximation (10) to

\[
u_N^\lambda(x, t) = \sum_{|k|\leq \lambda - 1} a_k(x, y_\tau) \left( x_2 C^k_\tau - x_3 B^k_\tau, x_3 A^k_\tau - x_1 C^k_\tau, x_1 B^k_\tau - x_2 A^k_\tau \right),
\]

in which \( A^k_\tau, B^k_\tau \) and \( C^k_\tau \) are defined by

\[
A^k_\tau = \sum_{y_j \in \tau} \Gamma_j y_j (y_j - y_\tau)^k, B^k_\tau = \sum_{y_j \in \tau} \Gamma_j y_j^2 (y_j - y_\tau)^k, C^k_\tau = \sum_{y_j \in \tau} \Gamma_j y_j^3 (y_j - y_\tau)^k.
\]

These coefficients are assigned to each box \( \tau \in F(x) \) that contains the point \( y_j \). They are computed for all the points in advance and reused in the far-field approximation, which is a key device to evaluate the velocity field faster. Let us note that, in the numerical code, the computation of the Taylor polynomial \( (y_j - y_\tau)^k \) is the most time-consuming step. We compute it with a recursive multiplication, which is faster than with the built-in \texttt{power} function.

The description of the fast tree-code algorithm is given in Appendix A, which is the same as that of the paper [4] except for the definitions of the far-field condition and the coefficients \( A^k_\tau, B^k_\tau \) and \( C^k_\tau \). Hence, the computational cost becomes \( O(N\lambda^3 \log N) \) as in [4]. Moreover, for example, when we choose the order of the Taylor approximation as \( \lambda = O(\log N) \), it becomes \( O(N(\log N)^3) \).

### 2.3 Error estimate

We give an error estimate of the fast algorithm for the point-vortex approximation, i.e. \( \sigma = 0 \), which is easily extended to the vortex-blob approximation. Let the constant \( C \) be defined by

\[
C = \max_{1 \leq j \leq N} \frac{m(\mathcal{A})}{4\pi R} |\partial_{\phi_j} f_0| = N \max_{1 \leq j \leq N} \frac{\Gamma_j}{4\pi R}.
\]

Then, the error estimate becomes

\[
|\nu_N(x, t) - \nu_N^\lambda(x, t)| \leq \frac{C}{N} \sum_{\tau \in F(x)} \sum_{y_j \in \tau} |\gamma| \sum_{|k| = \lambda} |a_k(x, y_\tau)||(y_j - y_\tau)^k|.
\]

(14)
Let us remember that $|\gamma(x, y)| = |x \times y| \leq R^2$ due to $|x| = |y| = R$ and $|y_j - y| \leq \rho(\tau)$ for $y_j \in \tau$, and the Taylor coefficient $a_k(x, y)$ with $|k| = \lambda$ is estimated by

$$|a_k(x, y)| \leq \frac{\lambda!}{k!} R^{2-\lambda} \rho(\tau)^{\lambda} \leq \frac{\lambda!}{k!} \rho(\tau)^{\lambda}.$$

Here, it follows from

$$(a + b + c)^\lambda = \sum_{|k| = \lambda} \frac{\lambda!}{k!} a^k b^k c^k$$

that $\sum_{|k| = \lambda} \lambda! / k! = 3^\lambda$. We also note that $\rho(\tau) \geq \sqrt{\frac{\pi}{2}} h$ for arbitrary $\tau$ and $\sum_{\tau \in F(x)} \sum_{y_j \in \tau} \omega_j \leq N$, where $n_\tau$ is the number of the points contained in the box $\tau \in F(x)$. Hence, we obtain

$$|u_N(x, t) - u_N(x, t)| \leq \frac{C R^2}{N} \sum_{\tau \in F(x)} \sum_{y_j \in \tau} |a_k(x, y)| \rho(\tau)^{\lambda}$$

$$\leq \frac{C R^{\lambda+3}}{N} \sum_{\tau \in F(x)} \sum_{y_j \in \tau} \frac{\lambda!}{k!} \rho^{-1}(\tau) \rho^{\lambda+1}$$

$$\leq \frac{C R^{\lambda+3}}{N} 3^\lambda \frac{2}{\sqrt{3}} \sum_{\tau \in F(x)} \sum_{y_j \in \tau} \rho^{\lambda+1}$$

$$\leq C' R^{\lambda+3} 3^\lambda \rho^{\lambda+1} \leq C'' h^{\lambda-1},$$

for some constants $C'$ and $C''$. Hence, for $\nu = O(3/\lambda)$, we finally have

$$|u_N(x, t) - u_N(x, t)| \leq C'' h^2.$$  

The error estimate is the same as the fast algorithm for the planar case [4].

## 3 Numerical tests

### 3.1 Efficiency of the algorithm

To confirm the theoretical results given in the previous section, we consider the vortex-blob approximation (5) with $\sigma = 0.05$ as a test problem. Suppose that vortex blobs with the unit strength are uniformly located along $M$ lines of latitude of the sphere with radius $R = 0.5$,

$$z(i) = R - \frac{i}{M+1}, \quad \text{for} \quad i = 1, \ldots, M.$$

The positions of the vortex blobs are specified by

$$x_j^{(i)} = \left(\sqrt{R^2 - (z(i))^2 \cos 2\pi j/N}, \sqrt{R^2 - (z(i))^2 \sin 2\pi j/N}, z(i)^{1}\right),$$

for $j = 1, \ldots, N'$. Thus we obtain the $N = MN'$ vortex blobs, to which we apply the fast algorithm. The configuration is suitable for the numerical test of the fast algorithm, since the points spread over the whole sphere.

The parameters $\nu$, $\lambda$ and $l$ in the fast algorithm, which appear in the far-field condition (6), the approximation order of the Taylor expansion, and the level of the tree structure of the computational boxes respectively, are determined as $\nu = \frac{1}{n}$ and $l = n$ from the number of the vortex blobs $N = 2^n$. The numerical computation is carried out by Opteron 275 processor with 6GB memory. We vary the
approximation order $\lambda$ from 4 to 10 and calculate the $L^2$ relative error $E^{(2)}_N$ and the maximum relative error $E^{(\infty)}_N$ between the velocity field evaluated by the fast tree-code algorithm $u^\lambda_N(x_i)$ and that by the direct summation $u_N(x_i)$, which are defined by

$$E^{(2)}_N = \left( \sum_{i=1}^{N} |u_N(x_i) - u^\lambda_N(x_i)|^2 \right)^{\frac{1}{2}}, \quad E^{(\infty)}_N = \max_{1\leq i\leq N} |u_N(x_i) - u^\lambda_N(x_i)|,$$

for the given configuration of vortex blobs $x_i, i = 1, \ldots, N$. Table 1 shows the $L^2$ relative error and the maximum relative error for various $N$ and $\lambda$. It indicates that the relative errors decrease as $\lambda$ increases for fixed $N$. On the other hand, the errors stay in the same order for fixed $\lambda$.

Table 2 shows that the computation time of the fast algorithm is smaller than that of direct summation for large $N$, although it is ineffective for small $N$. In order to compare the speed-up rate of the present fast tree-code algorithm with the previous one [20], we pick the result for $N = 65536, \lambda = 6$ and $\nu = 0.00625$. This shows that the fast tree-code algorithm computes the velocity field 2.94 times faster and the approximation error is $4.1 \times 10^{-5}$. On the other hand, the fast tree-code for the two-dimensional vortex sheet with periodic boundary condition computes the velocity field about 50 times faster for $N = 65536, \lambda = 8$ and $\nu = 0.05$ and the approximation error is $3.7 \times 10^{-5}$ [20]. Hence, the present fast algorithm on the sphere is less effective than that for the two-dimensional vortex sheet. This is because, for a given approximation order of the Taylor expansion $\lambda$, we need $O(\lambda^3)$ operations to compute the Taylor coefficients (11) and the parameters (13), whereas $O(\lambda^2)$ computations is required for the two-dimensional case.

Now, in order to check the accuracy and the computational efficiency of the fast algorithm given theoretically in the previous section, we rearrange the computational results in Table 3 so that $\lambda \nu \sim 0.5$, and plot them in Figure 1. They indicate that the maximum error decreases like $O(h^2) \sim O(1/N)$ and the computation time increases like $O(N (\log N)^4)$, which supports the theoretical results.

<table>
<thead>
<tr>
<th>$\lambda = 4$</th>
<th>$\lambda = 6$</th>
<th>$\lambda = 8$</th>
<th>$\lambda = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4096</td>
<td>3.25e-4</td>
<td>1.84e-5</td>
<td>1.18e-6</td>
</tr>
<tr>
<td>16384</td>
<td>4.31e-4</td>
<td>2.37e-5</td>
<td>1.49e-6</td>
</tr>
<tr>
<td>65536</td>
<td>4.51e-4</td>
<td>2.50e-5</td>
<td>1.58e-6</td>
</tr>
<tr>
<td>262144</td>
<td>4.74e-4</td>
<td>2.65e-5</td>
<td>1.72e-6</td>
</tr>
<tr>
<td>1048576</td>
<td>4.89e-4</td>
<td>2.74e-5</td>
<td>1.80e-6</td>
</tr>
</tbody>
</table>

Table 1: (a) $L^2$ relative error $E^{(2)}_N$ and (b) maximum relative error $E^{(\infty)}_N$ of the velocity field (4) between the fast algorithm and the direct summation for the configuration (17).
Figure 1: Plot of the maximum error $E_N^{(\infty)}$ and computation time vs. the number of the vortex blobs $N$. Numerical parameters are given in Table 3.
Table 2: Computation time in seconds for the evaluation of the velocity fields for the configuration (17).

<table>
<thead>
<tr>
<th>N</th>
<th>λ = 4</th>
<th>λ = 6</th>
<th>λ = 8</th>
<th>λ = 10</th>
<th>direct</th>
<th>ν</th>
</tr>
</thead>
<tbody>
<tr>
<td>4096</td>
<td>0.7</td>
<td>1.6</td>
<td>3.1</td>
<td>6.5</td>
<td>0.6</td>
<td>ν = 0.083</td>
</tr>
<tr>
<td>16384</td>
<td>4.9</td>
<td>11.9</td>
<td>20.3</td>
<td>34.7</td>
<td>10.2</td>
<td>ν = 0.071</td>
</tr>
<tr>
<td>65536</td>
<td>40.3</td>
<td>71.8</td>
<td>98.0</td>
<td>156.2</td>
<td>164.3</td>
<td>ν = 0.0625</td>
</tr>
<tr>
<td>262144</td>
<td>310.5</td>
<td>433.2</td>
<td>576.5</td>
<td>908.8</td>
<td>2629.3</td>
<td>ν = 0.055</td>
</tr>
<tr>
<td>1048576</td>
<td>2034.4</td>
<td>2694.5</td>
<td>4018.2</td>
<td>6050.5</td>
<td>42060.5</td>
<td>ν = 0.05</td>
</tr>
</tbody>
</table>

Table 3: Error estimate and computation time for the evaluation of the velocity field for the configuration (17), rearranged so that \( \lambda \nu \) keeps constant.

<table>
<thead>
<tr>
<th>N</th>
<th>4096</th>
<th>65536</th>
<th>1048576</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>( \nu )</td>
<td>0.083</td>
<td>0.0625</td>
<td>0.05</td>
</tr>
<tr>
<td>( E^\infty_N )</td>
<td>3.32e-5</td>
<td>2.35e-6</td>
<td>1.53e-7</td>
</tr>
<tr>
<td>Time (s)</td>
<td>1.6</td>
<td>98.0</td>
<td>6050.5</td>
</tr>
</tbody>
</table>

3.2 Long time evolution of two vortex sheets

We compute the long-time evolution of two vortex sheets on the sphere as another test. A vortex sheet is a surface across which the velocity field of the incompressible and inviscid fluid changes discontinuously. It has been studied numerically in many papers as not only a mathematical model for the sheet-like coherent vortex structures [14, 15, 21, 22], but also a numerical test problem for the fast tree-code algorithms [4, 5, 16, 20].

Suppose that the two vortex sheets lie along the lines of latitude \( \Theta_1 \) and \( \Theta_2 \). Since the vorticity exists only in the vortex sheets, we just discretize each of them with the vortex blob method and track their evolution numerically. The initial position of the \( i \)th vortex sheet on the sphere of radius \( R = 0.5 \) is given by

\[
\begin{align*}
    z^{(i)}(\alpha) &= R(\cos \Theta_i + \epsilon \sin 2\pi \alpha), \\
    x^{(i)}(\alpha) &= \sqrt{R^2 - (z^{(i)})^2} \cos 2\pi \alpha, \\
    y^{(i)}(\alpha) &= \sqrt{R^2 - (z^{(i)})^2} \sin 2\pi \alpha,
\end{align*}
\]

for \( i = 1 \) and 2. The parameter \( \alpha \in [0, 1) \) is a Lagrangian variable moving with the fluid particle. A small first-mode perturbation is imposed on \( z^{(i)} \) in (18), since the two vortex sheets rotate in the longitudinal direction with some constant speeds without the perturbation and thus we observe no complex interaction between them. The stability of the first-mode perturbation is given in Appendix B, which indicates that the stability depends on the values of \( \Theta_1 \) and \( \Theta_2 \). The amplitude of the disturbance is \( \epsilon = 0.02 \). Then we discretize \( 0 \leq \alpha \leq 1 \) by \( N \) points to obtain the \( N \) vortex blobs. Since the strengths of the vortex sheets are assumed to be uniform, the strengths of the vortex blobs are identical. Accordingly, the initial positions of the vortex blobs are given by \( x^{(i)}_m \approx x^{(i)}(\frac{m}{N}) \) with the same strength \( \Gamma^{(i)}_m = 1/N \equiv \Gamma \) for \( i = 1, 2 \) and \( m = 1, 2, \ldots, N \). With the initial data, we solve numerically the
following $2N$-dimensional ordinary differential equations for $m = 1, \ldots, N$.

$$\frac{dx_m^{(1)}}{dt} = -\frac{\Gamma}{4\pi R} \sum_{j \neq m}^{N} \frac{x_m^{(1)} \times x_j^{(1)}}{R^2 + \sigma^2 - x_m^{(1)} \cdot x_j^{(1)}} \right\} \cdot \frac{\sigma^2}{R^2 + \sigma^2 - x_m^{(1)} \cdot x_j^{(1)}}$$

$$\frac{dx_m^{(2)}}{dt} = -\frac{\Gamma}{4\pi R} \sum_{j \neq m}^{N} \frac{x_m^{(2)} \times x_j^{(2)}}{R^2 + \sigma^2 - x_m^{(2)} \cdot x_j^{(2)}} \right\} \cdot \frac{\sigma^2}{R^2 + \sigma^2 - x_m^{(2)} \cdot x_j^{(2)}}$$

The first summations on the right hand side of the equation represent the self-induced velocity, while the second ones are the interaction between the two vortex sheets. The temporal integration is carried out with the fourth order Runge-Kutta method, whose time step size is $\Delta t = 0.05$. Each of the vortex sheets is discretized by $N = 131072$, i.e. we use 262144 vortex blobs in total. The regularization parameter is $\sigma = 0.05$. We set the parameters of the fast tree-code algorithm as $\nu = 0.055$ and $\lambda = 10$. Then, according to Table 1 and Table 2, the fast tree-code algorithm evaluates the velocity field 3 times faster than the direct summation method with approximation error of $O(10^{-7})$, which is required accuracy for the computation of vortex sheets. As we have mentioned in Introduction, we verify if the vortex blobs stay on the surface of sphere by checking the condition $|x_m| - R < 1.0 \times 10^{-7}$ for all $m$ every time step. We hardly observe the move-off of the vortex blobs from the surface of sphere in the numerical examples given here.

Before showing numerical results, let us discuss a numerical difficulty in the numerical computation of vortex sheets. According to the linear stability analysis of a single vortex sheet on the sphere [22], a small perturbation grows very rapidly due to the Kelvin-Helmholtz instability and thus the evolution of vortex sheets becomes an ill-posed problem in the sense of Hadamard. Hence, the accumulation of round-off error inevitably deteriorates the accuracy of the numerical computation. What makes the matter worse, since the fast algorithm gives rise to not only round-off error but also the approximation error, these errors affect the computational result more seriously. In order to maintain the accuracy of the numerical computation, we adopt the Fourier filtering technique. As for the detailed description of the technique, we would like the readers to refer to the paper [15]. The threshold of the filter is set to $1.0 \times 10^{-9}$.

Figure 2 shows the evolution of the two vortex sheets up to $t = 26$. The base latitudes of the two vortex sheets are given by $\Theta_1 = 0.3\pi$ and $\Theta_2 = 0.5\pi$. The first-mode disturbance in (18) is linearly unstable as is shown in Appendix B. Since the two vortex sheets are well separated compared to the amplitude of the initial disturbance $\epsilon = 0.02$, each of the vortex sheets becomes unstable independently due to the Kelvin-Helmholtz instability before they interact with each other. The vortex sheet in the northern hemisphere becomes unstable earlier than that near the equator. Then they evolve into structures with many rolling-up spirals and very thin filaments. After that, the two vortex sheets interact strongly and become complex.

Another computational result is shown in Figure 3 for the configuration (18) with $\Theta_1 = \pi/3 - \pi/20$ and $\Theta_2 = \pi/3 + \pi/20$ and $\epsilon = 0.02$. Linear stability analysis in Appendix B shows that the first-mode disturbance is linearly unstable. Since the growth rate of the disturbance is larger than that of the first example, the northern vortex sheet becomes unstable earlier. Afterwards it rolls up due to the Kelvin-Helmholtz instability immediately, the two vortex sheets begin interacting with each other before the southern vortex sheet rolls up, since the initial distance between them is closer than the first example. As a result of the complex interaction, the two vortex sheets gather in the northern polar region and a big coherent spiral structure is separated out of the region and stays around the equator, which is also a complicated pattern.
Figure 2: Long time evolution of two vortex sheets for $\Theta_1 = 0.3\pi$ and $\Theta_2 = 0.5\pi$ up to $t = 26$. Each vortex sheet is approximated by 131072 vortex blobs.

Both numerical results with $N = 262144$ vortex blobs keep the fine resolution up to $t = 26$. It takes twenty days to compute the evolution with the Opteron 275 processor. It is quite difficult to compute the evolution for such a long time without the fast tree-code algorithm. Let us finally mention how the regularization parameter affects the numerical results. As was shown in [15], in some range of $\sigma$, the numerical result is qualitatively similar except that the spirals tend to have infinitely many windings as $\sigma \to 0$. On the other hand, for excessively small $\sigma$, the numerical computation loses its accuracy due to the ill-posedness of the problem. In order to keep the accuracy for smaller $\sigma$, more discretizing vortex blobs are required.

4 Summary and discussion

A fast tree-code algorithm to evaluate the interaction between point vortices and vortex blobs on a sphere has been described. The fast method is applicable to the numerical computation of inviscid incompressible flow on the sphere, since the
Figure 3: Long time evolution of two vortex sheets up to $t = 26$. The initial base latitudes for them are given by $\Theta_1 = \pi/3 - \pi/20$ and $\Theta_2 = \pi/3 + \pi/20$ respectively.
motion of the $N$ discretizing points is derived when the Euler equations are approximated by the vortex method.

The tree-code algorithm to the use of flow over a sphere is an extension of the fast algorithm developed by Draghicescu [4] for the two-dimensional and three-dimensional Euler equations in Euclidean space. However, a naïve implementation of the algorithm to eqs. (2) and (3) on the sphere is practically ineffective, since the high-order Taylor coefficients of the velocity field in the equations are expressed in a complicated way. We resolve the difficulty by representing the equations of the $N$ points in the three-dimensional Cartesian coordinates, for which the Taylor coefficients are easily computed with a simple formula. Owing to the representation of the equation (5), the fast algorithm works very effectively. The error estimate shows that the approximation error decreases as $O(1/N)$ with an appropriate choice of the parameters in the algorithm. The computational cost is largely reduced to $O(N(\log N)^4)$, which is the same order as the three-dimensional tree-code algorithm [4]. The efficiency of the fast method is examined and thus the theoretical error estimate and the reduction of computational cost are confirmed. We also compute the long-time evolution of two vortex sheets, which shows very complex interactions between them for a long time.

Let us finally discuss possible future directions. The fast algorithm gives us a new way to investigate many interesting problems such as the statistical theory of point vortices on the sphere [12]. On the other hand, it is unavailable to compute the Euler equations with the Coriolis force on the rotating sphere, since the vorticity is no longer a conserved quantity. However, we have two possible extensions of the vortex method to the rotating problem. The first method is that we approximate the effect of rotation by strips of constant vorticity corresponding to the solid body rotation of the sphere and then compute the interaction between the point vortices and the vorticity strips with the vortex method and the contour dynamics method. This idea was used to observe the interaction between a coherent vortex structure and the background rotation [3, 18]. Another possibility is to develop a Lagrangian method based on the invariance of the potential vorticity for the Euler flows on the rotating sphere. The fast tree-code algorithm is available to compute the velocity field at the grid points for a given distribution of the point “potential” vortices. This idea will be examined in the future research.
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A Description of the fast tree-code algorithm

Here we give the formal description of the tree-code algorithm. First, we define the following two recursive algorithms called in the main algorithm.

**Algorithm 2.** (Compute the coefficients $A_k^\tau$, $B_k^\tau$, $C_k^\tau$ in (13) for all the node boxes $\tau$ containing the discretizing point at $y$ with strength $\Gamma$)

**Input:** box $\tau$, integer $k$, position of the discretizing point $y$ with strength $\Gamma$;

**ComputeNodeCoefficients( $\tau$, $k$, $y$, $\Gamma$ )**

if $\tau = \emptyset$ return;

if $y \in \tau$ then for all $k$, $|k| \leq \lambda - 1$
add $\Gamma_1(y-y_{\tau})^k$ to $A_k^k$;
add $\Gamma_2(y-y_{\tau})^k$ to $B_k^k$;
add $\Gamma_3(y-y_{\tau})^k$ to $C_k^k$;
    if $k = 3l$ then
        add $y$ to the list of the near-field, $L(\tau)$;
        return;
    else
        Recursively call ComputeNodeCoefficients( $\tau_i$, $k+1$, $y$, $\Gamma^j$ ) for all the children of $\tau$, $\tau_1$ and $\tau_2$;
        return;
end
end

End of Algorithm

Algorithm 3. (Compute the velocity field at $y$)

Input: box $\tau$, integer $k$, the position of the discretizing point $y$;
ComputeFarNearField( $\tau$, $k$, $y$ )
    if $\tau = \emptyset$ return;
    if $\rho(\tau) < k'^2|R^2-y_{\tau}|$ then
        Compute the far-field approximation according to (12);
        return;
    else
        if $k = 3l$ then
            Compute the contribution from the points in the near-field list $L(\tau)$ directly;
            return;
        else
            Recursively call ComputeFarNearField( $\tau_i$, $k+1$, $y$ ) for all the children of $\tau$, $\tau_1$ and $\tau_2$;
            return;
end
end

End of Algorithm

Then we finally have the description of the fast tree-code algorithm in a simple form.

Algorithm 4. (Fast Tree-code for the vortex method on the sphere)

Input: integer $n$; real $\lambda$; real $\nu$; real $\Gamma_j$; real $y_j$, $j = 1, \ldots, n$;
Output: $u^h_k(x, t)$ for all $x = y_j$, $j = 1, \ldots, n$;
Stage 0 (mesh generation, done only once)
    GenerateMesh( $B$, 0 );
end
Stage 1 (Compute coefficients $A_k^k$, $B_k^k$, $C_k^k$)
    For $j = 1, \ldots, n$, call ComputeNodeCoefficients( $B$, 0, $y_j$, $\Gamma_j$ );
end
Stage 2 (Compute the velocity field (8))
    For $j = 1, \ldots, n$, call ComputeFarNearField( $B$, 0, $y_j$ );
end

End of Algorithm
B Linear stability of the first-mode perturbations for two vortex sheets

Linear stability analysis for a single vortex sheet on the sphere with pole vortices [22] revealed that the low-mode spectra of perturbations become neutrally stable due to the effect of the curvature of the sphere or the outer flow induced by the pole vortices. On the other hand, high-mode spectra are always linearly unstable and their exponential growth rate is proportional asymptotically to their mode-number, which is known as the Kelvin-Helmholtz instability.

In this appendix, we consider the linear stability of the first-mode spectra of perturbations imposed on two vortex sheet. Suppose that the positions of the two vortex sheets are represented by \((\theta_i, \phi_i, t)\) for \(i = 1, 2\) in the spherical coordinates, and their strengths are identical. Then, with the following two functions \(F\) and \(G\),

\[
F(\theta, \phi, \theta', \phi') = -\frac{1}{4\pi} \frac{\sin \theta' \sin(\phi - \phi')}{1 - \cos \theta \cos \theta' - \sin \theta \sin \theta' \cos(\phi - \phi')},
\]

\[
G(\theta, \phi, \theta', \phi') = -\frac{1}{4\pi} \frac{\cos \theta \sin \theta' \cos(\phi - \phi') - \sin \theta \cos \theta'}{\sin \theta - \cos \theta \cos \theta' - \sin \theta \sin \theta' \cos(\phi - \phi')},
\]

the equations of motion of the two vortex sheets on the unit sphere are described as follows.

\[
\frac{\partial \theta_1}{\partial t} = \text{PV} \int_0^{2\pi} F(\theta_1, \phi_1, \theta'_1, \phi'_1) d\beta + \int_0^{2\pi} F(\theta_1, \phi_1, \theta'_2, \phi'_2) d\beta, \tag{21}
\]

\[
\frac{\partial \theta_2}{\partial t} = \text{PV} \int_0^{2\pi} F(\theta_2, \phi_2, \theta'_2, \phi'_2) d\beta + \int_0^{2\pi} F(\theta_2, \phi_2, \theta'_1, \phi'_1) d\beta, \tag{22}
\]

\[
\frac{\partial \phi_1}{\partial t} = \text{PV} \int_0^{2\pi} G(\theta_1, \phi_1, \theta'_1, \phi'_1) d\beta + \int_0^{2\pi} G(\theta_1, \phi_1, \theta'_2, \phi'_2) d\beta, \tag{23}
\]

\[
\frac{\partial \phi_2}{\partial t} = \text{PV} \int_0^{2\pi} G(\theta_2, \phi_2, \theta'_2, \phi'_2) d\beta + \int_0^{2\pi} G(\theta_2, \phi_2, \theta'_1, \phi'_1) d\beta, \tag{24}
\]

in which \(\theta_i = \theta_i(\alpha, t), \phi_i = \phi_i(\alpha, t), \theta'_i = \theta_i(\beta, t)\) and \(\phi'_i = \phi_i(\beta, t)\). The first terms on the right hand side of the equations are defined in the sense of Cauchy’s principal value integral. See [22] for the derivation of the equations. Let us note that we have eqs. (19) and (20), when we discretize the equations (21) – (24) with the vortex blob method and describe them in the three-dimensional Cartesian coordinates.

When the two vortex sheets lie along the lines of latitude, i.e. \(\theta_i(\alpha, t) = \Theta_i\) and \(\phi_i(\alpha, t) = \alpha\) for \(i = 1, 2\), the configuration is a stationary solution for the equations. We also assume that \(\Theta_1 < \Theta_2\) without loss of generality. Then we consider the following linear stability of the first-mode spectra \(\vartheta_{\pm 1}\) and \(\varphi_{\pm 1}\) for \(i = 1, 2\):

\[
\theta_i(\alpha, t) = \Theta_i + \vartheta_{\pm 1}(t) \exp(\pm i \alpha), \quad \phi_i(\alpha, t) = \alpha + \varphi_{\pm 1}(t) \exp(\pm i \alpha).
\]

The linearized terms for the first singular integrals in the equations have already been given in [22]. For the equations (21) and (22), they are

\[
\frac{1}{2 \sin \Theta_i} \varphi_{\pm 1}, \tag{25}
\]

and for the equations (23) and (24),

\[
\left( \frac{1}{2 \sin \Theta_i} - \frac{1 + \cos^2 \Theta_i}{2 \sin \Theta_i} \right) \vartheta_{\pm 1}(t). \tag{26}
\]
Regarding the linearized terms for the second integrals, we compute them with the computer software, Mathematica 6; for the equation (21), it follows from (25) and
\[ \int_{0}^{2\pi} \frac{\partial F}{\partial \theta_1}(\Theta_1, \Theta_2, \alpha, \beta) d\beta = \int_{0}^{2\pi} \frac{\partial F}{\partial \phi_2}(\Theta_1, \Theta_2, \alpha, \beta) d\beta = 0, \]
\[ \int_{0}^{2\pi} \frac{\partial F}{\partial \theta_2}(\Theta_1, \Theta_2, \alpha, \beta) \exp(\pm i\beta) d\beta = \frac{\pm iAB}{2 \sin \Theta_1 \sin \Theta_2} \exp(\pm i\alpha), \]
\[ \int_{0}^{2\pi} \frac{\partial F}{\partial \phi_1}(\Theta_1, \Theta_2, \alpha, \beta) \exp(\pm i\beta) d\beta = -\frac{AB}{2 \sin \Theta_1} \exp(\pm i\alpha), \]
in which \( A \) and \( B \) are defined by
\[ A = \cot \Theta_2 + \frac{1}{\sin \Theta_2}, \quad B = \cot \Theta_1 - \frac{1}{\sin \Theta_1}, \]
that we have the linearized equations for \( \vartheta^{(1)}_{\pm 1}(t) \).
\[ \frac{d\vartheta^{(1)}_{\pm 1}}{dt} = \frac{\pm iAB}{2 \sin \Theta_1 \sin \Theta_2} \vartheta^{(2)}_{\pm 1} + \frac{1}{2 \sin \Theta_1} \varphi^{(1)}_{\pm 1} - \frac{AB}{2 \sin \Theta_1} \varphi^{(2)}_{\pm 1}. \]
Similarly, we have the linearized equations for (22).
\[ \frac{d\vartheta^{(2)}_{\pm 1}}{dt} = \frac{\pm iAB}{2 \sin \Theta_1 \sin \Theta_2} \vartheta^{(1)}_{\pm 1} - \frac{AB}{2 \sin \Theta_2} \varphi^{(1)}_{\pm 1} + \frac{1}{2 \sin \Theta_2} \varphi^{(2)}_{\pm 1}. \]
The linearized equation of (23) for \( \varphi^{(1)}_{\pm 1} \) becomes
\[ \frac{d\varphi^{(1)}_{\pm 1}}{dt} = -\frac{2 \cos^2 \Theta_2 - 2 \cos \Theta_1 + 1}{2 \sin^3 \Theta_2} \vartheta^{(1)}_{\pm 1} - \frac{AB}{2 \sin^2 \Theta_2 \sin \Theta_1} \varphi^{(2)}_{\pm 1} \pm \frac{iAB}{2 \sin^2 \Theta_1} \varphi^{(2)}_{\pm 1}, \]
in which the linearized terms for the second integrals in (23) come from the following integrals.
\[ \int_{0}^{2\pi} \frac{\partial G}{\partial \theta_1}(\Theta_1, \Theta_2, \alpha, \beta) d\beta = 0, \]
\[ \int_{0}^{2\pi} \frac{\partial G}{\partial \phi_2}(\Theta_1, \Theta_2, \alpha, \beta) d\beta = -\frac{\cos^2 \Theta_2 - 2 \cos \Theta_1 + 1}{2 \sin^3 \Theta_1}, \]
\[ \int_{0}^{2\pi} \frac{\partial G}{\partial \theta_2}(\Theta_1, \Theta_2, \alpha, \beta) \exp(\pm i\beta) d\beta = \frac{\mp iAB}{2 \sin \Theta_1} \exp(\pm i\alpha), \]
\[ \int_{0}^{2\pi} \frac{\partial G}{\partial \phi_1}(\Theta_1, \Theta_2, \alpha, \beta) \exp(\pm i\beta) d\beta = -\frac{AB}{2 \sin \Theta_2} \exp(\pm i\alpha). \]
The linearized equation for \( \varphi^{(2)}_{\pm 1} \) is similarly obtained as follows.
\[ \frac{d\varphi^{(2)}_{\pm 1}}{dt} = -\frac{AB}{2 \sin^2 \Theta_2 \sin \Theta_1} \vartheta^{(1)}_{\pm 1} - \frac{2 \cos^2 \Theta_2 + 2 \cos \Theta_2 + 1}{2 \sin^3 \Theta_2} \vartheta^{(2)}_{\pm 1} \pm \frac{iAB}{2 \sin^2 \Theta_2} \varphi^{(1)}_{\pm 1}, \]
in which the linearized term for \( \vartheta^{(2)}_{\pm 1} \) is derived from
\[ \int_{0}^{2\pi} \frac{\partial G}{\partial \theta_2}(\Theta_1, \Theta_2, \alpha, \beta) d\beta = -\frac{\cos^2 \Theta_2 + 2 \cos \Theta_2 + 1}{2 \sin \Theta_2}, \]
for the equation (24). Consequently, we have the following linearized matrix for the first-mode spectra.

$$
\frac{d}{dt} \begin{pmatrix} \vartheta^{(1)}_+ \\ \vartheta^{(2)}_+ \\ \varphi^{(1)}_+ \\ \varphi^{(2)}_+ \end{pmatrix} = S^\pm \begin{pmatrix} \vartheta^{(1)}_+ \\ \vartheta^{(2)}_+ \\ \varphi^{(1)}_+ \\ \varphi^{(2)}_+ \end{pmatrix},
$$

where

$$
S^\pm = \begin{pmatrix}
0 & \frac{\pm iAB}{2 \sin \Theta_1 \sin \Theta_2} & -\frac{1}{2 \sin \Theta_2} & -\frac{AB}{2 \sin \Theta_1} \\
\frac{\pi iAB}{2 \cos^2 \Theta_1 - 2 \cos \Theta_2 + 1} & 0 & -\frac{AB}{2 \sin \Theta_2} & -\frac{1}{2 \sin \Theta_2} \\
-\frac{AB}{2 \sin \Theta_2} & -\frac{1}{2 \sin \Theta_2} & 0 & \frac{\pm iAB}{2 \sin \Theta_1} \\
-\frac{\pm iAB}{2 \sin \Theta_2} & -\frac{AB}{2 \sin \Theta_2} & 0 & 0
\end{pmatrix}.
$$

Suppose that $\lambda^+$ is the eigenvalue of $S^+$, then $\lambda^- = \lambda^+$ is the eigenvalue of $S^-$ due to $S^+ = S^-$. Hence, the spectra $\vartheta^{(i)}_\pm$ and $\varphi^{(i)}_\pm$ are linearly unstable if $\text{Re}(\lambda^+) > 0$.

Let us apply the stability analysis to the examples given in this paper. We compute the eigenvalues of $S^+$ numerically. For the first example in which $\Theta_1 = 0.3\pi$ and $\Theta_2 = 0.5\pi$, the four eigenvalues become $\lambda^+ = -0.573599i$, 0.5i, 0.36977 + 0.0367995i and $-0.36977 + 0.0367995i$, which indicates that the first-mode disturbance is linearly unstable. As for the second case where $\Theta_1 = \pi/3 - 3\pi/20$ and $\Theta_2 = \pi/3 + 3\pi/20$, they are $\lambda^+ = 0.839196i$, $-0.643002i$, 0.684347 − 0.980968i and $-0.684347 + 0.980968i$. The growth rate of the first-mode spectra for this case is larger than that for the first example.

Finally, we note that the first-mode spectra are not always linearly unstable. Figure B1 shows the maximum of the real part of the four eigenvalues of $S^+$, in which we fix $\Theta_1 = 0.3\pi$ and change $\Theta_1 < \Theta_2 < \pi$. For $\Theta_2 < \Theta_1 \approx 0.62\pi$, the two eigenvalues are pure imaginary numbers and the other two have non-zero real parts. However, for $\Theta_2 > \Theta_1$, all the eigenvalues become pure imaginary numbers and thus the first-mode spectra are neutrally stable.
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Figure B1: Maximum real part among the eigenvalues $\lambda^+$ of the linearized matrix $\mathcal{S}^+$ for $\Theta_2 \in (\Theta_1, \pi)$ with $\Theta_1 = 0.3\pi$.


