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Abstract—We present time domain 3-D wake field calculations based on Scattered-field Time Domain Boundary Element Method (S-TDBEM), which is retarded Kirchhoff’s boundary integral equations of scattered electromagnetic fields formulated on interior region problem and has no numerical dispersion in all spatial direction. We propose two main types of S-TDBEM schemes: full 3-D scheme for general 3-D geometries and a so-called 2.5-D scheme for transverse wake field calculation in axis-symmetric structures. Several numerical examples are demonstrated for typical accelerator structures: elliptical pillbox and the TESLA 9-cell cavities. The developed 3-D/2.5-D S-TDBEM codes are verified by comparison with the modal analysis and the finite integration technique (FIT) in the numerical examples. Finally, as one of the most meaningful applications of the S-TDBEM, we demonstrate wake field simulations of a curved trajectory bunch with the developed 3-D S-TDBEM code.
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I. INTRODUCTION

INCREASED demands for very short and high-intensity electron bunches in advanced accelerator projects such as linear colliders and X-ray free electron lasers motivate accurate understanding of short-range wake fields [1] and precise prediction of beam dynamics effects such as emittance growth and energy spread. Many sophisticated computer codes based on Finite Integration Technique (FIT) [2] and Finite Element Method (FEM) [3] have been developed, and successfully applied for many practical cases. However, in recent accelerator applications the following problems are recognized to be difficult even with such FIT-based approaches: short-range wake field simulations of a short bunch in long accelerator structures and transient analysis of wake fields excited by a bunch moving with curved trajectories in arbitrarily shaped 3-D vacuum chambers. For the former, several dispersionless algorithms have been proposed in the context of FIT [4]–[7]. In the latter, however, the applicability of the existing FIT/FEM codes may be still severely limited by the numerical dispersion errors of finite difference scheme used in their codes.

In order to handle the above two problems, we have been working on the development of wake field analysis based on Time Domain Boundary Element Method (TDBEM) [8]–[12], which discretizes the charges and the currents on the boundary surface and solves retarded Kirchhoff’s boundary integral equations directly in time domain. The TDBEM has several advantages in wake field analysis: zero dispersion in all spatial direction, conformal modeling of arbitrary 3-D geometries and treatment of a bunch of charged particles with curved trajectories.

So far, a TDBEM formulation based on time domain Kirchhoff’s boundary integral equations for the total electromagnetic fields was discussed, and the stable time domain simulation scheme was presented [8]–[10]. For 3-D problems, however, the simulations can be performed only for modest numerical models [10] because applicable model size is severely limited by very large memory requirements of the 3-D TDBEM scheme. In order to deal with practical long accelerator structures in the framework of TDBEM, the integral equation formulation of moving window technique was proposed [11]. This moving window technique was combined with a TDBEM scheme based on the scattered field formulation [12] which is called as Scattered-field Time Domain Boundary Element Method (S-TDBEM). The 2-D S-TDBEM calculations with moving window technique were applied for the TESLA accelerator cavities and tapered collimators [11].

The aim of this paper is to present practical 3-D wake field simulations by the S-TDBEM. In the framework of S-TDBEM, a full 3-D scheme is firstly proposed, and followed by an axisymmetric 3-D scheme with reduced memory requirements. We newly introduce a quasi 3-D algorithm based on the azimuthal Fourier series expansion, which is often called as 2.5-D scheme, for fast calculation of transverse wake fields of an offset bunch traversing in axisymmetric accelerator structures. Some numerical examples for typical accelerating cavities are presented in order to validate the developed full 3-D and 2.5-D codes.

Finally we demonstrate 3-D simulations of wake fields excited by a curved trajectory bunch with the developed code.

II. TIME DOMAIN INTEGRAL EQUATION FOR SCATTERED ELECTROMAGNETIC FIELDS

We are interested in a coupled problem of a charged particle beam and an accelerator structure with perfectly conducting walls. We assume here that the beam is moving in a domain...
which is bounded transversely by the boundary surface $S$ of accelerator structures with ingoing and outgoing pipes such as accelerating cavities (see Fig. 1). The particle bunch with a fixed but arbitrarily shape along a given bunch trajectory is assumed through this paper, and therefore the beam-surroundings system is not solved self-consistently. Then, our interest is to obtain wake fields in the domain for a given bunch distribution in the framework of time domain boundary integral equation formulation.

In general, the electromagnetic fields ($\vec{E}, \vec{B}$) inside an accelerator structure can be expressed as a superposition of the bunch self-fields ($\vec{E}_{\text{self}}, \vec{B}_{\text{self}}$) in free space and the scattered fields ($\vec{E}_{\text{scat}}, \vec{B}_{\text{scat}}$):

$$\vec{E} = \vec{E}_{\text{self}} + \vec{E}_{\text{scat}}, \quad \vec{B} = \vec{B}_{\text{self}} + \vec{B}_{\text{scat}}.$$  \hfill (1)

The bunch self-fields in the pipe can be given analytically or obtained numerically. For example, the self-field of an on-axis coordinate as follows [1]:

$$E_r (r, \theta, z, t) = \frac{\rho_z (z - ct)}{2\pi \varepsilon_0 r}, \quad B_\phi (r, \theta, z, t) = -\frac{E_r}{c}, \quad r \leq a$$  \hfill (2)

where the line charge distribution $\rho$ is given by

$$\rho (r, \theta, z, t) = \delta (r - z) \rho_z (z - ct),$$  \hfill (3)

where $\delta (r)$ is the Dirac’s delta function. For a bunch with arbitrarily curved trajectory, the self-field ($\vec{E}_{\text{self}}, \vec{B}_{\text{self}}$) in free space can be obtained by numerical integrations of charge distribution $\rho (\vec{r}, t), \vec{J} (\vec{r}, t)$ from the retarded potential formula [13]:

$$\vec{E}_{\text{self}} (\vec{r}, t) = -\frac{\partial \vec{A}}{\partial t} - \nabla \phi, \quad \vec{B}_{\text{self}} (\vec{r}, t) = \nabla \times \vec{A}$$  \hfill (4)

$$\phi (\vec{r}, t) = -\frac{1}{4\pi \varepsilon_0} \int \frac{\rho (\vec{r}', t') dV'}{|\vec{r} - \vec{r}'|},$$

$$A (\vec{r}, t) = \frac{\mu_0}{4\pi} \int \frac{J (\vec{r}', t') dV'}{|\vec{r} - \vec{r}'|}$$  \hfill (5)

with the retarded time $t' = t - |\vec{r} - \vec{r}'|/c$.

The scattered fields $\vec{E}_{\text{scat}}$ and $\vec{B}_{\text{scat}}$ can be described by the following time domain Kirchhoff’s integral equation of scattered electric and magnetic field on interior problems with homogeneous material constants $\varepsilon_0, \mu_0$ [12]: [see equations (6) and (7) at the bottom of the page] where $\vec{r}$ is the observation point in the interior region, $\vec{r}'$ is the position vector on the surface, $R = |\vec{r} - \vec{r}'|$, $c^2 = 1/\varepsilon_0 \mu_0$, $t'$ is the retarded time, and $\vec{n}'$ is the inward unit vector normal to the surface. The fields on the boundary $S$ are related to the equivalent surface electric and magnetic current densities ($K_s, M_s$) and charge densities ($\sigma_s, \eta_s$) by

$$\vec{n} \times \vec{E}_{\text{scat}} = -\vec{n} \times \vec{E}_{\text{self}} = -\vec{M}_s$$

$$\vec{n} \times \vec{B}_{\text{scat}} = -\vec{n} \times \vec{B}_{\text{self}} + \frac{\sigma}{\varepsilon_0} = \frac{\sigma_s}{\varepsilon_0}$$

$$\vec{n} \cdot \vec{E}_{\text{scat}} = -\vec{n} \cdot \vec{E}_{\text{self}} + \frac{\sigma}{\varepsilon_0} = \frac{\sigma_s}{\varepsilon_0}$$

$$\vec{n} \cdot \vec{B}_{\text{scat}} = -\vec{n} \cdot \vec{B}_{\text{self}} = \eta_s$$  \hfill (8)

with the real surface charge density $\sigma$ and current density $K$ due to the total fields. Since the equivalent surface sources $K_s$, $M_s$, $\sigma_s$, and $\eta_s$ are related to the boundary condition of perfect conductor, the bunch self-fields indirectly excite the wake fields through $M_s$ and $\eta_s$ in (8).

A set of the integral (6) and (7) is a time domain description of Kirchhoff boundary integral equation of the scattered fields, and it can be physically interpreted as a Huygens principle of scattered electromagnetic fields.

$$\vec{E}_{\text{scat}} (\vec{r}, t) = -\frac{1}{4\pi} \int_S \left\{ \left( \vec{n}' \times \vec{E}_{\text{scat}} (\vec{r}', t') \right) \times \nabla' \frac{1}{R} - \frac{1}{R} \left( \vec{n}' \times \frac{\partial \vec{E}_{\text{scat}}}{\partial t} (\vec{r}', t') \right) \times \nabla' R \right. + \left( \vec{n}' \cdot \vec{E}_{\text{scat}} (\vec{r}', t') \right) \nabla' \frac{1}{R} - \frac{1}{R} \left( \vec{n}' \times \frac{\partial \vec{E}_{\text{scat}}}{\partial t} (\vec{r}', t') \right) \nabla' R \right\} dS', \quad (6)$$

$$\vec{B}_{\text{scat}} (\vec{r}, t) = -\frac{1}{4\pi} \int_S \left\{ \left( \vec{n}' \times \vec{B}_{\text{scat}} (\vec{r}', t') \right) \times \nabla' \frac{1}{R} - \frac{1}{R} \left( \vec{n}' \times \frac{\partial \vec{B}_{\text{scat}}}{\partial t} (\vec{r}', t') \right) \times \nabla' R \right. + \left( \vec{n}' \cdot \vec{B}_{\text{scat}} (\vec{r}', t') \right) \nabla' \frac{1}{R} + \frac{1}{R} \left( \vec{n}' \times c^2 \frac{\partial \vec{E}_{\text{scat}}}{\partial t} (\vec{r}', t') \right) \nabla' R \right\} dS', \quad (7)$$
III. NUMERICAL FORMULATION

In this work, we adapt the magnetic (scattered) field integral equation (MFIE) in time domain (7) as a fundamental equation. The two tangential components and the normal component of the magnetic field are appeared in the MFIE (7). Unlike the axisymmetric 2-D S-TDBEM scheme [12], the normal component of the magnetic fields does not vanish in full 3-D schemes, but it is not unknown boundary value because of the boundary conditions (8). Therefore, we have only two tangential components of magnetic field on the boundary as unknown boundary values.

A. Discretization of Integral Equation

The surface \( S \) is discretized with spatial quadrilateral planar patches as boundary element and the time axis is divided by constant time step size \( \Delta t \). The fields \( \mathbf{B}_n \equiv \mathbf{B}_t \equiv \mathbf{B}_{\text{tot}} \) and \( \mathbf{B}_{\text{ext}} \equiv \mathbf{B}_n \equiv \mathbf{B}_{\text{tot}} \) on a boundary element are spatially expanded into the 2-D curl-conforming basis functions [14] \( \mathbf{f}_i(\mathbf{r}) \) for vectorial quantities, the zero-order basis function \( g_k(\mathbf{r}) \) for scalar quantity, and temporally expanded into the local triangular basis function \( T_k(t) \) (i.e., linearly-interpolated temporally):

\[
\mathbf{B}_n(\mathbf{r}, t) = \sum_{k=0}^{\infty} \sum_{i=1}^{2N_e} b_{ik} T_k(t),
\]

\[
\mathbf{B}_t(\mathbf{r}, t) = \sum_{k=0}^{\infty} \sum_{i=1}^{2N_e} b_{tk} T_k(t),
\]

\[
\mathbf{E}_t(\mathbf{r}, t) = \sum_{k=0}^{\infty} \sum_{i=1}^{2N_e} e_{tk} T_k(t),
\]

where \( N_e \) is the number of patches on the surface. The time derivative is approximated by backward finite difference. The boundary integrations can be numerically performed by taking into account the retarded time on the discretized time axis.

After performing this discretization procedure, we finally have the following matrix equation:

\[
[G_0] \mathbf{b}^n = \sum_{k=1}^n [G_k] \mathbf{b}^{n-k} + \sum_{k=0}^n [C_k] \mathbf{b}^{n-k} + \sum_{k=0}^n [P_k] \mathbf{e},
\]

where \( \mathbf{b}_k \), \( \mathbf{b}_n \), and \( \mathbf{e} \) denote the boundary value vectors which consist of the tangential and normal magnetic field components and the tangential electric field component on the boundary elements at time \( t = i\Delta t \) \( (i = 0, \ldots, K) \), respectively. \( [G_k] \), \( [C_k] \) and \( [P_k] \) denote coefficient matrices determined by the boundary integral of (7), respectively. Then, the vectors \( \mathbf{b}_k \) and \( \mathbf{e} \) are always known because they can be calculated directly from the bunch self-fields by (8). Therefore we finally obtain a system matrix equation as follows:

\[
[G_0] \mathbf{b}^n = \mathbf{b}_{\text{ext}}^n + \sum_{k=1}^n [G_k] \mathbf{b}^{n-k},
\]

where the vector \( \mathbf{b}_{\text{ext}}^n \) is the resulting vector from the second and third terms of (12) at a time step \( n \). By solving the reduced matrix (13) at each time step, the electric surface current and charge densities induced on the boundary surface of an accelerator structure can be obtained iteratively. The second and third terms of \( \mathbf{b}_k \) and \( \mathbf{e} \) over all time steps should be in advance calculated before the system matrix (13) is solved.

Once the boundary values have been obtained over all time steps, the wake fields at any position in the bounded domain can be calculated from (6) and (7).

The time domain scheme (13) can be categorized by the relation between \( c \Delta t \) and the minimum facet size \( h_{\text{min}} \) or the maximum facet size \( h_{\text{max}} \). The matrix \( [G_0] \) is diagonal for \( c \Delta t < h_{\text{min}} \), and therefore inversion of the matrix is very easy. This is usually called explicit scheme. On the other hand, the matrix \( [M_0] \) is non-diagonal for \( c \Delta t > h_{\text{max}} \) and then the sparse matrix \( [G_0] \) can be solved by conventional iterative matrix solutions such as the Conjugate Gradient Squared (CGS) method. This scheme is called implicit scheme.

B. Full 3-D and Axisymmetric 3-D Schemes

The S-TDBEM proposed above has applicability to wake field simulations of arbitrary 3-D geometries, but its straightforward implementation is computationally expensive. The required memory of S-TDBEM scheme for 3-D problems can be estimated as follows: if the number of the patches on a surface is of order of \( N_e = N^2 \), where \( N \) is the number of division in one-dimension, then the number of elements in each of the boundary value vectors \( \mathbf{b}_k \) and \( \mathbf{e} \) becomes \( 2N^2 \) \( (N^2 \) for \( \mathbf{b}_k \) and the number of the matrices \( K \) is same order as \( N \). Therefore, the required memory size can be estimated as \( 8 \times 2N^2 \) \times \( 2N^2 \times K \) Byte in double precision floating point calculation. For example, the required memory size reaches about \( 10 \) T Byte for \( N^2 = 40000, K = 200 \). However, taking into account the sparseness of the matrices \( [G_0] \), one can compress the required memory size into the order of \( 8 \times 2N^2 \times \alpha \times N \times K \) Byte, where \( \alpha \) is an compression factor depending on the sparseness of the matrices. Then, the memory size of the 3-D S-TDBEM scheme becomes about 380 G Byte for the same example \( N^2 = 40000, \alpha = 15, K = 200 \).

If the geometry of a numerical model is assumed to be axisymmetric as sometimes appeared in practical accelerator structures, then all of the matrices \( [G_k], [C_k] \) and \( [P_k] \) in the original matrix (12) have a cyclic symmetry and effective memory size reduction for the system matrices is possible even for 3-D field problems [8]–[10], because matrix elements can be calculated only from the distance \( |\mathbf{r} - \mathbf{r}'| \) and the inner products between the vector \( (\mathbf{r} - \mathbf{r}') \) and local basis functions depending on patch geometries. Using the sparseness and this cyclic symmetry of the matrices, we can reduce the required memory for the above 3-D S-TDBEM scheme into the order of \( 8 \times 2N^2 \times \alpha \times K \). In fact, the total memory size of this scheme is reduced to about \( 1.9 \) G Byte for \( N^2 = 40000, \alpha = 15, K = 200 \). We shall call this as axisymmetric 3-D S-TDBEM scheme (A3D S-TDBEM).
C. Quasi 3-D Scheme Based on Azimuthal Fourier Series Expansions: 2.5D Algorithm

The A3D S-TDBEM scheme was introduced in order to reduce the memory needs for simulating 3-D wake fields of axially symmetric geometries as in Fig. 1. However, the calculation time of this scheme is almost same as that of the full 3-D S-TDBEM scheme since all of boundary values over the 2-D surface have to be solved at each time step. Note that the bunch shape and its trajectory can be chosen to be arbitrary in the A3D S-TDBEM. Here we propose further reduction of calculation costs of (12) with azimuthal Fourier series expansion of electromagnetic fields excited in axially symmetric structures.

In conventional wake field analysis, the beam is usually modeled as a line charge $J_z(r, \varphi, z, t)$, and can be expressed as a sum of azimuthal moments (e.g., see [1]):

$$ J_z(r, \varphi, z, t) = \sum_{p=0}^{\infty} j_z^{(p)}(p) $$

$$ = \sum_{p=0}^{\infty} \frac{cp(z - c\delta)(r - a)}{\pi a(1 + c\delta)} \cos p\varphi $$

with the beam trajectory offset $a$ to the symmetry axis (the $z$-axis). The azimuthal moments of the bunch are regarded as rings of charge with a radius of $a$ and with the dependencies of $\cos p\varphi$. The scattered fields can be then expanded into the Fourier series in term of the azimuthal dependency of the fields induced inside an axially symmetric structure in cylindrical coordinates ($r, \varphi, z$):

$$ (e_r, b_{\varphi}, e_z) = \sum_{p=0}^{\infty} (e_r^{(p)}, b_{\varphi}^{(p)}, e_z^{(p)}) \cos p\varphi $$

$$ (b_r, e_{\varphi}, b_z) = \sum_{p=0}^{\infty} (b_r^{(p)}, e_{\varphi}^{(p)}, b_z^{(p)}) \sin p\varphi $$

where

$$ \mathbf{E}_{\text{scat}} = (e_r, e_{\varphi}, e_z) $$

$$ \mathbf{B}_{\text{scat}} = (b_r, b_{\varphi}, b_z). $$

Note that $\mathbf{E}_{\text{scat}}$ and $\mathbf{B}_{\text{scat}}$ are dependent of $r, \varphi, z, t$, while the coefficients $e_r^{(p)}, e_{\varphi}^{(p)}, e_z^{(p)}, b_r^{(p)}, b_{\varphi}^{(p)}$ and $b_z^{(p)}$ depend on $r, z, t$. Since the Maxwell equations for the scattered fields hold individually for each azimuthal mode [15], it is possible to solve only a set of the fields for individual mode $p: e^p_r, e^p_{\varphi}, e^p_z, b^p_r, b^p_{\varphi}$ and $b^p_z$. This means explicitly that a 3-D problem can be reduced to the sum of 2-D problems for each mode $p$. This concept has been popularly used in wake field calculation based on FIT schemes [15]–[17].

We apply this dimensional reduction technique for the TDBEM. As a typical example, we consider an axially symmetric structure as shown in the Fig. 1 and define a local coordinate system $(l, m, n = 1 \times m)$. Using these notations, we find from (15) that the field components on the boundary also have the following sine/cosine dependencies:

$$ (E_l, B_m, E_n) = \sum_{p=0}^{\infty} (e_l^{(p)}, b_m^{(p)}, e_n^{(p)}) \cos p\varphi $$

$$ (B_l, E_m, B_n) = \sum_{p=0}^{\infty} (b_l^{(p)}, e_m^{(p)}, b_n^{(p)}) \sin p\varphi $$

where

$$ \mathbf{E}_{\text{scat}} = (E_l, E_m, E_n) $$

$$ \mathbf{B}_{\text{scat}} = (B_l, B_m, B_n). $$

Again, note that the coefficients $e_l^{(p)}, e_m^{(p)}, e_n^{(p)}, b_l^{(p)}, b_m^{(p)}$ and $b_n^{(p)}$ depend on $r, z, t$. Substitution of the Fourier series expansions (17) into the integral (6) and (7) yields integral equations of the scattered fields for the individual mode $p$. From (7) and (17), we can easily obtain the following magnetic field integral equations for any azimuthal mode $p$ in cylindrical coordinates ($r, \varphi, z$):

$$ b_l^{(p)}(r, z, t) = -\frac{1}{4\pi \sin(p\varphi)} \mathbf{1} \cdot \mathbf{b}_{\text{at}}^{(p)}(r, z, t) $$

$$ b_m^{(p)}(r, z, t) = -\frac{1}{4\pi \cos(p\varphi)} \mathbf{m} \cdot \mathbf{b}_{\text{at}}^{(p)}(r, z, t), $$

where [see equation (20) at the bottom of the page] and then the integrands in (20) depend on $(r', z', t')$. A set of the two integral (19) can be spatially and temporally discretized as in Section III-A. The resulting system matrix equation for the mode $p$

$$ \mathbf{b}_{\text{at}}^{(p)}(r, z, t) = \oint_S \left\{ \left[ b_l^{(p)}(r, z, t) \sin(p\varphi)' \right] \mathbf{m}' - \left[ b_m^{(p)}(r, z, t) \cos(p\varphi)' \right] \mathbf{m} \right\} \times \nabla 1 \frac{1}{R} $$

$$ -\frac{1}{4\pi c} \left[ \frac{\partial b_l^{(p)}(r, z, t)}{\partial t} \right] \sin(p\varphi)' \mathbf{m}' - \left[ \frac{\partial b_m^{(p)}(r, z, t)}{\partial t} \right] \cos(p\varphi)' \mathbf{m} \right\} \times \nabla 1 \frac{1}{R} $$

$$ -\frac{1}{4\pi} \left[ \left( \frac{\partial b_l^{(p)}(r, z, t)}{\partial t} \right) \sin(p\varphi) \mathbf{m} + \frac{1}{4\pi c} \left( \frac{\partial e_l^{(p)}(r, z, t)}{\partial t} \right) \cos(p\varphi) \mathbf{m}' - \left( \frac{\partial e_m^{(p)}(r, z, t)}{\partial t} \right) \sin(p\varphi)' \mathbf{m} \right\} dS' $$

(20)
Fig. 2. The \( \sin / \cos \) dependencies of boundary value vector in A3D S-TDBEM system matrix equation for azimuthal mode \( p \). In the A3D scheme, one needs to store only first row among the boundary elements with same radius [8]–[10], and therefore matrix size becomes \( 2N_l \times 2N_lN_m \) without taking into account the sparseness of the matrix. However, in a time domain simulation the amount of overall operation is almost same as that of the full 3-D scheme since all boundary values over a 2-D surface have to be solved.

Fig. 3. Structure of the reduced 2.5-D TDBEM matrix equation for azimuthal mode \( m \).

has the same structure as (12), and therefore it can be reduced as in (13) by the same manner. From (19) and (20), we can find that the number of unknown boundary values on the 2-D surface \( S \) can be reduced to the 1-D cross-section \( \Gamma \) in Fig. 1. The time domain solution of boundary values for all modes can be calculated by reruning for each mode.

In order to estimate the numerical costs of this quasi 3-D scheme, we shall consider to apply the A3D S-TDBEM scheme to a 3-D field simulation with the excitation of the ring beam self-fields [1] for a single mode \( p \). Then, the system matrix (13) of the A3D S-TDBEM scheme should have boundary value vectors with sine/cosine dependencies as in Fig. 2. Fig. 3 shows a concrete example of the system matrix equation obtained from (19) for an azimuthal mode \( p \). \( N_l \) and \( N_m \) are the number of division in the \( l \)- and the \( m \)-directions, respectively. Therefore, the required memory and the calculation time of this scheme in a single mode calculation become smaller by a factor of \( N_l \) and \( N_m \) than those of the A3D S-TDBEM scheme, respectively. We shall call this quasi-3D scheme as a 2.5-D S-TDBEM scheme. In this scheme the monopole case \( (p = 0) \) is corresponding to the axially symmetric field formulation as demonstrated in [12].

The 2.5-D S-TDBEM scheme is especially suitable for transverse wake potential calculations for axially symmetric structures. Due to the radial dependency of the wake potentials [1], the transverse wake field calculations are usually performed for only a few higher modes \( p > 0 \). Therefore, the required memory and the calculation time are almost same order as 2-D simulations.

Finally, we mention the applicability of the 2.5-D S-TDBEM scheme based on the azimuthal Fourier expansion. Although we start here the discussion from the assumption of a bunch of linear path (14), the azimuthal expansion can be used for the curved path case as well if the self-field of a curved trajectory bunch can be azimuthally expanded. Only the requirements are: the problem is linear and the geometry is axially symmetric.

D. Moving Window Technique

In order to compute the short-range wake fields of a short bunch traversing long accelerator structures at low calculation costs, we can apply the integral equation formulation of moving window technique [11] into the full 3-D, A3D and 2.5-D S-TDBEM schemes presented above. The implementations of the moving window technique for their S-TDBEM
schemes are straightforward. Here we summarize some features of the moving window technique in the framework of TDBEM.

It can be understood immediately that implicit schemes (the matrix \( [G_0] \) is non-diagonal) cannot be available for the moving window technique in principle because a part of the off-diagonal elements of the matrix \( [G_0] \) is corresponding to the contribution of boundary values outside the moving window, and thus the lack of boundary value information at the tail of moving window arises. Therefore, we need to use explicit scheme (the matrix \( [G_0] \) is diagonal) for the system matrix (13). The inversion of the matrix \( [G_0] \) can be easily performed.

The technique presented in [11] brings us drastic savings of required memory in the above S-TDBEM schemes. Then, the calculation time in turn becomes the most significant problem in computational point of view because the number of the reduced coefficient matrices still depends linearly on the total length of an accelerator structure (in realistic accelerator problems the transverse dimension of a structure is usually much smaller than the longitudinal size). The number of the time steps increases linearly as well. Hence, the computational effort scales quadratically with the total length. This quadratic scaling law is a main drawback of the moving window technique of TDBEM compared to the moving window implementation in FIT scheme because the scaling is only linear in a FIT scheme with moving window technique. For this problem, a parallelization algorithm [11] has been proposed. This can be also applied to the full 3-D, A3D and 2.5-D S-TDBEM schemes.

This moving window technique is available even if a bunch has curved trajectories when the bunch has very high energy and always moves inside a moving window. This application example will be demonstrated in Section IV.

E. Self-Field Calculation for a Beam Moving With Curved Trajectory

The S-TDBEM formulation requires the calculation of the bunch self-fields on the boundary surface of a structure in (8). In this work, a free space field solver has been developed based on (4) and (5). In the following we briefly summarize an algorithm implemented in the free space field solver.

As mentioned in Section II, the self-field of a bunch of charged particles moving with general trajectories in free space can be calculated from the retarded potential formula of electric and magnetic fields (4) and (5). For a one-dimensional (line) bunch, the electric and magnetic self-fields in free space are represented as

\[
E_{self}(r,t) = -\frac{\mu_0}{4\pi} \frac{\partial}{\partial t} \int_{-\infty}^{\infty} \frac{J(s',t')}{|r-r'|} ds' + \frac{1}{4\pi\varepsilon_0} \int_{-\infty}^{\infty} \left( \frac{r-r'}{|r-r'|^3} + \frac{r-r'}{|r-r'|^2} \frac{\partial}{\partial t} \right) \rho(s',t') ds' \tag{21}
\]

\[
B_{self}(r,t) = -\frac{\mu_0}{4\pi} \int_{-\infty}^{\infty} \left( \frac{r-r'}{|r-r'|^3} + \frac{r-r'}{|r-r'|^2} \frac{\partial}{\partial t} \right) \times \mathbf{J}(s',t') ds' \tag{22}
\]

with a given source distribution

\[
\rho(s',t) = \lambda(s'(r') - v't), \quad \mathbf{J}(s',t) = \lambda(s'(r') - v't)\mathbf{v}(t), \tag{23}
\]

\[
s' = s'(r'), \quad r' = r(s'), \quad \mathbf{v}' = d\mathbf{r}'(t')/dt', \quad v' = |

For a finite length of bunch, the retarded fields (21), (22) can be computed by 1-D numerical integrations over non-vanishing retarded sources. More detailed discussions and treatment of other bunch shapes can be founded in [18].

IV. NUMERICAL EXAMPLES

In this section, we demonstrate several numerical examples with the proposed schemes.

A. Elliptical Pillbox Cavity

In order to test the full 3-D S-TDBEM code, we simulate wake fields in an elliptical pillbox cavity of \( a = 5 \text{cm}, b = 3 \text{cm}, d = 10 \text{cm} \) which is connected to small beam pipe radius \( r \) as shown in Fig. 4. An analytical solution based on modal expansions is well-known for a closed elliptical cavity [19]. This analytical solution provides a good approximation in order to validate fully 3-D wake field calculations in the case of a Gaussian bunch with much longer RMS length \( \sigma \) than \( r \).

Fig. 5 demonstrates the comparison of wake potentials calculated by the full 3-D S-TDBEM code and the analytical solution for the elliptical cavity. The implicit scheme has been used in this full 3-D calculation. An iterative matrix solver for \( [G_0] \) in (13) is based on the conjugate gradient squared (CGS) method. In each time step of this simulation, the number of iteration operated in the CGS solver was less than 15. The total number of boundary elements is 7080 and the number of the coefficient matrix \( [G_k] \) is 38. The used mesh size \( h \) is \( \sigma/7, 5 \) in the \( z \)-direction, and then the calculation time is 33 minutes and the required memory is about 70 GB. The numerical result is converged to the analytical solution of the closed cavity as \( r \) is decreased. We can confirm the validity of the developed full 3-D S-TDBEM code.

Next, we test numerical convergence of the full 3D S-TDBEM scheme in the elliptical pillbox cavity model with beam pipe of \( r = 5 \text{ mm} \). The convergence result of the proposed 3-D scheme for the elliptical pillbox cavity is shown
in Fig. 6. We can find that the solution is almost converged for $\sigma/h = 7$.

B. TESLA 9cell Cavity

As an example of wake field analysis with the proposed 2.5-D S-TDBEM scheme, we demonstrate simulation results for short-range wake fields excited by an off-axis Gaussian bunch traversing inside the TESLA 9cell cavity [20] as shown in Fig. 7. In this simulation, we have used the 2.5-D S-TDBEM code combined with the moving window technique [11].

Fig. 8 demonstrates longitudinal dipole (azimuthal mode) wake potentials for RMS length $\sigma = 5$ mm and transverse offset $a = 1$ mm obtained with different numerical schemes. The FIT results are computed with the standard 2.5D scheme [16] based on azimuthal mode expansion with square mesh in cylindrical coordinates. This FIT code does not incorporate the moving window technique. Due to the dispersion error of the used FIT scheme, oscillation is observed in the coarse mesh result ($\sigma/h = 5$, where $h$ is spatial mesh size) of wake potential calculated with the 2.5-D FIT scheme. In the 2.5-D S-TDBEM results, there is no oscillation even for the coarse mesh $\sigma/h = 5$ because of the grid dispersion-free property. The FIT result for $\sigma/h = 20$ converges to the S-TDBEM result.

Fig. 9 shows the comparison of transverse dipole wake potentials calculated by different dispersion-free codes for the TESLA 9cell cavity excited by a Gaussian bunch with $\sigma = 5$ mm and with an offset $a = 1$ mm to the axis. The both calculations are done with a coarse mesh resolution ($\sigma/h = 5$).
is done on a standard PC with Intel(R) Core(TM) 2 CPU 1.66 GHz/1.67 GHz. The calculation time is about 4.5 minutes.

C. Wake Field of 1-D Gaussian Bunch Moving on Circular Orbit in Free Space

Here we show comparison of a numerical result based on (21), (22) with the well-known analytical result for wake field generated by a bunch moving on a circular orbit in free space [22], [23] as a preliminary validation test of the S-TDBEM code which solves wake fields excited by a bunch moving with curved trajectories in arbitrary 3-D vacuum chamber geometries. Fig. 10 demonstrates the longitudinal component of the normalized Lorentz force generated by a Gaussian line bunch on a circular path with radius $R = 1.5\, \text{m}$ in free space. We can see that the numerical result based on (21), (22) is agree with the analytical result.

D. Synchrotron Radiation Shielded by a Pipe-Like Vacuum Chamber With Circular Cross Section

Finally, we demonstrate a time domain simulation of wake fields on a bunch moving with a curved trajectory in a pipe-like vacuum chamber with circular cross section as in Fig. 11(c). This simulation is a typical example for which the existing numerical code cannot be applied.

For this simulation, we combined the explicit full 3-D S-TDBEM solver (including the moving window technique) with the free space field solver for the calculation of the self-field of curved trajectory described in Section III-E. Each solver is carefully verified as in the previous sections. The synchrotron radiations emitted from the bunch itself are simulated by the developed free space field solver. The shielding effects of coherent synchrotron radiation (CSR) by the vacuum chamber shown in Fig. 11(c) are included in the developed S-TDBEM solver. Additionally, we developed a field solver based on the well-known image charge method for parallel plate approximation of the vacuum chamber (similar to [24]) by modifying the developed free space field solver. The verification of this parallel plate solver was made by comparison with the results shown in [24].

The chamber geometry to be numerically modeled consists of the two parts: straight beam pipe section for upstream part and the remaining toroidal circular pipe section at downstream part. The bunch trajectory is given along the axis of the two pipe sections. For simplicity, the bunch charge distribution is assumed to be one-dimensional and fixed Gaussian along the given trajectory characterized by path length $s$.

The calculation parameters are: the radius of circular cross-section $r = 4\, \text{mm}$, total charge $Q = 1\, \text{nC}$, the Gaussian bunch parameter $\sigma = 1\, \text{cm}$, the 1 GeV bunch energy, and the bending radius of the toroidal pipe section $R = 1.5\, \text{m}$. The entrance of the toroidal chamber section is taken to be $s = 0$. The field calculation is performed with the initial position of the bunch center $s_c = -0.5572\, \text{m}$, total time step $N_t = 1000$ and $c\Delta t = 1.0\, \text{mm}$.

Fig. 12 shows longitudinal and transverse components of the normalized Lorentz forces $\mathbf{F} = \mathbf{E} + \mathbf{v} \times \mathbf{B}$ on the bunch trajectory at the final time step computed by (A) the full 3D S-TDBEM code with the moving window technique and (B) the image charge method based on the parallel plate approximation of the chamber [24], and (C) the free space model. For avoiding the singularity of 1-D line bunch, the observation points have an offset $d = 3\, \text{mm}$ to the bunch trajectory. With the given model parameters, we can roughly estimate the over-taking length $L_o = (2\sigma R^2)^{1/3} = 0.814\, \text{m}$, and the bunch center position for the field distribution at the final time step is about 0.44 m. Therefore, the fields shown in Fig. 12 still are in transient states. In both the circular pipe model and the parallel plate model (gap distance $g = 8\, \text{cm}$), the shielding effects for the self-field are obviously observed due to the existence of chamber boundaries. We can understand that the differences of strength and phase of the fields occur due to difference of cross section geometries. Accordingly, it is found that appropriate modeling of vacuum chamber geometry is necessary to accurately take into account shielded effects of a curved trajectory beam in real chamber systems.

V. CONCLUSION

Three-dimensional wake field simulations are presented which are based on full 3-D, and 2.5-D S-TDBEM schemes. The developed full 3-D/2.5-D codes have been applied for the elliptical pillbox cavity and the TESLA 9cell cavity. The numerical results have been compared with the analytical solution and those of the latest FIT codes. Good agreements have been demonstrated in the numerical examples.

In addition to the above numerical simulation for validity check of the S-TDBEM codes, this paper presents transient analysis of coherent synchrotron radiation (CSR) shielded by the curved beam pipe chamber as the most promising application of the TDBEM in wake field analysis. The numerical results have been compared with the results by the parallel plate approximation based on the charge image method.

The next step in the S-TDBEM wake field analysis is to combine the developed full 3-D S-TDBEM scheme with a particle tracking code, and to apply it to self-consistent particle dynamics simulation with CSR field and space charge forces. This application will be presented in near future.

As another future work, there is resistive wall wake field calculations based on S-TDBEM.
Fig. 11. Vacuum chamber geometries tested for transient analysis of wake fields generated by a Gaussian line bunch moving with curved trajectory. (a) Free space model, (b) infinite parallel plate model, (c) pipe-like vacuum chamber with circular cross section.

Fig. 12. Longitudinal and transverse field components of the normalized Lorentz forces excited by a Gaussian line bunch with a curved trajectory calculated by the two different vacuum chamber geometries. The calculation parameters are: the radius of circular cross-section $r = 4 \, \text{cm}$, total charge $Q = 1 \, \text{nC}$, the Gaussian bunch parameter $\sigma = 1 \, \text{cm}$, the 1 GeV bunch energy, and the bending radius of the toroidal pipe section $R = 1.5 \, \text{m}$. In the parallel plate model, the gap distance $g$ between the two plates is $8 \, \text{cm} = 2r$. The entrance of the toroidal chamber section is corresponding to $s = 0$ and the field calculation is done with the initial position of the bunch center $s_c = -0.5572 \, \text{m}$, total time step $\Delta t = 1000 \, \text{ps}$ and $c \Delta t = 1.0 \, \text{mm}$. (A) Circular pipe (S-TDBEM), (B) parallel plate model (image charge), (C) free space.
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