Hyper singular boundary element formulation for the Grad-Shafranov equation as an axisymmetric problem
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Abstract

The Grad-Shafranov equation describes the magnetic flux distribution of plasma in an axisymmetric system such as a tokamak-type nuclear fusion device. This paper presents a scheme to solve the hyper singular boundary integral equation (HBIE) corresponding to this Grad-Shafranov equation. All hyper and strong singularities caused by differentials of the complete elliptic integrals have been regularized up to the level of the Cauchy principal value integral. Test calculations commonly using discontinuous boundary elements have been made to compare the HBIE solutions with the solutions of the standard boundary integral equation (SBIE).
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1. Introduction

The magnetohydrodynamic (MHD) equilibrium of plasma in an axisymmetric \((r, z)\) system such as a ‘tokamak’ nuclear fusion device is described by the Grad-Shafranov equation

\[
-\left\{ r \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} \right) \psi \right\} = \mu_0 j_\phi
\]  

(1)

in terms of magnetic flux \(\psi\) and the toroidal component of of the plasma current \(j_\phi\) [1]. The quantity \(\mu_0\) means the permeability in a vacuum. The boundary element method (BEM) [2] was applied to solving this equation [3-5]. In this application, the inhomogeneous current term \(\mu_0 j_\phi\) is expanded into a 2-D polynomial

\[
\mu_0 r j_\phi \approx \sum_{l,m} \alpha_{l,m} r^l z^m. \quad (l \geq 0, m \geq 0).
\]

(2)

The domain integral caused by \(\mu_0 r j_\phi\) is transformed into an equivalent boundary one, using a particular solution \(\phi^{(l,m)}\) corresponding to each term in the above polynomial [3, 5] and applying Green’s second identity. The boundary integral equation for the plasma boundary \(\Gamma\) has the form

\[
c_\psi \psi - \sum_{l,m} \alpha_{l,m} \left\{ \left( \frac{\psi^*}{r} \frac{\partial}{\partial n} - \frac{\psi}{r} \frac{\partial}{\partial n} \right) \hat{\psi} \right\} d\Gamma = \sum_{l,m} \alpha_{l,m} \left\{ \left( \frac{\psi^*}{r} \frac{\partial}{\partial n} - \frac{\psi}{r} \frac{\partial}{\partial n} \right) \phi^{(l,m)} \hat{\phi} \right\} d\Gamma,
\]

(3)

with the fundamental solution \(\psi^*\). Itagaki et al. also applied the above boundary element formulation to an inverse analysis [4] where the plasma current density profile was reconstructed from signals of magnetic sensors located outside the plasma.

Apart from the above “standard” boundary integral equation (SBIE), the hyper singular boundary integral equation (HBIE) [6-10] arises when one takes a gradient of the SBIE. The authors have a future plan to introduce a HBIE approach into the above inverse analysis as an alternative to the SBIE or as a part of the combination of these two equations.

The HBIE corresponding to the Grad-Shafranov equation has never been solved before. As this
equation is for axisymmetric geometries, the fundamental solution and its derivatives are written mathematically in quite complicated forms all of which contain the complete elliptic integrals (see Appendix). Thus one needs to pay careful attention to their singularities when manipulating this type of HBIE.

In the present paper the HBIE for the Grad-Shafranov equation is regularized in a similar manner that Mansur et al. [10] used for the HBIE to solve the Laplace equation. A distinctive feature of the present work is that one must deal also with the polynomial expanded source. Even this inhomogeneous source generates a boundary integral, which also contains a hyper singular kernel.

Section 2 describes the process to transform the original HBIE into a form that is convenient to remove the singularities. The resultant boundary integral equation is given in Section 2.5. In Section 3, all boundary integral terms in the resultant equation are further rearranged in such a way that each term converges to a finite value. Discontinuous boundary elements are commonly used for all numerical examples given in Section 4, where the HBIE solutions are compared with the SBIE solutions.
2. Hyper singular boundary integral equation

One here starts with the standard boundary integral equation for an internal point \( i \),

\[
\psi_i - \int \left( \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} - \frac{\psi^*}{r} \frac{\partial \psi}{\partial n} \right) d\Gamma = \sum_{i,m} \alpha_{i,m} \left\{ \phi^{(l,m)}_i - \int \left( \frac{\psi^*}{r} \frac{\partial \phi^{(l,m)}_i}{\partial n} - \frac{\phi^{(l,m)}_i}{r} \frac{\partial \psi^*}{\partial n} \right) d\Gamma \right\},
\]

(4)

by substituting \( c_i = 1.0 \) into Eq.(3). The hyper singular boundary integral equation (HBIE) is given by differentiating Eq.(4) at the point \( i \) along an arbitrary direction \( \mathbf{m} = (m_x, m_z) \). Using the notation \( \partial / \partial m = \mathbf{m} \cdot \nabla \), the HBIE is written in the form

\[
\frac{\partial \psi_i}{\partial m} - \int \left( \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \psi}{\partial n} - \frac{\psi^*}{r} \frac{\partial \psi}{\partial m \partial n} \right) d\Gamma = \sum_{i,m} \alpha_{i,m} \left\{ \frac{\partial \phi^{(l,m)}_i}{\partial m} - \int \left( \frac{1}{r} \frac{\partial \phi^{(l,m)}_i}{\partial m} \frac{\partial \psi^*}{\partial n} - \frac{\phi^{(l,m)}_i}{r} \frac{\partial \psi^*}{\partial m \partial n} \right) d\Gamma \right\}.
\]

(5)

Consider a small semicircle of radius \( \varepsilon \) on the boundary as depicted in Fig.1. The source point \( i \) is assumed to be at the center of this semicircle and afterwards the radius \( \varepsilon \) is reduced to zero. In the following discussion, \( \mathbf{x} = (r, z) \) denotes an arbitrary point along the boundary, while \( \xi = (a, b) \) means the source point \( i \), i.e., the singular point.

Fig.1  Boundary surface augmented by a small semicircle of radius \( \varepsilon \)

Considering that the boundary is divided into \( \Gamma_\varepsilon \) and \( \Gamma - \Gamma_\varepsilon \), Eq.(5) is rewritten in the form:

\[
\frac{\partial \psi(\xi)}{\partial m} - \sum_{i,m} \alpha_{i,m} \frac{\partial \phi^{(l,m)}(\xi)}{\partial m} - \int_{r=r_{\varepsilon}} \left( \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \psi}{\partial n} - \frac{\psi^*}{r} \frac{\partial \psi}{\partial m \partial n} \right) d\Gamma + \sum_{i,m} \alpha_{i,m} \int_{r=r_{\varepsilon}} \left( \frac{1}{r} \frac{\partial \phi^{(l,m)}(\mathbf{x})}{\partial m} \frac{\partial \psi^*}{\partial n} - \frac{\phi^{(l,m)}(\mathbf{x})}{r} \frac{\partial \psi^*}{\partial m \partial n} \right) d\Gamma
\]

\[
= \int_{r_{\varepsilon}} \left( \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \psi}{\partial n} - \frac{\psi^*}{r} \frac{\partial \psi}{\partial m \partial n} \right) d\Gamma - \sum_{i,m} \alpha_{i,m} \int_{r_{\varepsilon}} \left( \frac{1}{r} \frac{\partial \phi^{(l,m)}(\mathbf{x})}{\partial m} \frac{\partial \psi^*}{\partial n} - \frac{\phi^{(l,m)}(\mathbf{x})}{r} \frac{\partial \psi^*}{\partial m \partial n} \right) d\Gamma.
\]

(6)

2.1 Limiting forms of the fundamental solution and its derivatives

The fundamental solution \( \psi^* \) satisfies a subsidiary equation
\[ -\Delta \psi^* = r \delta_i, \]  

where \( \delta_i \) means \( \delta(r-a)\delta(z-b) \) with the spike at the point \( i \) having the coordinates \((a,b)\).

The mathematical form of \( \psi^* \) is given by \([3-5]\)

\[ \psi^* = \frac{\sqrt{ar}}{\pi k} \left[ 1 - \frac{k^2}{2} \right] K(k) - E(k) \]  

with

\[ k^2 = \frac{4ar}{(r+a)^2 + (z-b)^2}, \]  

where \( K(k) \) and \( E(k) \) are the complete elliptic integrals of the first and second kinds, respectively. When the field point \((r,z)\) approaches the source point \((a,b)\), \( K(k) \) and \( E(k) \) can be approximated as \([11]\)

\[ K(k) \approx \frac{1}{2} \log \left( \frac{16}{1-k^2} \right) = \log \frac{1}{\epsilon} + \log(4\sqrt{\epsilon^2 + 4ar}) \]  

and

\[ E(k) \approx 1, \]  

where \( \epsilon = \sqrt{(r-a)^2 + (z-b)^2} \). Starting with Eqs.(10a) and (10b), the authors derived the limiting forms of the fundamental solution and its derivatives when \( \epsilon \to 0 \) (The mathematical forms of the derivatives of \( \psi^* \) are listed in Appendix.). In this process, the relationships, \( r - a = \epsilon \cos \theta \) and \( z - b = \epsilon \sin \theta \) were used. The results are shown below.

First, the limit of the fundamental solution is given by

\[ \psi^* \to \frac{a}{2\pi} \log \frac{1}{\epsilon} + \frac{a}{2\pi} \log 8a - \frac{a}{\pi}. \]  

Also, the derivatives of \( \psi^* \) with respect to \( a \) and \( b \) approach

\[ \frac{\partial \psi^*}{\partial a} \to \log 8a - \frac{1}{4\pi} \cdot \frac{1}{\log \epsilon} + \frac{a \cos \theta}{2\pi} \cdot \frac{1}{\epsilon} \]  

and

\[ \frac{\partial \psi^*}{\partial b} \to \frac{a \sin \theta}{2\pi} \cdot \frac{1}{\epsilon} \]  

when \( \epsilon \to 0 \), i.e., \( r \to a \) and \( z \to b \). As a linear combination of Eqs.(12a) and (12b), the
derivatives of \( \psi' \) along the direction \( \mathbf{m} \) takes the limit

\[
\frac{\partial \psi'}{\partial m} = m_x \frac{\partial \psi'}{\partial a} + m_z \frac{\partial \psi'}{\partial b} \\
\rightarrow m_x (\log 8a - 1) m_x = \frac{m_x}{4\pi} \log e + \frac{a(m_x \cos \theta + m_z \sin \theta)}{2\pi} \frac{1}{\varepsilon} \\
= D_1(\theta) + D_2(\theta) \log e + D_2(\theta) / \varepsilon .
\] (13)

Next, one investigates the limit of \( \partial^2 \psi / \partial m \partial n \). Based on the following four limits

\[
\frac{\partial}{\partial a} \left( \frac{\partial \psi'}{\partial r} \right) \rightarrow \frac{(2 - \log 8a) + \log 8a \cdot \cos 2\theta}{16\pi a} + \frac{1 - \cos 2\theta}{16\pi a} \log e + \frac{\cos \theta \cdot 1}{2\pi} \frac{1}{\varepsilon^2}, \quad (14a)
\]

\[
\frac{\partial}{\partial a} \left( \frac{\partial \psi'}{\partial z} \right) \rightarrow \frac{(\log 8a + 1) \sin 2\theta}{16\pi a} - \frac{\sin 2\theta}{16\pi a} \log e - \frac{\sin \theta}{4\pi} \frac{1}{\varepsilon} - \frac{a \sin 2\theta}{2\pi} \frac{1}{\varepsilon^2}, \quad (14b)
\]

\[
\frac{\partial}{\partial b} \left( \frac{\partial \psi'}{\partial r} \right) \rightarrow \frac{(\log 8a - 1) \sin 2\theta}{16\pi a} - \frac{\sin 2\theta}{16\pi a} \log e - \frac{\cos \theta \cdot 1}{2\pi} \frac{1}{\varepsilon^2}, \quad (14c)
\]

and

\[
\frac{\partial}{\partial b} \left( \frac{\partial \psi'}{\partial z} \right) \rightarrow \frac{4 - \log 8a(3 + \cos 2\theta)}{16\pi a} + \frac{3 + \cos 2\theta}{16\pi a} \log e + \frac{a \cos 2\theta}{2\pi} \frac{1}{\varepsilon^2}, \quad (14d)
\]

one can write

\[
\frac{\partial}{\partial m} \left( \frac{\partial \psi'}{\partial n} \right) = \left( m_x \frac{\partial}{\partial a} + m_z \frac{\partial}{\partial b} \right) \left( m_x \frac{\partial}{\partial r} + m_z \frac{\partial}{\partial z} \right) \rightarrow C_1(\theta) + C_2(\theta) \log e + \frac{C_2(\theta)}{\varepsilon} + \frac{C_3(\theta)}{\varepsilon^2} \right)
\] (15)

with

\[
C_1(\theta) = \frac{1}{16\pi a} \left\{ m_x (2 - \log 8a) + m_z (4 - 3\log 8a) + (m_x - m_z \cos 2\theta) \log 8a \cdot \cos 2\theta \right. \\
\left. + \{ m_x (1 + \log 8a) + m_z (\log 8a - 1) \} \sin 2\theta \right\}, \quad (16a)
\]

\[
C_2(\theta) = \frac{1}{16\pi a} \left\{ (m_x n_x + 3m_z n_y) + (m_z n_x - m_x n_z) \cos 2\theta - (m_z n_x + m_x n_z) \sin 2\theta \right\}, \quad (16b)
\]

\[
C_3(\theta) = \frac{1}{4\pi} \left\{ 2m_x n_x \cos \theta + (m_x n_x - m_z n_y) \sin \theta \right\}, \quad (16c)
\]

and

\[
C_4(\theta) = \frac{a}{2\pi} \left\{ (m_x n_x - m_z n_y) \cos 2\theta - (m_x n_x + m_z n_y) \sin 2\theta \right\} . \quad (16d)
\]

That is, the limit of \( \partial^2 \psi / \partial m \partial n \) given by Eq.(15) consists of the constant term, \( \log e \) (weak singularity), \( 1/\varepsilon \) (strong singularity) and \( 1/\varepsilon^2 \) (hyper singularity).
2.2 Taylor series expansions of magnetic flux and its derivatives

One here assumes that the magnetic flux and its derivatives can be expanded in the form of a Taylor series expansion:

\[
\psi(x) = \psi(\xi) + (r - a) \frac{\partial \psi(\xi)}{\partial r} + (z - b) \frac{\partial \psi(\xi)}{\partial z} + \frac{\varepsilon^2}{2} [\ldots] + \ldots
\]

\[
= \psi(\xi) + \varepsilon \frac{\partial \psi(\xi)}{\partial n} + \frac{\varepsilon^2}{2} [\ldots] + \ldots, \tag{17}
\]

\[
\frac{\partial \psi(x)}{\partial r} = \frac{\partial \psi(\xi)}{\partial r} + \varepsilon \left[ \cos \theta \frac{\partial^2 \psi(\xi)}{\partial r^2} + \sin \theta \frac{\partial^2 \psi(\xi)}{\partial r \partial z} \right] + \frac{\varepsilon^2}{2} [\ldots] + \ldots, \tag{18a}
\]

\[
\frac{\partial \psi(x)}{\partial z} = \frac{\partial \psi(\xi)}{\partial z} + \varepsilon \left[ \cos \theta \frac{\partial^2 \psi(\xi)}{\partial \partial r} + \sin \theta \frac{\partial^2 \psi(\xi)}{\partial \partial z} \right] + \frac{\varepsilon^2}{2} [\ldots] + \ldots, \tag{18b}
\]

and hence

\[
\frac{\partial \psi(x)}{\partial n} = \frac{\partial \psi(\xi)}{\partial n} + \varepsilon \left\{ n_r \cos \theta \frac{\partial^2 \psi(\xi)}{\partial r^2} + n_r \sin \theta \frac{\partial^2 \psi(\xi)}{\partial r \partial z} + n_z \cos \theta \frac{\partial^2 \psi(\xi)}{\partial \partial z} + n_z \sin \theta \frac{\partial^2 \psi(\xi)}{\partial \partial z} \right\} + \frac{\varepsilon^2}{2} [\ldots] + \ldots, \tag{19}
\]

where one used the relationship

\[
\frac{\partial \psi(x)}{\partial n} = n_r \frac{\partial \psi(x)}{\partial r} + n_z \frac{\partial \psi(x)}{\partial z}, \tag{20}
\]

with \( n = (n_r, n_z) \).

First, one investigates the limit of the integral in Eq.(6)

\[
\lim_{\varepsilon \to 0} \int_{r_i}^{r_f} \frac{1}{r} \frac{\partial \psi^*}{\partial \rho} \frac{\partial \psi(x)}{\partial n} d\Gamma = \lim_{\varepsilon \to 0} \int_{r_i}^{r_f} \frac{1}{r} \frac{\partial \psi^*}{\partial \rho} \frac{\partial \psi(\xi)}{\partial n} d\Gamma + \varepsilon \{\ldots\} + \frac{\varepsilon^2}{2} [\ldots] + \ldots \varepsilon d\theta,
\]

where Eq.(19) and \( d\Gamma = \varepsilon d\theta \) are introduced. As the singularity of \( \frac{\partial \psi^*}{\partial \rho} \) can be given by Eq.(13), all terms multiplied by \( \varepsilon \) in Eq.(19) vanish. Then one finds

\[
\lim_{\varepsilon \to 0} \int_{r_i}^{r_f} \frac{1}{r} \frac{\partial \psi^*}{\partial \rho} \frac{\partial \psi(x)}{\partial n} d\Gamma = \lim_{\varepsilon \to 0} \int_{r_i}^{r_f} \frac{1}{r} \frac{\partial \psi^*}{\partial \rho} \frac{\partial \psi(\xi)}{\partial n} d\Gamma. \tag{21}
\]

Note here that the quantity \( \frac{\partial \psi(\xi)}{\partial n} \) means

\[
\frac{\partial \psi(\xi)}{\partial n} = n_r \frac{\partial \psi(x)}{\partial a} + n_z \frac{\partial \psi(x)}{\partial b}. \tag{22}
\]
Next, one investigates the limit of another integral

\[
\lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\psi(x)}{r} \frac{\partial \psi^*}{\partial m} d\Gamma = \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left[ \frac{1}{\varepsilon} \psi(\xi) + \frac{\partial \psi(\xi)}{\partial n} + \frac{\varepsilon^2}{2} [\ldots] + \frac{\partial^2 \psi^*}{\partial m \partial n} \right] \varepsilon d\theta.
\]

Since the singularity of \( \frac{\partial^2 \psi^*}{\partial m \partial n} \) can be expressed by Eq.(15), the limit can be reduced to

\[
\lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\psi(x)}{r} \frac{\partial \psi^*}{\partial m} d\Gamma = \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left[ \frac{1}{\varepsilon} \psi(\xi) \left( C_{0}(\theta) + C_{1}(\theta) \log \varepsilon + \frac{C_{2}(\theta)}{\varepsilon} \right) \right] d\theta
\]

\[
+ \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left[ \frac{\partial \psi(\xi)}{\partial n} \left( C_{0}(\theta) + C_{1}(\theta) \log \varepsilon + \frac{C_{2}(\theta)}{\varepsilon} \right) \right] d\theta
\]

\[
= \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left[ \left( C_{0}(\theta) + C_{1}(\theta) \right) \psi(\xi) \right] d\theta + \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left[ C_{0}(\theta) \frac{\partial \psi(\xi)}{\partial n} \right] d\theta. \quad (23)
\]

If one finds

\[
C_{2}(\theta) + \frac{C_{1}(\theta)}{\varepsilon} = \lim_{\varepsilon \to 0} \left( \varepsilon \frac{\partial^2 \psi^*}{\partial m \partial n} \right), \quad C_{3}(\theta) = \lim_{\varepsilon \to 0} \left( \varepsilon \frac{\partial^2 \psi^*}{\partial m \partial n} \right)
\]

and \( \varepsilon d\theta = d\Gamma \), the relationship

\[
\lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\psi(x)}{r} \frac{\partial \psi^*}{\partial m} d\Gamma = \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\psi(\xi)}{r} \frac{\partial \psi^*}{\partial m} d\Gamma + \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\varepsilon \frac{\partial \psi^*}{\partial n}}{r} \frac{\partial \psi^*}{\partial m} d\Gamma \quad (24)
\]

can be obtained.

As the above two ideas can be applied again to the integrals for particular solutions, one also obtains

\[
\lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \phi^{(l,m)}}{\partial n}(x) d\Gamma = \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \phi^{(l,m)}}{\partial n}(\xi) d\Gamma \quad (25)
\]

and

\[
\lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\phi^{(l,m)}}{r} \frac{\partial \psi^*}{\partial m} d\Gamma = \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\phi^{(l,m)}}{r} \frac{\partial \psi^*}{\partial m} d\Gamma + \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \frac{\varepsilon \frac{\partial \phi^{(l,m)}}{\partial n}}{r} \frac{\partial \psi^*}{\partial m} d\Gamma. \quad (26)
\]

Substituting Eqs.(21), (24), (25) and (26) into Eq.(6), one obtains

\[
\frac{\partial \psi(\xi)}{\partial m} \left( - \sum_{l,m} \alpha_{l,m} \frac{\partial \phi^{(l,m)}}{\partial m}(\xi) \right) - \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left( \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \phi^{(l,m)}}{\partial n}(x) - \frac{\phi^{(l,m)}}{r} \frac{\partial \psi^*}{\partial m} \right) d\Gamma
\]

\[
+ \sum_{l,m} \alpha_{l,m} \lim_{\varepsilon \to 0} \int_{r_{1}}^{r_{2}} \left( \frac{1}{r} \frac{\partial \phi^{(l,m)}}{\partial m}(x) \frac{\partial \psi^*}{\partial m} - \frac{\phi^{(l,m)}}{r} \frac{\partial \psi^*}{\partial m} \right) d\Gamma
\]
2.3 Application of everywhere uniform magnetic flux

When one applies everywhere uniform magnetic flux $\psi_0$, both sides of the Grad-Shafranov equation (1) become zero. That is, there is no plasma current, in other words all polynomial expansion coefficient $\alpha_{i,m}$ must be zero. Equation (27) therefore becomes

$$
\psi_0 \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma = \psi_0 \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma + \psi_0 \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma = 0
$$

(28a)

in this case. Also, if one assumes that the particular solution $\phi = \sum \alpha_{i,m} \phi^{(i,m)}$ is uniform, one finds

$$
\left\{ \sum \alpha_{i,m} \phi^{(i,m)} \right\} \left\{ \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma \right\} = 0
$$

(28b)

From both Eqs.(28a) and (28b), the relationship

$$
\int_{r_1} \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma = - \int_{r_1} \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
$$

(29)

can be introduced. Using Eq.(29), Eq.(27) can be rearranged as

$$
\frac{\partial \psi (\xi)}{\partial m} - \lim_{\epsilon \to 0} \int_{r_1} \left( \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} - \frac{\psi (\xi) - \psi (\xi)}{\partial m} \right) \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
$$

$$
- \sum \alpha_{i,m} \frac{\partial \phi^{(i,m)} (\xi)}{\partial m} + \lim_{\epsilon \to 0} \sum \alpha_{i,m} \int_{r_1} \left( \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} (\xi) - \frac{\phi^{(i,m)} (\xi) - \phi^{(i,m)} (\xi)}{\partial m} \right) \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
$$

$$
= \lim_{\epsilon \to 0} \int_{r_1} \frac{1}{r} \frac{\partial \psi (\xi)}{\partial m} d\Gamma - \lim_{\epsilon \to 0} \int_{r_1} \frac{e \partial \psi (\xi)}{\partial m} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
$$

$$
- \lim_{\epsilon \to 0} \sum \alpha_{i,m} \left( \frac{1}{r} \frac{\partial \phi^{(i,m)} (\xi)}{\partial m} \right) + \lim_{\epsilon \to 0} \sum \alpha_{i,m} \left( \frac{e \partial \phi^{(i,m)} (\xi)}{\partial m} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
$$

(30)
2.4 Free term in hyper singular boundary integral equation

The first term on the RHS of Eq. (30) can be arranged in the forms

\[
\lim_{\epsilon \to 0} \int_{r \omega} \frac{1}{r} \frac{\partial \psi^*}{\partial \epsilon} \frac{\partial \psi(\xi)}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \int_{r \omega} \frac{1}{r} \left( D_1(\theta) + D_2(\theta) \log \epsilon + D_3(\theta) / \epsilon \right) \left( n_x \frac{\partial \psi}{\partial a} + n_z \frac{\partial \psi}{\partial b} \right) \epsilon d\theta
\]

\[
= \int_{\Gamma_\epsilon} \frac{1}{a} D_2(\theta) \left( n_x \frac{\partial \psi}{\partial a} + n_z \frac{\partial \psi}{\partial b} \right) d\theta
\]

\[
= \int_{\Gamma_\epsilon} \frac{m_x \cos \theta + m_z \sin \theta}{2\pi} \left( \cos \theta \frac{\partial \psi}{\partial a} + \sin \theta \frac{\partial \psi}{\partial b} \right) d\theta
\]

(31)

by substituting Eq. (13), recalling \( D_2(\theta) = a(m_x \cos \theta + m_z \sin \theta) / 2\pi \) and considering that \( n_x = \cos \theta \) and \( n_z = \sin \theta \) along \( \Gamma_\epsilon \). Similarly, the second term on the RHS of Eq. (30) can be arranged as

\[
\lim_{\epsilon \to 0} \int_{r \omega} \frac{1}{r} \frac{\partial \psi^*}{\partial \epsilon} \frac{\partial \psi(\xi)}{\partial m} d\Gamma
\]

\[
= \lim_{\epsilon \to 0} \int_{r \omega} \frac{1}{r} \left( C_0(\theta) + C_1(\theta) \log \epsilon + C_2(\theta) \frac{m_x \cos \theta + m_z \sin \theta}{\epsilon^2} \right) \epsilon d\theta
\]

\[
= \int_{\Gamma_\epsilon} \frac{1}{a} \left( n_x \frac{\partial \psi}{\partial a} + n_z \frac{\partial \psi}{\partial b} \right) C_1(\theta) d\theta
\]

\[
= \int_{\Gamma_\epsilon} \left( \cos \theta \frac{\partial \psi}{\partial a} + \sin \theta \frac{\partial \psi}{\partial b} \right) \frac{(m_x \sin \theta - m_z \cos \theta) \cos 2\theta - (m_x \cos \theta + m_z \sin \theta) \sin 2\theta}{2\pi} d\theta
\]

\[
= -\int_{\Gamma_\epsilon} \left( \cos \theta \frac{\partial \psi}{\partial a} + \sin \theta \frac{\partial \psi}{\partial b} \right) \frac{m_x \sin \theta + m_z \cos \theta}{2\pi} d\theta
\]

(32)

by substituting Eq. (15) and recalling Eq. (16d). Except for the negative sign, Eq. (32) is identical to Eq. (31), i.e.,

\[
\lim_{\epsilon \to 0} \int_{r \omega} \frac{1}{r} \frac{\partial \psi^*}{\partial \epsilon} \frac{\partial \psi(\xi)}{\partial m} d\Gamma = -\lim_{\epsilon \to 0} \int_{r \omega} \frac{1}{r} \frac{\partial \psi(\xi)}{\partial m} \frac{\partial^2 \psi^*}{\partial \epsilon \partial n} d\Gamma.
\]

(33)

Equation (31) coupled with Eq. (32) can be further arranged as
\[
\lim_{\epsilon \to 0} \frac{1}{2\pi} \int r \frac{\partial \psi}{\partial m} \frac{\partial \psi(\xi)}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \frac{1}{2\pi} \int r \frac{\partial \psi(\xi)}{\partial m} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
\]
\[
= \frac{1}{2\pi} \int_{\theta_1}^{\theta_2} \left[ (m_r \frac{\partial \psi}{\partial a} + m_z \frac{\partial \psi}{\partial b}) \cos^2 \theta + (m_r \frac{\partial \psi}{\partial a} + m_z \frac{\partial \psi}{\partial b}) \sin \theta \cos \theta + m_z \frac{\partial \psi}{\partial b} \sin^2 \theta \right] d\theta
\]
\[
= \theta_2 - \theta_1 \left( m_r \frac{\partial \psi}{\partial a} + m_z \frac{\partial \psi}{\partial b} \right)
\]
\[
+ \frac{\sin 2\theta_2 - \sin 2\theta_1}{4\pi} \left( m_r \frac{\partial \psi}{\partial a} - m_z \frac{\partial \psi}{\partial b} \right) - \frac{\cos 2\theta_2 - \cos 2\theta_1}{4\pi} (m_z \frac{\partial \psi}{\partial a} + m_r \frac{\partial \psi}{\partial b}) .
\]

When \( \theta_2 - \theta_1 = \pi \), i.e., for a smooth boundary, one finds
\[
\lim_{\epsilon \to 0} \frac{1}{2\pi} \int r \frac{\partial \psi}{\partial m} \frac{\partial \psi(\xi)}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \frac{1}{2\pi} \int r \frac{\partial \psi(\xi)}{\partial m} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
\]
\[
= \frac{1}{2} \left( m_r \frac{\partial \psi}{\partial a} + m_z \frac{\partial \psi}{\partial b} \right) = \frac{1}{2} \frac{\partial \psi(\xi)}{\partial m} .
\]
The same manipulation can be applied to the integrals related to particular solutions on the RHS of Eq.(30), and when \( \theta_2 - \theta_1 = \pi \), one obtains
\[
\lim_{\epsilon \to 0} \frac{1}{2\pi} \int r \frac{\partial \phi^{(i,m)}(\xi)}{\partial m} \frac{\partial \psi}{\partial n} d\Gamma = \lim_{\epsilon \to 0} \frac{1}{2\pi} \int r \frac{\partial \phi^{(i,m)}(\xi)}{\partial m} \frac{\partial^2 \psi^*}{\partial m \partial n} d\Gamma
\]
\[
= \frac{1}{2} \left( m_r \frac{\partial \phi^{(i,m)}}{\partial a} + m_z \frac{\partial \phi^{(i,m)}}{\partial b} \right) = \frac{1}{2} \frac{\partial \phi^{(i,m)}(\xi)}{\partial m} .
\]

### 2.5 Resultant hyper singular boundary integral equation

Substituting Eqs.(35) and (36) into Eq.(30), one obtains
\[
\frac{1}{2} \frac{\partial \psi(\xi)}{\partial m} - \lim_{\epsilon \to 0} \int r \frac{\partial \psi}{\partial m} \frac{\partial \psi(\xi)}{\partial n} \left( \frac{1}{r} \frac{\partial^2 \psi^*}{\partial m \partial n} \right) d\Gamma
\]
\[
= \sum_{\ell,m} d_{\ell,m} \left( \frac{1}{2} \frac{\partial \phi^{(i,m)}(\xi)}{\partial m} - \lim_{\epsilon \to 0} \int r \frac{\partial \phi^{(i,m)}(\xi)}{\partial m} \frac{\partial^2 \phi^{(i,m)}(\xi)}{\partial m \partial n} \right) d\Gamma \right) .
\]
for a smooth boundary.

As the magnetic flux takes physically the same value along the plasma boundary, the term \( \psi(\mathbf{x}) - \psi(\xi) \) on the LHS of Eq.(37) must be zero regardless of the limitation. Because of this, Eq.(37) can be simplified as
So far, the direction of $m$ has been assumed to be arbitrary. If one defines $m$ as the normal direction at the singular point $\xi = (a, b)$ on a boundary, Eq.(38) can be discretized in the same procedure used for the standard boundary integral equation. The direction $m$ is a fixed quantity, while $n$ in Eq.(38) varies with the change in the integration point coordinates $x = (r, z)$ along the boundary. Note that $n$ agrees with $m$ when $x = (r, z)$ approaches $\xi = (a, b)$.

2.6 Simple evaluation of the free term

It is interesting to point out that, if one assumes a special magnetic flux distribution, $\psi = r^2 + z$, the LHS of the Grad-Shafranov equation (1) becomes zero. This means that both sides of the boundary integral equation, Eq.(37), must be zero when substituting $\psi = r^2 + z$ (magnetic flux) or

$$\sum_{l,m} \alpha_{l,m} \phi_{l,m} = r^2 + z \quad \text{(particular solution).}$$

Then, in this case, one finds the condition

$$\frac{1}{2} \frac{\partial (r^2 + z)}{\partial m} - \lim_{\xi \to \xi_0} \int_{\Gamma^{-}} \left[ \frac{1}{r} \frac{\partial \psi}{\partial m} \frac{\partial (r^2 + z)}{\partial n} - \frac{r}{r} \frac{\partial^2 \psi}{\partial \Delta \partial n} \right] d\Gamma = 0. \quad (39)$$

That is, the validity of the present formulation and the accuracy of the numerical integration can be verified by checking if the condition

$$\lim_{\xi \to \xi_0} \int_{\Gamma^{-}} \left[ \frac{1}{r} \frac{\partial \psi}{\partial m} \left(2r \cdot n + n_z\right) - \frac{\partial^2 \psi}{\partial m n} \right] d\Gamma / \left(2a \cdot m + m_z\right) = \frac{1}{2} \quad (40)$$

is satisfied or not.
3. Remarks on the singular integrals

3.1 Integrals in terms of \( (1/r)(\partial^2\psi^*/\partial m\partial n) \)

3.1.1 General outline

Now consider the boundary element \( \Gamma_o \) on which the singular point \( \xi = (a,b) \) exists. One here defines the distance between the singular point and an integration point \( x = (r,z) \) on \( \Gamma_o \) as

\[
\rho = |x - \xi| = \sqrt{(r-a)^2 + (z-b)^2} > 0.
\]

Using this distance, one rewrites the second integral on the RHS in Eq.(37) in the form

\[
I = \int_{r_0 - \Gamma_x} \frac{\phi^{(l,m)}(x) - \phi^{(l,m)}(\xi)}{\rho} \frac{\rho \partial^2\psi^*}{\partial m\partial n} d\Gamma = \int_{r_0 - \Gamma_x} \left( \frac{\rho \partial^2\psi^*}{\partial m\partial n} \right) \rho d\Gamma.
\] (41)

It should be noticed that the integral given by Eq.(41) is not defined at the singular point \( \xi = (a,b) \).

Dividing Eq.(41) into two parts at the point \( \xi \), one writes as

\[
I = \int_{r_0 - \Gamma_x} \left( \frac{\rho \partial^2\psi^*}{\partial m\partial n} \right) \frac{\rho \partial^2\psi^*}{\partial m\partial n} d\Gamma + \int_{r_0 - \Gamma_x} \left( \frac{\rho \partial^2\psi^*}{\partial m\partial n} \right) \frac{\rho \partial^2\psi^*}{\partial m\partial n} d\Gamma.
\] (42)

Integration points \( x \) are located on the downstream side (\( \Gamma_{-o} \) of \( \Gamma_o \)) for the first term in Eq.(42), while \( x \) on the upstream side (\( \Gamma_{+o} \) of \( \Gamma_o \)) for the second term. That is, in the first integral the direction of \( x - \xi \) is opposite to the direction of boundary integral \( \Gamma(x) \), while in the second integral both directions agree with each other. Then, when \( \rho \to 0 \) \((r \to a, z \to b)\), the quantities \( (\phi^{(l,m)}(x) - \phi^{(l,m)}(\xi))/\rho \) in the first and the second integrals converges to different values of differential coefficient, as follows:

\[
\lim_{\rho \to 0} \left( \frac{\phi^{(l,m)}(x) - \phi^{(l,m)}(\xi)}{\rho} \right) = \begin{cases} 
\frac{\partial \phi^{(l,m)}(\xi)}{\partial \Gamma} & (\lim_{\rho \to 0}(x - \xi) \cdot \Gamma(x) < 0) \\
\frac{\partial \phi^{(l,m)}(\xi)}{\partial \Gamma} & (\lim_{\rho \to 0}(x - \xi) \cdot \Gamma(x) > 0)
\end{cases}
\] (43)

where one uses the subscripts \( \xi^- \) and \( \xi^+ \) to mean the downstream and the upstream side from the singular point. Apparently, there is a relationship
\[ \frac{\partial \varphi^{(l,m)}(\xi)}{\partial \Gamma} \bigg|_{k_-} = - \frac{\partial \varphi^{(l,m)}(\xi)}{\partial \Gamma} \bigg|_{k_+} \]  

(44)

as long as the point \( \xi \) lies on a smooth boundary. From Eq.(15), one also knows

\[ \lim_{\rho \to 0} \left( \frac{\rho}{r} \frac{\partial^2 \varphi^*}{\partial m \partial n} \right) = \lim_{\rho \to 0} \frac{1}{\rho} \left[ C_1(\theta) + \frac{C_3(\theta)}{\rho} \right]. \]  

(45)

The limit of the first term on the RHS of Eq.(45) is \( C_1(\theta) / \rho \) and finite. The second term, where \( C_3(\theta) \) is given by (16d), converges as

\[ \lim_{\rho \to 0} \frac{1}{\rho} \frac{C_3(\theta)}{\rho} = \lim_{\rho \to 0} \frac{1}{2\pi \rho} \left\{ (m_z n_z - m_r n_r) \cos 2\theta - (m_r n_z + m_z n_r) \sin 2\theta \right\} \to \frac{1}{2\pi \rho}. \]  

(46)

since \( m_r = n_r = \sin \theta \) and \( m_z = n_z = -\cos \theta \) when \( \rho \to 0 \). One then obtains an approximation

\[ \lim_{\rho \to 0} \left( \frac{\rho}{r} \frac{\partial^2 \varphi^*}{\partial m \partial n} \right) \approx \frac{1}{2\pi \rho} + \text{const.} \]  

(47)

Considering Eqs.(43), (44) and (47), Eq.(41) can be rearranged in the form

\[ \begin{align*}
I &= \int_{r_-}^{r_+} \left\{ \frac{\varphi^{(l,m)}(x) - \varphi^{(l,m)}(\xi)}{r} \frac{\partial^2 \varphi^*}{\partial m \partial n} \bigg|_{k_-} - \frac{1}{2\pi \rho} \right\} d\Gamma \\
&+ \int_{r_+}^{r_-} \left\{ \frac{\varphi^{(l,m)}(x) - \varphi^{(l,m)}(\xi)}{r} \frac{\partial^2 \varphi^*}{\partial m \partial n} \bigg|_{k_+} - \frac{1}{2\pi \rho} \right\} d\Gamma \\
&+ \frac{1}{2\pi} \frac{\partial \varphi^{(l,m)}(\xi)}{\partial \Gamma} \bigg|_{k_+} \left\{ - \int_{r_+}^{r_-} \frac{1}{\rho} d\Gamma + \int_{r_-}^{r_+} \frac{1}{\rho} d\Gamma \right\}. 
\end{align*} \]  

(48)

The singularities at the first and the second terms on the RHS of Eq.(48) have been eliminated.

One here investigate the detail of the third term on the RHS of Eq.(48)

\[ I_3 = \frac{1}{2\pi} \frac{\partial \varphi^{(l,m)}(\xi)}{\partial \Gamma} \bigg|_{k_+} \left\{ - \int_{r_+}^{r_-} \frac{1}{\rho} d\Gamma + \int_{r_-}^{r_+} \frac{1}{\rho} d\Gamma \right\}. \]  

(49)

How the integral of Eq.(49) is made numerically?

3.1.2 Quadratic elements

First of all, one will consider the use of quadratic boundary element approximation [12].

Quadratic element expressions of the coordinates \( r \) and \( z \) along a boundary element are given by
\[ r(\eta) = \frac{1}{2} \eta^2 (r_r - 2r_0 + r_\text{c}) + \frac{1}{2} \eta (r_r - r_\text{c}) + r_0 \]  

and

\[ z(\eta) = \frac{1}{2} \eta^2 (z_\text{s} - 2z_0 + z_\text{c}) + \frac{1}{2} \eta (z_\text{s} - z_\text{c}) + z_0, \]

using the dimensionless coordinate \( \eta \) \((-1 \leq \eta \leq 1)\), the coordinates \((r_r, z_\text{s}), (r_\text{c}, z_0)\) and \((r_\text{c}, z_\text{s})\) at the mesh points shown in Fig.2. Similarly, using the dimensionless coordinate \( \eta_\text{s} \) corresponding to the singular point \( \xi(a, b) \), the coordinates \( a \) and \( b \) are given by

\[ a = \frac{1}{2} \eta_\text{s}^2 (r_\text{c} - 2r_0 + r_\text{c}) + \frac{1}{2} \eta_\text{s} (r_\text{c} - r_\text{c}) + r_0 \]

and

\[ b = \frac{1}{2} \eta_\text{s}^2 (z_\text{s} - 2z_0 + z_\text{s}) + \frac{1}{2} \eta_\text{s} (z_\text{s} - z_\text{s}) + z_0. \]

The distance between \( \xi(a, b) \) and \( x(r, z) \) can now expressed as

\[ \rho = \sqrt{(r - a)^2 + (z - b)^2} \]

\[ = \sqrt{\left(\frac{\eta - \eta_\text{s}}{2} (r - 2r_0 + r_\text{c}) + \frac{\eta - \eta_\text{s}}{2} (r_\text{c} - r_\text{c})\right)^2 + \left(\frac{\eta^2 - \eta_\text{s}^2}{2} (z - 2z_0 + z_\text{s}) + \frac{\eta - \eta_\text{s}}{2} (z_\text{s} - z_\text{s})\right)^2} \]

\[ = |\eta - \eta_\text{s}| \sqrt{\left(\frac{\eta + \eta_\text{s}}{2} (r - 2r_0 + r_\text{c}) + \frac{r_\text{c} - r_\text{c}}{2}\right)^2 + \left(\frac{\eta + \eta_\text{s}}{2} (z - 2z_0 + z_\text{s}) + \frac{z_\text{s} - z_\text{s}}{2}\right)^2}. \]  

(52)

On the other hand, the Jacobian \( |J(\eta)| \) used in the following type of numerical integral,

\[ \int f(r) d\Gamma = \int_{\xi} f(\eta) |J(\eta)| d\eta, \quad \text{i.e.,} \quad d\Gamma = |J(\eta)| d\eta, \]

has the form of

\[ |J(\eta)| = \sqrt{\left(\frac{dr}{d\eta}\right)^2 + \left(\frac{dz}{d\eta}\right)^2} = \sqrt{\left((r - 2r_0 + r_\text{c}) \eta + \frac{r_\text{c} - r_\text{c}}{2}\right)^2 + \left((z - 2z_0 + z_\text{s}) \eta + \frac{z_\text{s} - z_\text{s}}{2}\right)^2}. \]

(54)

Equation (52) can be therefore expressed in the form
\[ \rho = |\eta - \eta_s| \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \]  

(55)

with the use of the Jacobian given by Eq.(54). Consequently, Eq.(49) can be rewritten as

\[ I_o = \frac{1}{2\pi} \frac{\partial \phi^{(l,m)}}{\partial \Gamma} \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \right] \lim_{\delta \to 0} \left\{ \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\eta + \frac{\eta_s}{2}\right) \right| \right] \cdot \int_{-1}^{1} \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \, d\eta + \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\eta + \frac{\eta_s}{2}\right) \right| \right] \cdot \int_{\eta_s + \delta}^{1} \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \, d\eta \right\} . \]  

(56)

Note that \(|f((\eta + \eta_s)/2)|\) and \(|J(\eta)|\) in Eq.(56) agree to each other when \(\eta = \eta_s\). Then, Eq.(56) can be further rearranged in the form

\[ I_o = \frac{1}{2\pi} \frac{\partial \phi^{(l,m)}}{\partial \Gamma} \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \right] \lim_{\delta \to 0} \left\{ \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\eta + \frac{\eta_s}{2}\right) \right| \right] \cdot \int_{-1}^{1} \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \, d\eta + \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\eta + \frac{\eta_s}{2}\right) \right| \right] \cdot \int_{\eta_s + \delta}^{1} \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \, d\eta \right\} + \frac{1}{2\pi} \frac{\partial \phi^{(l,m)}}{\partial \Gamma} \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \right] \lim_{\delta \to 0} \left\{ \int_{-1}^{1} \frac{1}{\eta - \eta_s} \, d\eta + \int_{\eta_s + \delta}^{1} \frac{1}{\eta - \eta_s} \, d\eta \right\} . \]  

(57)

The singularities in the first two integrals in Eq.(57) are eliminated, while the second term on the RHS is the Cauchy principal integral itself. Because of this, the quantity \(I_o\) can be numerically calculated as

\[ I_o = \frac{1}{2\pi} \frac{\partial \phi^{(l,m)}}{\partial \Gamma} \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \right] \int_{-1}^{1} \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \, d\eta + \frac{1}{2\pi} \frac{\partial \phi^{(l,m)}}{\partial \Gamma} \left[ \frac{1}{\eta - \eta_s} \cdot \left| f\left(\frac{\eta + \eta_s}{2}\right) \right| \right] \cdot \log \frac{1 - \eta_s}{1 + \eta_s} . \]  

(58)

The standard Gauss quadrature scheme [13] can be applied to the first term on the RHS of Eq.(58).

3.1.3 Straight line elements

The above discussion can be repeated for straight line boundary elements such as constant and linear elements when one assumes
\[ r_0 = \frac{r_++r_-}{2}, \quad z_0 = \frac{z_++z_-}{2}. \]  

Following Eq.(59), the coordinates \((r, z)\) along a straight line elements can be written in the form
\[ r(\eta) = \frac{1}{2} \eta (r_--r_+) + \frac{r_++r_-}{2}, \quad z(\eta) = \frac{1}{2} \eta (z_--z_+) + \frac{z_++z_-}{2}. \]  

Also, the coordinates of the singular point \((a, b)\) are given by
\[ a = \frac{1}{2} \eta_a (r_--r_+) + \frac{r_++r_-}{2}, \quad b = \frac{1}{2} \eta_a (z_--z_+) + \frac{z_++z_-}{2}. \]  

In this case, the distance \(\rho\) between the points \((r, z)\) and \((a, b)\) can be simply expressed as
\[ \rho = |\eta - \eta_a| \sqrt{\left(\frac{r_--r_+}{2}\right)^2 + \left(\frac{z_--z_+}{2}\right)^2}. \]  

from Eq.(52). As the Jacobian is given by
\[ |J(\eta)| = \sqrt{\left(\frac{r_--r_+}{2}\right)^2 + \left(\frac{z_--z_+}{2}\right)^2}. \]  

in this case, one finds that Eq.(62) agrees with
\[ \rho = |\eta - \eta_a| \cdot |J(\eta)|. \]  

Since one can now write as (see Eq.(53))
\[ \frac{d\Gamma}{\rho} = \frac{d\eta}{|\eta - \eta_a|}, \]  

the integral \(I_o\) given by Eq.(49) is expressed in the form
\[ I_o = \frac{1}{2\pi} \frac{\partial \phi^{(i,m)}(\xi)}{\partial \Gamma} \bigg|_{\xi} \left\{ - \int_{r_{o--r_+}} \frac{1}{\rho} d\Gamma + \int_{r_{o--r_+}} \frac{1}{\rho} d\Gamma \right\} \]
\[ = \frac{1}{2\pi} \frac{\partial \phi^{(i,m)}(\xi)}{\partial \Gamma} \lim_{\delta \to 0} \left\{ \int_{\eta_--\delta}^{\eta_+} \frac{1}{\eta - \eta_5} d\eta + \int_{\eta_5}^{\eta_--\delta} \frac{1}{\eta - \eta_5} d\eta \right\}. \]  

for straight line boundary elements. As the RHS of Eq.(66) is described using the Cauchy principal value integral only, the value of \(I_o\) can be easily calculated as
\[ I_o = \frac{1}{2\pi} \frac{\partial \phi^{(i,m)}(\xi)}{\partial \Gamma} \bigg|_{\xi_5} \left\{ \log \frac{1-\eta_5}{1+\eta_5} + \frac{1}{2\pi} \frac{\partial \phi^{(i,m)}(\xi)}{\partial \Gamma} \bigg|_{\xi_5} \right\} \cdot \log \frac{R}{R}. \]  

Here, \(R^-\) and \(R^+\) denote the values of distance \(\rho\) at two extreme points on a straight boundary.
element. It should be noted that $I_o = 0$ for constant elements since $\eta_s = 0$ ($R_c = R_v$) in this case.

### 3.2 Integrals in terms of $(1/r)(\partial \psi' / \partial m)$

Next, one investigates the limits of the integrals

$$\lim_{\rho \to 0} \frac{1}{r} \int \frac{\partial \psi'}{\partial \rho}(\partial \psi(x))d\Gamma$$

and

$$\lim_{\rho \to 0} \int \frac{1}{r} \frac{\partial \psi'}{\partial n}(\partial \phi^{m,n}(x))d\Gamma.$$

One already knows from Eq.(13) that, when $\rho \to 0$ ($r \to a$, $z \to b$),

$$\frac{\partial \psi'}{\partial m} \rightarrow D_0(\theta) + D_1(\theta)\log \rho + D_2(\theta)/\rho$$

$$= \frac{m_r (\log 8a - 1)}{4\pi} - \frac{m_r}{4\pi} \cdot \log \rho + \frac{m_r \cos \theta + m_z \sin \theta}{2\pi}.$$  \hspace{1cm} (68)

Now consider the term $(m_r \cos \theta + m_z \sin \theta)/\rho$ in Eq.(68). When $\rho \to 0$, the components of a unit normal vector, $n_r$ and $n_z$, defined for any point on the boundary agree with those of $m_r$ and $m_z$ at the fixed point $\xi = (a, b)$, i.e., $n_r = \sin \theta \rightarrow m_r$ and $n_z = -\cos \theta \rightarrow m_z$. Because of this, $m_r \cos \theta + m_z \sin \theta$ approaches $-m_r m_z + m_z m_r = 0$ in the limit. For straight-line boundary elements such as constant and linear elements, the term $(m_r \cos \theta + m_z \sin \theta)/\rho$ is entirely zero since $n_r = m_r$ and $n_z = m_z$ are satisfied independently of the limit $\rho \to 0$.

With the notations $\rho_r = r - a = \rho \cos \theta$ and $\rho_z = z - b = \rho \sin \theta$, the limit can be written as

$$\lim_{\rho \to 0} \frac{m_r \cos \theta + m_z \sin \theta}{\rho} = \lim_{\rho_r \to 0} \frac{m_r \rho_r + m_z \rho_z}{\rho_r^2 + \rho_z^2}.$$  \hspace{1cm} (69)

As a matter of fact, this limit is finite even for quadratic and higher order boundary elements. The proof was already given at Section 4.2 in the previous work for SBIE [5].

Equation (68) can now be expressed as

$$\frac{\partial \psi'}{\partial m} \approx \frac{m_r}{4\pi} \frac{1}{\rho} + \text{const.}$$  \hspace{1cm} (70)

when $\rho \to 0$, i.e., the points $(a, b)$ and $(r, z)$ approach each other. As a result, the boundary integrals in terms of $(1/r)(\partial \psi' / \partial m)$ can be numerically performed as
\[
\int_{r_0} \frac{1}{r} \frac{\partial \psi^*}{\partial m} \, d\Gamma = \int_{r_0} \left( \frac{1}{r} \frac{\partial \psi^*}{\partial m} - \frac{m}{4\pi a} \log \frac{1}{\rho} \right) d\Gamma + \int_{r_0} \frac{m}{4\pi a} \frac{1}{\rho} \, d\Gamma \quad (71a)
\]

and

\[
\int_{r_0} \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \phi^{(l,m)}}{\partial n} \, d\Gamma = \int_{r_0} \left( \frac{1}{r} \frac{\partial \psi^*}{\partial m} \frac{\partial \phi^{(l,m)}}{\partial n} \right) d\Gamma + \int_{r_0} \frac{m}{4\pi a} \frac{1}{\rho} \frac{\partial \phi^{(l,m)}}{\partial n} d\Gamma \quad (71b)
\]

when the point \((a, b)\) is located within the boundary element under consideration. In each equation, the ordinary Gaussian quadrature rule can be applied to the first integral of the RHS, since the singularity is eliminated by the subtraction. The second integral can be performed analytically for constant and linear elements \([2]\), or can be dealt with accurately using the logarithmic Gaussian quadrature formula \([13]\).
4. Numerical examples

‘Discontinuous’ constant, linear and quadratic boundary elements were adopted for all analyses described below to avoid the difficulties which tend to occur in the vicinity of a ‘corner’.

4.1 Square plasma

Assume hypothetical square plasma, 1.0m each side, as shown in Fig.3. The boundary condition \( \psi = 0 \) is imposed along each side of the square. In this case, an analytic solution exists [3] for the equation with a monomial \( r^l z^m \) source term:

\[
- \left\{ \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} \right) + \frac{\partial^2}{\partial z^2} \right\} \psi = r^l z^m \quad (l \geq 0, m \geq 0). \tag{72}
\]

Section 4.1.1 Comparison between HBIE and SBIE solutions

Hyper singular boundary element analyses were performed using constant, discontinuous linear and discontinuous quadratic boundary elements for a monomial source \( r^l z^2 \). In these three types of calculations, a total of 192 node points was commonly employed. That is, each side of the square was equally divided into 48, 24 and 16 boundary elements respectively for constant, linear and quadratic element computations.

As an evidence to show the validity of the present formulation, it was demonstrated that the values of the free term numerically given by Eq.(40) in Section 2.6 were almost equal to the exact value, 1/2. In the double precision computation with constant elements, for example, the values for 192 node points lie between 0.49999999269242 and 0.50000000496015.

Figure 4 shows the three types of HBIE results of \( \partial \psi / \partial n \), the normal derivative of magnetic
flux along the boundary A-B-C-D-A shown in Fig.3. The analytic solution is also shown in Fig.4. The variation in $\frac{\partial\psi}{\partial n}$ is almost the same among the constant, the linear and the quadratic element HBIE computation results; large discrepancies are not found.

The HBIE results were also compared with the SBIE results. Figure 5 represents only results obtained using constant boundary elements. In this comparison, discrepancies are found at points near the corners B and C; the HBIE results are a little larger than the SBIE results. The same tendencies were also found even when the linear and the quadratic elements were used.

**Figure 6(a)** shows the contour map of magnetic flux, $\psi$, inside the domain, which was obtained through the HBIE analysis with discontinuous quadratic boundary elements. In contrast, **Fig.6(b)** shows the SBIE solution with the same boundary elements for the same problem. In both figures the solid lines denote the BEM solution, while the dashed lines show the analytic solution. Between the two BEM solutions of $\psi$ shown in Fig.6, there does not seem to be much differences.

However, the relative errors of the above quadratic element HBIE solution from the analytic one, defined by $\varepsilon = \frac{(\text{BEM-analytic})}{\text{analytic}} \times 100 \%$, are quite larger than those of the SBIE solution, as
shown in Fig.7. In Table 1, a total of 2500 internal points is categorized into four groups according to the different levels of the relative error. There is no point where the error is less than 0.1% in the hyper singular BIE calculation results. In contrast, in the standard BIE calculation results 2472 out of 2500 points, i.e., over 98.8% points represent less than 0.01% errors.

### Table 1

<table>
<thead>
<tr>
<th>Error Group</th>
<th>Number of Points</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1% - 1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01% - 0.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001% - 0.01%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 0.001%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Section 4.1.2  Refined mesh structures to improve the accuracy**

Why are the large errors observed in the HBIE solutions in spite of the use of discontinuous boundary element? One possibility of the reason is that this square plasma geometry has the four ‘corner’ points. To improve the accuracy, the authors performed additional HBIE analyses with refined mesh structures of quadratic boundary elements applied in the vicinity of each corner point.

In the analyses, each side of the square was divided into one coarse mesh region (0.8m in length) and two fine mesh regions (0.1m long for each), as illustrated in Fig.8. On the coarse mesh region, 16 boundary elements were commonly used. In contrast, 10 (Case 1) or 20 (Case 2) boundary elements were employed on each fine mesh region. A total of 144 boundary elements (432 node points) was used for Case 1, while 224 boundary elements (672 node points) for Case 2.

### Fig.8  Refined mesh structure for the square plasma problem

The relative errors in the HBIE solutions with these refined mesh structures were investigated. Contour maps of the error for Case 1 and Case 2 are respectively shown in Fig.9(a) and Fig.9(b). The relative errors in both cases are also categorized into four groups in Table 2. Over 89.4% points
for Case 2 represent less than 0.01% errors. Apparently the accuracies in HBIE solutions have been improved by introducing the refined mesh structure, although the accuracies do not exceed the ones in SBIE solutions. It is suggested that one needs to employ a large number of node points in the vicinity of the corner to obtain accurate HBIE solutions for a geometry having corner points.

Fig.9  Relative errors in the refined SBIE solutions for the square plasma

Table 2  Error tendency in the refined HBIE solutions for the square plasma

<table>
<thead>
<tr>
<th>Node Points</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>878</td>
<td>0.001%</td>
</tr>
<tr>
<td>1806</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

One will investigate this effect of corner points again in the next section, dealing with a geometry that has no corner.

4.2 Circle plasma

One here considers circle plasma of radius 1.0m, center $(r, z) = (1.0m, 0.0m)$ in the $rz$ plane. It should be noted that this circle boundary has no ‘corner’ points. One also assumes distributed source $\mu_0 r f_0 = r^2 z^2$ inside the circle, in the same way one performed for the square plasma in the previous section. For both HBIE and SBIE calculations, the circle boundary was equally divided into 60 discontinuous quadratic boundary elements so that 180 nodal points were located along the boundary.

The boundary condition $\psi = 0$ was imposed along the circle boundary. In this case, no analytic solution exists. Instead of a comparison with an analytic solution, one here investigates the relative deviation between the HBIE and SBIE solutions, which is defined by $\epsilon = \frac{(\text{HBIE} - \text{SBIE})}{\text{SBIE}} \times 100\%$.

As shown in Fig.10 and Table 3, the relative deviations are quite small. Out of a total of 1900 internal points, 878 points (over 46.2%) show less than 0.001% deviations; 1806 points (over 95.0%) represent less than 0.01% deviations. This fact suggests that for a boundary having no corner point,
the accuracies of the HBIE solutions are almost the same as those in the SBIE calculations.

Fig. 10 Relative deviation between HBIE and SBIE solutions for the circle plasma

Table 3 Tendency of deviation between HBIE and SBIE solutions for the circle plasma

4.3 Tokamak geometry

One here considers a problem of modelling the JT-60 tokamak-device. The reference solutions of plasma current density and magnetic flux had been obtained from an analysis using a reliable equilibrium code, SELENE, which is based on the finite element method [14]. An equilibrium computation was made based on a “hollow” current profile parametrization that has the form

\[
\phi(r, \psi) = c_0 \beta_\rho r^2 + (1 - \beta_\rho) R_0^2 (1 + 3X - 4X^2). \tag{73}
\]

Here, \(X = (\psi - \psi_S)/(\psi_S - \psi_M)\) in which \(\psi_M\) and \(\psi_S\) are the values of \(\psi\) on the magnetic axis and on the boundary, while \(\beta_\rho\) (= 0.70199) and \(R_0\) (=3.39927 m) denote the poloidal beta and the characteristic major radius, respectively.

This problem was again analyzed using the hyper singular and the standard boundary element method. The boundary condition \(\psi = 0\) was imposed at each nodal point along the boundary. The same current profile parametrization shown above was again assumed. The complete polynomial of the 8-th order was adopted to approximate the \(\mu_0 \psi\) distribution, and hence the polynomial consists of a total of 45 terms. To determine the polynomial expansion coefficients, a total of 1758 sampling points was automatically generated within the domain. The plasma boundary is approximated by a total of 57 discontinuous quadratic boundary elements, i.e., a total of 171 node points was employed.

As the source term given by Eq.(73) contains the unknowns of \(\psi\), this problem must be solved as an eigenvalue problem [3, 5, 15-17]. A total of 7 iterations was required in the BEM analysis when
the relative eigenvalue deviation was reduced to less than $10^{-4}$. The profiles of magnetic flux and current density thus obtained from the discontinuous quadratic BEM calculations are compared with the SELENE calculation results, as shown in Fig.11 and Fig.12. In each figure, the solid lines show BEM solutions, while the dashed lines denote the reference results obtained using the SELENE code. Both HBIE and SBIE results show good agreement with the reference data.

Figure 13 shows maps of relative errors of magnetic flux results obtained through the HBIE and SBIE computations respectively compared with the SELENE reference solution, say, $\varepsilon=\frac{(\text{BIE-Reference})}{\text{Reference}}\times100\%$. The total of 1758 internal points is classified into three groups in Table 4 according to the error levels. There is no large discrepancy of error tendency between the HBIE and the SBIE results, although near the boundary a larger number of points with more than 1.0% error are found in the HBIE results than in the SBIE results.

The ‘X-point’ indicated in Fig.11(b) and Fig.12(b) is only one ‘corner’ point in this tokamak problem. Why was the accuracy level in the HBIE solution almost the same as that in the SBIE solution in spite of the existence of X-point? One possible answer is that the accuracy in this case depends mainly on the polynomial approximation of current density distribution.
5. Conclusions

This is the first work to solve the HBIE corresponding to the Grad-Shafranov equation. The HBIE has been regularized up to the level of the Cauchy principal value integral. All boundary integrals converge to finite values. Results of test calculations indicate the followings:

(1) The present approach to solve the HBIE provides stable and tolerably accurate numerical solutions.

(2) For a domain having corner points, the HBIE solutions are less accurate than the SBIE ones in spite of the use of discontinuous boundary elements. A finer mesh structure needs to be employed to improve the accuracy. Further effort must be made to investigate this reason.

(3) The discrepancy between the HBIE and the SBIE solutions is quite small for a circle domain that has no corner point.

(4) There is no large discrepancy between the HBIE and the SBIE solutions for the problem of actual fusion device, JT-60, where the current density distribution is approximated using a 2-D polynomial.
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Appendix

List of derivatives of the fundamental solution

for the Grad-Shafranov equation

The fundamental solution:

$$\psi^* = \frac{\sqrt{ar}}{\pi k} \left[ 1 - \frac{k^2}{2}\right] K(k) - E(k)$$  \hfill (A1)

The derivatives:

$$\frac{\partial \psi^*}{\partial r} = \frac{r}{2\pi} \frac{1}{\sqrt{(r+a)^2 + (z-b)^2}} \left[ K(k) - \frac{r^2 - a^2 + (z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right]$$  \hfill (A2)

$$\frac{\partial \psi^*}{\partial z} = - \frac{1}{2\pi} \frac{z-b}{\sqrt{(r+a)^2 + (z-b)^2}} \left[ -K(k) + \frac{r^2 + a^2 + (z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right]$$  \hfill (A3)

$$\frac{\partial \psi^*}{\partial a} = \frac{a}{2\pi} \frac{1}{\sqrt{(r+a)^2 + (z-b)^2}} \left[ K(k) - \frac{a^2 - r^2 + (z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right]$$  \hfill (A4)

$$\frac{\partial \psi^*}{\partial b} = - \frac{1}{2\pi} \frac{b-z}{\sqrt{(r+a)^2 + (z-b)^2}} \left[ -K(k) + \frac{r^2 + a^2 + (z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right]$$  \hfill (A5)

$$\frac{\partial}{\partial a} \left( \frac{\partial \psi^*}{\partial r} \right) = - \frac{r+a}{(r+a)^2 + (z-b)^2} \frac{\partial \psi^*}{\partial r} + \frac{r}{2\pi} \frac{1}{\sqrt{(r+a)^2 + (z-b)^2}} \frac{1}{(r-a)^2 + (z-b)^2} \left[ \frac{r^2 - a^2 + (z-b)^2}{(r+a)^2 + (z-b)^2} \left\{ (r-a)K(k) + (r+a)E(k) \right\} - 2rE(k) + \frac{4a(z-b)^2}{(r-a)^2 + (z-b)^2} E(k) \right]$$  \hfill (A6)

$$\frac{\partial}{\partial b} \left( \frac{\partial \psi^*}{\partial r} \right) = \frac{z-b}{(r+a)^2 + (z-b)^2} \frac{\partial \psi^*}{\partial r} + \frac{ar(z-b)}{\pi} \frac{1}{\sqrt{(r+a)^2 + (z-b)^2}} \frac{1}{(r-a)^2 + (z-b)^2} \left[ \frac{1}{(r+a)^2 + (z-b)^2} \left\{ (r-a)K(k) + (r+a)E(k) \right\} - \frac{2(r-a)}{(r-a)^2 + (z-b)^2} E(k) \right]$$  \hfill (A7)
\[ \frac{\partial}{\partial a} \left( \frac{\partial \psi^*}{\partial z} \right) = -\frac{r + a}{(r + a)^2 + (z - b)^2} \frac{\partial \psi^*}{\partial z} + \frac{r(z - b)}{2\pi \sqrt{(r - a)^2 + (z - b)^2}} \frac{1}{(r - a)^2 + (z - b)^2} \]

\[ \times \left[ \frac{r^2 - a^2 + (z - b)^2}{(r + a)^2 + (z - b)^2} \left( K(k) + E(k) \right) - 2E(k) - \frac{4a(r - a)}{(r - a)^2 + (z - b)^2} E(k) \right] \quad (A8) \]

\[ \frac{\partial}{\partial b} \left( \frac{\partial \psi^*}{\partial z} \right) = \left[ -\frac{1}{z - b} + \frac{z - b}{(r + a)^2 + (z - b)^2} \right] \frac{\partial \psi^*}{\partial z} + \frac{ar(z - b)^2}{\pi \sqrt{(r + a)^2 + (z - b)^2}} \frac{1}{(r - a)^2 + (z - b)^2} \]

\[ \times \left[ \frac{1}{(r + a)^2 + (z - b)^2} \left( K(k) + E(k) \right) - \frac{2}{(r - a)^2 + (z - b)^2} E(k) \right] \quad (A9) \]
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Table 1  Error tendency in HBIE and SBIE solutions for the square plasma

<table>
<thead>
<tr>
<th>Range of error levels</th>
<th>HBIE</th>
<th>SBIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon &lt; 0.01% )</td>
<td>0</td>
<td>2472</td>
</tr>
<tr>
<td>( 0.01% &lt; \varepsilon &lt; 0.1% )</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>( 0.1% &lt; \varepsilon &lt; 1.0% )</td>
<td>2258</td>
<td>2</td>
</tr>
<tr>
<td>( \varepsilon &gt; 1.0% )</td>
<td>242</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>2500</td>
<td>2500</td>
</tr>
</tbody>
</table>

Table 2  Error tendency in the refined HBIE solutions for the square plasma

<table>
<thead>
<tr>
<th>Range of error levels</th>
<th>Case 1 (144BEs)</th>
<th>Case 2 (224BEs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon &lt; 0.01% )</td>
<td>1856</td>
<td>2236</td>
</tr>
<tr>
<td>( 0.01% &lt; \varepsilon &lt; 0.1% )</td>
<td>594</td>
<td>260</td>
</tr>
<tr>
<td>( 0.1% &lt; \varepsilon &lt; 1.0% )</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td>( \varepsilon &gt; 1.0% )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>2500</td>
<td>2500</td>
</tr>
</tbody>
</table>
Table 3  Tendency of deviation between HBIE and SBIE solutions for the circle plasma

<table>
<thead>
<tr>
<th>Range of deviation levels</th>
<th>Number of points</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon &lt; 0.001%$</td>
<td>878</td>
</tr>
<tr>
<td>$0.001% &lt; \varepsilon &lt; 0.01%$</td>
<td>928</td>
</tr>
<tr>
<td>$\varepsilon &gt; 0.01%$</td>
<td>94</td>
</tr>
<tr>
<td>Total</td>
<td>1900</td>
</tr>
</tbody>
</table>

Table 4  Error tendency in HBIE and SBIE solutions for JT-60

<table>
<thead>
<tr>
<th>Range of error levels</th>
<th>HBIE</th>
<th>SBIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon &lt; 0.1%$</td>
<td>395</td>
<td>443</td>
</tr>
<tr>
<td>$0.1% &lt; \varepsilon &lt; 1.0%$</td>
<td>1294</td>
<td>1296</td>
</tr>
<tr>
<td>$\varepsilon &gt; 1.0%$</td>
<td>69</td>
<td>19</td>
</tr>
<tr>
<td>Total</td>
<td>1758</td>
<td>1758</td>
</tr>
</tbody>
</table>
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