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Abstract—In this paper we describe the development of an
intonation model and a duration model to generate sody for
the Filipino language. Z-scores of normalized durabns are used
for the duration model and the Tilt parameters are sed for the
intonation model. The Filipino Speech Corpus (FSC)is the
source of statistical data for modeling the duratia and
intonation. A Classification and Regression Tree (CRT)
generator is used to build the model for duration ad intonation.

The Harmonic plus Noise Model (HNM) is developed fothe
FSC. The diphones are concatenated to produce the nsketic
speech and HNM is used to modify the prosody.

The synthesized speech is evaluated using the Meampion
Score (MOS). Results show that the duration modelra the
intonation model needs improvement. HNM synthesis ggforms
slightly better than TD-PSOLA (time-domain pitch syncronous
overlap-add).

Index Terms—Filipino, Speech Synthesis, Prosody, HNM

. INTRODUCTION

Speech synthesis is the automatic generation ofcépe
waveforms with the use of a machine. Speech ipthpary

Processing (DSP) Laboratory. All implementationgdishe
time domain pitch synchronous overlap-add (TD-PSPLA
method.

Corpus and Liampo [1], in 2001, developed a cormtirsu
text-to-speech synthesizer of Tagalog words with 20
phonemes of the language used as basic acoustiital Ln
this project, only the intonation part of the prdgg@eneration
was put to use. They used punctuation marks aetitk of
sentences to determine the appropriate intonatttenn. The
prosody evaluation test for the Tagalog sentencedused
unsatisfactory results.

In 2002, prosody development for Filipino Text-tpegch
systems [2] was done. In line with this, the FilipiSpeech
Corpus (FSC) was built. The FSC was used as thesaf
data for the project. lIsolated words were used as
concatenation units, and paragraphs and sentemcedkei
corpus were used as source of prosody. Dynamic Time
Warping (DTW) was used to align the pitch contouwd a
produce the duration contour. Acceptability tesbved that

the produced synthesized speech is comparable to

means of communication between people; hence, Bpeeccommercially available Text-to-Speech (TTS) systeifise

synthesis is a natural way for man-machine intexfac
Synthetic speech may be used in several applicatian
important application of speech synthesis is indig and

system was used in in 2007 to generate the syotbpéech
of the English text translated to Filipino [3].
A concatenative synthesis of two-syllable Filipinmrds

communication aid for the handicapped. With speech[4] was developed to address the problems assdoidtk the

synthesis, digital talking books which will onlyoéire text
inputs are now available. Synthesized speech ghedeaf
and vocally handicapped an opportunity to commuai@éth
people who do not understand sign language. Syindtes
speech can also be used as an educational todpfarial
tasks such as spelling and teaching pronunciatiodifferent
languages. It can also be used with interactivecational
applications. Synthetic speech can also be uséueractive
games, automated call centers and hand-held devares
quick information.

Initially, the research in speech synthesis is $ecuin
producing intelligible speech. Current synthesizars now
able to produce intelligible speech, and the newal §® the
improvement of naturalness of synthesized speeclhyoéd
model of prosody is necessary for synthesized $pdec
sound natural.

Several Text-to-Speech synthesis systems of thipirfil
language have been developed in the UP Digital &ign
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Tagalog TTS Synthesizer. Filipino words were chimared
to differentiate words of the same spelling butfediént
meaning, depending on the pronunciation.
characterization took note of the pitch and duratiof
utterance of each word. The synthesizer acceptssyilable
text and outputs all the possible utterances fait tlord.
Discontinuities at concatenation points degradeqtiity of
the synthesized word.

Much of the prosody generation used in the previous
Filipino TTS systems rely on a corpus of phrasesckvh
prohibits the synthesis of more phrases. In ApfiD2 an
automatic means of modeling the duration of Filip[B] was
developed. Syllables were used as acoustic urtigs dlration
of the generated synthetic speech was acceptalilehbu
syllable concatenation using TD-PSOLA needs todimed
for commercial acceptability.

The



To be able to produce a natural-sounding syntlspgeech,  diphones be extracted in the middle of an isolatedd [8],
prosody must be incorporated. Automation of thespdy only a few diphone samples were collected by foltmathis
generation is necessary in order to produce syntspeech  recommendation. Diphones that are not in the middlehe
that is not limited to a speech corpus. A parametethod of  isolated word were also stored.
concatenative synthesis is necessary to improveuhéty of The ParSen sub-corpus consisting of 81 phrasefeficale
synthetic speech. speaker and 96 phrases for the male speaker was als

Harmonic plus Noise Model (HNM) has shown the transcribed into syllables, words, and phrases. pheh
capability of providing high-quality synthesis apdosodic  contour of the ParSen sub-corpora was extractewlguan
modifications [6]. The result of the listening tesinducted in  autocorrelation method.

[7] shows that HNM scores higher than TD-PSOLA in
intelligibility, naturalness, and pleasantness. i )

This paper presents the incorporation of prosodidets of The NLP module provides the necessary string oécipe
the duration and intonation of Filipino speech, amme  Units and the correct prosody that was used byDigital
application of HNM to Filipino speech synthesis.eThext ~ Signal Processing module in producing the syntleesiz
part of this paper is devoted to processes invoindalilding ~ SPeech. The speech units were extracted from et irext
the prosodic models, and a description of the aimlgnd  USiNg & simple text analyzer. The text analyzelized a
synthesis of speech based on HNM. This is follovgda IeX|_con which tra_mslated thg word_s in the mput_teene to
presentation of the results from listening testsd am  their corresponding phonetic spelling and then ighahes.
conclusion on the quality of the synthesized speEatally, For words that were not present in the lexicoretetb-sound
recommendations on improving the quality of thetsgaized ~ rules were applied.
speech are presented. _ )

This work was supported by the Office of the Vice Duration Modeling

B. Natural Language Processing (NLP) Module

Chancellor for Research and Development, Universitthe To produce the desired speed of the synthesizeethpa
Philippines Diliman, under the Open Grant. model of th_e dL_Jratlon of F|I|p|no_was developed.
A Classification and Regression Tree (CART) wasiuse
. METHODOLOGY the model for the dqrations. The CART was trained Z-
scores, or the normalized duration of the phonegugatures
A Data extracted from the text. These features were theeigt) next,

The data were taken from two chosen speakersieom&le  and previous phone, the classification of the phaceording
and one male, in the Filipino Speech Corpus. Thadgtaphs-  to voicing, the relative position in the syllablprd, and
Sentences (ParSen) sub-corpus and the Words spbscor sentence, and the number of phones, syllablesyands in
were used. Both sub-corpora were transcribed aplimne  the current syllable, word, and sentence, respalgtiv
level based on the DSP26 phone set and some additio Training was done using Wagon, the CART generation

phones, as shown in Table I. program of the Edinburgh Speech Tools suite usio &f
the ParSen subcorpus; i.e., 65 phrases for ferpaleker and
MomHEDTDAsBPLzEa!-mNEsET 76_ phrases for male speaker. The remaining 20% seas
aside for the test set; 16 phrases for female speakd 20
lal Ibl ) Ing/ Y 12/ phrases for male speaker.

lel k! 1l Ip/ fts/

il 1dr n Il Y fepil X _ o i

To model the intonation of Filipino Speech, Tilt debd was
fol 4 fm/ Isl i fal used. Tilt expresses the overall shape of the evEne
Il et} Inl Ishi Iyl /pau/ | intonation event label of the phone was added énfélatures
used in the duration modeling. These features weeal in
the CART training for the Tilt parameters such asation,
amplitude, tilt, position of the peak, and startpitch of the

Intonation Modeling

The phones that were added were /pau/ (inter-semten
pauses), /q/ (glottal stop), and /epi/ (epinthsiience or inter- event. The duration is the sum of the rise anddathtions of

phone silences). the event. Amplitude is the sum of the magnitudethe rise
Two corpora for each speaker, male and female, were

q e d el f and fall amplitudes. Position of the peak is whire rising
prepared — atralnl_ng corpus was use to cre_atm STor avent stops and the fall begins. Starting pitckhés pitch at
the duration and intonation, and a synthesis cofpughe

the point from which all other calculations mayrbade. The

waveform synthesizer. . training was done using Wagon and the trainingceasisted
The synthesis corpus is a database of diphoneactett 4 the same set used in duration modeling.

from the Words sub-corpora. A unique sample of ever
diphone in the middle of an isolated word and thbse are in
the boundaries were stored. Although it is recondedrthat
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C. Digital Sgnal Processing Module For voiced frames, voiced frequencies were detexchiny

Harmonic Plus Noise Model (HNM) implemented in [9] & peak-peaking algorithm and ‘harmonic test' [6heTlast
was used to synthesize speech. The HNM has thraseph  Voiced frequency determined the maximum voiceduesgy

analysis, post-analysis, and synthesis. (Fmy) of the current frame.
The initial pitch estimate was refined using thegfiencies
HNM Analysis that were classified as voiced and minimizatiorthef error

HNM parameters were estimated in the analysis phase  criterion,E(f,), shown below:

interval of the possible pitch values was defined bte Ln

between 40 to 400 Hz. E(f,) = Z Ifi—i- )2 @)
A speech segment was windowed with length that is R —

dependent on the lowest expected fundamental fregue where f, =refined pitch

typical Hanning window was used. f, = voiced frequencies
Initial pitch was estimated by maximizing the edmat L, =number of voiced frequencies
Y(P)=P- Z r(l-P) 1) Using the stream of refined pitch values, the asialgime-
o l=—co _ instantst, were set at a pitch-synchronous rate on the voiced
whereP = period in the seffS/foma fSforin] and the function o rtigns of speech, and at 10 ms on unvoiced setgmen
r(k), which is anwautocorrelatlon function, is defirsed | £t = ¢l 4 P(th) (5)
r(k) = z SOWAD)s(t + W2(t + k) @) whereP(t}) is the pitch period at analysis time-instant.

t=—o0
wheres = speech signal
w = analysis window (Hanning window) L i
The initial pitch estimate was used to generate aWhichisgivenby:

Amplitudesa, and phaseg,were estimated for eadf by
computing the complex amplitudé,j of thekth exponential

synthesized signaf(t). The voiced/unvoiced decision was sz?*xWz(t)s(t)e—ﬂnkfot
made by comparing the normalized error over the fiour A, = — (6)
harmonics of the estimated pitch to a given thrieshd5 dB, Zi:‘fiz w2(t)
as shown in (3). where s= original signal ‘
I (NBIEINGIE w = weighting function
= f4-.3fo S(A)I2 3) N = integer closest to the local pitch period
0.7fo ISUOI . fo = fundamental frequency
where |§f)|= original spectrum and|S(f)] = synthetic Noise parameters were estimated around egchThe
spectrum. original spectral density function was modeled 158 order

AutoRegressive (AR) filter using a correlation thesethod.

Analysis time-instants of diphone s-a

B e ) HNM Post-Analysis
o | 1 The target duration from the duration model andyiosl
duration of the diphones were used to compute ime t
modification factorf. Phone boundaries within the diphones
| |‘ A e O were computed to have the duration of the two phaiece
I ‘I i‘ ‘ I‘ H ‘ H‘ I “I il they have different durations. This way, the dipgd®mave
different values off which were determined by dividing the
| target duration with the original duration.
06 q . . .
el [— a The target pitch contour from the intonation moeleds
L Amalyais tima instarts | divided by the original pitch contour estimatedtie analysis
5 = 0 = - =0 phase to determine the pitch modification faetor
Samples In the analysis phase, the HNM analysis windowsewer
placed in a pitch synchronous way regardless ofptigition
of the glottal closure instants. This simplifiese thnalysis
o o ) ) process but increases the complexity of the syigh®hase
An example of voicing decision of the diphone /s@/  mismatch between frames from different acoustisumiust
shown in Fig. 1. The dotted line shows that framéh the be considered. To solve this problem, a method ther

phone & were classified as unvoiced (value of 0), while gynchronization of signals based on the notion efter of
frames with the phone/ were classified as voiced (value of gravity [9] was applied. The method states thattié

1). Analysis time-instants are indicated by stars.

Armplitude

Fig. 1. Voicing decision of the diphone /s-a/ #wdhlysis time-instants
placement.

estimated phases(kw,) from the complex amplitude() at
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the frequency samplésv, are corrected by

é(kwo) = 43(1“00) - k(ﬁ((uo) (7)
then all the voiced frames will be synchronizeduab their
center of gravity. Using (7), the estimated phas@av,) are
replaced withd (kw,).

The A was then interpolated to obtain an envelope of thek

complex speech spectrum.

HNM Synthesis _
Synthesis time instant&Y must be estimated initially to be
used in the synthesis of harmonic and noise pdrtthe

synthesized speech. Shown in Fig. 2 is an example o

synthesis time instants estimation. For synthesith wo
prosody,t, will also bet. In case of prosody modifications,
the synthesis time instants were derived from #ngett pitch
contour and time modification factor. First, theget pitch
contour of each phone in the diphone was resantplddeir
respective desired duration. Then the synthesis tiris was
generated by applying (8) and (9), whéyés the sampling
frequency, T, is the pitch periodP is the resampled pitch
contour ands is the location of the synthesis time instant,
starting at g= 1:

Ty = fs + P(s;) (8)

Siv1 = [si + Ti] 9)

Then a virtual time axis was derived from scalirfgtiee

analysis time axis to be of the same length assymhesis
time axis to map the analysis time axis to the tsgsis time
axis. The mapping is done by finding the neareatyais time
axis element to the virtual time axis element. (50)sed for
the mapping.

min(|aj -

j=1,2,...N (10)

5 L .
Anglysiz time-axis

& \l- \L .I A 4 & & .I
& ‘ a_:t; X ,‘ ¥ ,‘1 ;l: i

Fig. 2. Estimation of Synthesis Time-instantsBiphone /a-a/

“drtual time-axis

Synthesis time-axis

For the synthesis of the harmonic part, the complex

amplitude envelope was resampled at the harmorfidkeo
fundamental frequencieg) of everyt, for no prosody. In the
case of prosody modifications, the fundamental fesgies
were multiplied with the pitch scale modificatioactor o at
everyt, to shift the harmonic frequencies. Then the comple
amplitude envelope was sampled at the shifted haiomo
frequencies.

For the synthesis of the harmonic part of a frathé&) was
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applied.

L
A = D At mho(teth a
k=-L
L is the number of harmonics included in the harmqairt:
= F(t))/f, (t}) andA,(t)) is the complex amplitude of the
kth harmonic with4d_, = A;.

For the synthesis of the noise part, a unit-vagantite
Gaussian noise was created and filtered using malized
all-pole filter which was designed using the AR fticgents
from the analysis phase. The filtered output waenth
multiplied with the envelope of variance. A highspdfilter
with a cut-off frequency equal to the,JFwas created to filter
the noise part of a voiced frame. The noise pars teen
synthesized by modulating the overlap-added frami#éis a
time domain envelope which was synchronized withphch
period.

The harmonic part and noise part were added tdhegize
the diphone.

To be able to measure the effectiveness of thetidara
model, intonation model and the synthesizer seplgragight
phrases were synthesized for each test set phnaitethe
original phrase as control.

The test contains 10 phrase sets, consisting dérdift
phrase types, rated using the Mean Opinion Scor&@SM
method, which is a scale of 1 (Bad) to 5 (Exce)lefihe 10
phrase sets were repeated three times and the meflthe
repetitions was taken as the score of the sentence.

Listening tests were conducted for the female aradem
speaker. For both speakers, the test was condwdthdl5
listeners.

Regardless of the speaker, results (presented lite Ti§
show that the synthesized speech that uses duratioh
intonation models give output comparable to syniees
speech that uses actual prosody. HNM with prosotidels
has similar performance to TD-PSOLA. HNM performs
slightly better than TD-PSOLA when used with actual
prosody. This shows that, with a better prosodici@hoHNM
can possibly score higher than TD-PSOLA.

The low scores obtained by simple concatenation of
diphones shows the importance of prosody on syizibeés
speech.

Diphone samples are also major contributor to theity of
the synthesized speech. Some samples are toossiubrthat
voicing decisions tend to be erroneous.

TESTING ANDRESULTS



TABLE Il
LISTENING TESTRESULTS

Phrase Tvpe Female Speaker Male Speaker
P MOS | SD° | MOS | SD
Original 4.93 0.26 4.90 0.29
HNM + Predicted Duration +
Actual Pitch 2.80 0.59 2.72 0.58
HNM + Actual Duration +
Predicted Pitch 289 0.66 263 0.53
HNM + Predicted Duration +
Predicted Pitch 275 052 262 045
HNM + Actual Duration +
Actual Pitch 3.00 0.62 2.73 0.55
TD_PSOLA + Predicted
Duration + Predicted Pitch 275 0.60 263 054
TD_PSOLA + Actual 1
Duration + Actual Pitch 283 055 269 053 [1]
S|m'p|e concatenation of 235 0.87 243 0.73
diphones 2]

2S.D. (standard deviation)

[V. CONCLUSIONS (3]

The results showed that diphone concatenation ugiag
HNM produces synthesized speech that is betweerr poo
(MOS of 2) and fair (MOS of 3) quality. This meatisat
listeners tend to exert considerable to moderafertein [4]
understanding the synthesized speech.

With a small number of training data (65 phrasestfe
female speaker, and 76 phrases for the male spedker
results of the listening tests showed that the qafizsmodels
of duration and intonation developed for the Filjpianguage 6]
were able to provide synthetic speech that requires
considerable to moderate effort to be understoagd MOS of
2.75 for female speaker & 2.62 for male speakerthia [7]
synthetic phrase that uses predicted prosody.

Using actual prosody, the score of the developstesy that
uses HNM is slightly higher than the score of thistam that 8
uses TD-PSOLA. (8]

(5]

V. RECOMMENDATIONS

In order to improve the synthesis, we recommend thel]
following.
1.Design and develop a corpus for speech synthehis. T
corpus should contain more paragraphs and sentémces
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2.A corpus with nonsense words should be designed

have more data with which to train the CART and enor
isolated words which will be able to cover all fessible
diphones in Filipino language. In theory, incregsthe
training data would generate better models.

and
developed. This will allow for a more systematicywa
collecting unit speech samples or diphones. Theatips

will be extracted in the middle of the non-sensedso

3.In modeling the prosody, punctuation marks showdd b

added as features.

4.The transcriptions of the recordings must be asirate

as possible to have good samples of diphones for th
database.
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