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Abstract

This article considers a Bayesian estimation of the multivariate ordered
probit model using a Markov chain Monte Carlo (MCMC) method. The
method is applied to unit record data on the satisfaction experienced by
tourists. The data were obtained from the Annual Report on the Survey
of Tourists’ Satisfaction 2002, conducted by the Department of Economic
Affairs of the Hokkaido government. Furthermore, using the posterior
results of the Bayesian analysis, indices of the relationship between the
overall satisfaction derived from the trip and the satisfaction derived from
specific aspects of the trip are constructed. The results revealed that the
satisfaction derived from the scenery and meals has the largest influence
on the overall satisfaction.
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1 Introduction

In this article, we statistically analyze the satisfaction experienced by tourists

who visited Hokkaido, an island in northern Japan (Figure 1). Several attempts

are being made to conserve the natural environment in Hokkaido, which still

remains untouched; for example, in July 2005 the Shiretoko Peninsula, which is

situated in the northeast of Hokkaido, was designated as a world natural her-

itage site. According to the data obtained by the Hokkaido government, 6.35

million tourists visited Hokkaido in 2005. The tourism industry is one of the

most important industries of Hokkaido’s economy. In order to analyze tourist

satisfaction, we use the unit records data from the Annual Report on the Sur-

vey of Tourists’ Satisfaction 2002, conducted by the Department of Economic

Affairs of the Hokkaido government. The data reveal the degree of tourist sat-

isfaction on the basis of several questionnaire items.

Numerous studies have been devoted to analyzing tourist satisfaction; for ex-

ample, Kozak (2001b), Yuksel and Yuksel (2001a,b), Bowen and Clarke (2002),

and Ryan and Cessford (2003) review the research on tourist satisfaction. Ac-

cording to Yuksel and Yuksel (2001b, pp.82–83), there are three aspects of cus-

tomer (tourist) satisfaction that are widely debated: the definition of customer

satisfaction, the relationship between customer satisfaction and service quality,1

and the measurement of customer satisfaction. There are many approaches

for measuring customer satisfaction, including the expectation-performance,

importance-performance, disconfirmation, and performance-only approaches (Kozak,

2001b, pp.305–309). Studies on customer satisfaction often use a C-point scale

to measure satisfaction, even if they employ different approaches.2 For instance,

Tonge and Moore (2007) use a 5-point scale for measuring satisfaction and im-

portance. Sandvik and Grønhaug (2007) use 5-, 10-, and 11-point scales for

constructing several degrees of satisfaction and repurchase intention. In the

literature on tourism, most of the studies concerning consumer satisfaction use

discrete ordinal data, considering them to be continuous. For example, Tonge

1For the relationship between tourist satisfaction and service quality, see, for example,

Tribe and Snaith (1998) and Ryan and Cessford (2003).
2In the questionnaire survey concerning customer satisfaction, the choices are often ar-

ranged by using a C-point scale.
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and Moore (2007, Table 5) calculated the sample means of satisfaction and im-

portance measures and found that the gap between the two means was statisti-

cally significant. Kozak (2001a) and Yu and Goulden (2006) make the same use

of ordinal data as do Tonge and Moore (2007). Many studies employ structural

equation models, which include factor analysis, for analyzing tourist satisfaction

(see, for example, Pizam et al., 1978, and more recent studies by Sirakaya et

al., 2004; Thompson and Schofield, 2007; and Silvestre et al., 2008). Further,

Qu and Ping (1999) consider a logistic model for estimating the likelihood of

going on a cruise in Hong Kong and use tourist satisfaction data as explanatory

variables. These analyses often use the values of ordinal data themselves. How-

ever, since the values of ordinal data only indicate the order of the degrees of

satisfaction, these numerical values per se are meaningless; it would, however,

be meaningful to examine the magnitude of the relation between the ordinal

values. Therefore, an ordered probit model is useful for statistically analyzing

the data of such ordinal choices. In the literature on tourist satisfaction, there

is a rather small body of research that employs an ordered probit model. An

exception is the study by Oliveira and Pereira (2008), which employs an ordered

probit model to examine how the sociodemographic characteristics of tourists

and the different aspects of the trip affect the tourists’ evaluation of 30 different

aspects of the destination. In general, a multivariate ordered probit model can

be employed when the questionnaire contains two or more attributes.

From the frequentist viewpoint, an ordered probit model can be estimated

by the maximum likelihood method (see, for example, Greene, 2003, Chapter

21). On the other hand, a Bayesian analysis by using the Markov chain Monte

Carlo (MCMC) method has become popular for the estimation of the ordered

probit model after Albert and Chib’s (1993) seminal work, which utilizes latent

variable representation. Although the latent variables are unknown, their full

conditional distribution (FCD) follows a truncated normal distribution. This

makes the estimation of the ordered probit model very tractable in the Bayesian

analysis (see Albert and Chib, 1993). Further, Chen and Dey (2000), Rossi et

al. (2001), and Kottas et al. (2005) apply the Bayesian multivariate ordered

probit model for two or more questionnaire items. Since the latent variables

in the multivariate ordered probit model are correlated, we must consider this
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correlation while estimating the model. However, it is necessary to impose

restrictions on the parameters in order to identify them. A sufficient condition

of this identification problem is that the covariance matrix of the latent variables

is defined as a form of the correlation matrix. This makes the estimation of the

model difficult. Chen and Dey (2000) successfully overcame this difficulty by

using a joint reparameterization of the correlation matrix and cutoff points for

the ordinal data.

The unit records data utilized in our study were obtained from the Annual

Report on the Survey of Tourists’ Satisfaction 2002. The data reveal the de-

grees of tourist satisfaction derived from several aspects of the trip, namely, the

trip as a whole (“overall satisfaction”), “meals,” “souvenir items,” “accommo-

dation,” “service,” “transportation facilities,” “tourist facilities,” and “scenic

beauty.” The data also contain information on tourist characteristics and the

regions visited. The degree of satisfaction pertaining to each questionnaire item

can be analyzed using a univariate ordered probit model. It is also important

to examine the relationship between the degree of satisfaction derived from in-

dividual aspects of the trip. We investigate the relationship between the overall

satisfaction and the degree of satisfaction from individual aspects of the trip on

the basis of the estimation of the Bayesian multivariate ordered probit model.

Using the posterior results of the Bayesian analysis, we also construct the indices

of the relationship between the overall satisfaction and the satisfaction derived

from the specific aspects of the trip.

The rest of the article are organized as follows. In Section 2, following Chen

and Dey (2000), we examine the Bayesian multivariate ordered probit model. In

Section 3, we propose two types of indices of the relationship between the overall

satisfaction and the satisfaction derived from the specific aspects of the trip.

Section 4 provides the empirical results of applying the multivariate ordered

probit model to the unit records data obtained from the Annual Report on the

Survey of Tourists’ Satisfaction 2002. Further, we investigate the factors that

improve tourist satisfaction. In Section 5, we provide concluding remarks and

mention some extensions of our approach.
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2 Bayesian Multivariate Ordered Probit Model

In this section, following Chen and Dey (2000), we describe the Bayesian mul-

tivariate probit model. Let yij denote the discrete ordinal responses of an in-

dividual i to an item j, for i = 1, · · · , n and j = 1, · · · , m; that is yij = c for

c = 1, · · · , C. For example, yij = 1 denotes “strongly dissatisfied,” yij = 2

denotes “dissatisfied,” and so on.

Further, let zij denote a latent variable of an individual i to an item j such

that

yij = c if zij ∈ (γj,c−1, γjc], i = 1, · · · , n; j = 1, · · · , m; c = 1, · · · , C,

(1)

where γjc is the cutoff of the jth ordinal response. The latent variable zij is

assumed to be determined by the linear model

zij = x′
ijβj + uij , i = 1, · · · , n; j = 1, · · · , m,

where

xij =

⎛
⎜⎜⎜⎜⎜⎜⎝

xij1

xij2

...

xijkj

⎞
⎟⎟⎟⎟⎟⎟⎠

, βj =

⎛
⎜⎜⎜⎜⎜⎜⎝

βj1

βj2

...

βjkj

⎞
⎟⎟⎟⎟⎟⎟⎠

, i = 1, · · · , n; j = 1, · · · , m.

Defining

zi =

⎛
⎜⎜⎜⎜⎜⎜⎝

zi1

zi2

...

zim

⎞
⎟⎟⎟⎟⎟⎟⎠

, Xi =

⎛
⎜⎜⎜⎜⎜⎜⎝

x′
i1 O

x′
i2

. . .

O x′
im

⎞
⎟⎟⎟⎟⎟⎟⎠

β =

⎛
⎜⎜⎜⎜⎜⎜⎝

β1

β2

...

βm

⎞
⎟⎟⎟⎟⎟⎟⎠

, ui =

⎛
⎜⎜⎜⎜⎜⎜⎝

ui1

ui2

...

uim

⎞
⎟⎟⎟⎟⎟⎟⎠

, i = 1, · · · , n,

the linear model for the latent variables is rewritten as

zi = X iβ + ui, i = 1, · · · , n.
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We now assume that ui ∼ N(0,Σ); that is,

zi ∼ N(Xiβ,Σ), i = 1, · · · , n. (2)

A sufficient condition for the identification of parameters is that the m × m

positive definite covariance matrix is in the correlation form, as mentioned by

Chib and Greenberg (1998, p.348). This makes the estimation of the model

difficult. Chen and Dey (2000) propose the joint reparameterization of the

correlation matrix and cutoff points for avoiding the direct treatment of the

correlation matrix. After implementing the reparameterization proposed by

Chen and Dey (2000), we can consider Σ as a typical covariance matrix. Further,

the cutoffs can be specified as

−∞ = γj0 < γj1 = 0 < γj2 < · · · < γj(C−2) < γj(C−1) = 1 < γjC = ∞,

(3)

j = 1, · · · , m.

In order to complete the Bayesian model, we introduce the prior distributions

of the parameters p(β,Σ, γ). According to Bayes’ theorem, the joint posterior

distribution can be written as

p(β,Σ, γ, z|y) ∝ p(β,Σ, γ, z)p(y|β,Σ, γ, z)

= p(β,Σ, γ)p(z|β,Σ, γ)p(y|β,Σ, γ, z)

= p(β,Σ, γ)

{
n∏

i=1

p(zi|β,Σ, γ)p(yi|β,Σ, γ, zi)

}
, (4)

where

γj =

⎛
⎜⎜⎜⎜⎜⎜⎝

γj2

γj3

...

γj(C−2)

⎞
⎟⎟⎟⎟⎟⎟⎠

, j = 1, · · · , m, γ =

⎛
⎜⎜⎜⎜⎜⎜⎝

γ1

γ2

...

γm

⎞
⎟⎟⎟⎟⎟⎟⎠

yi =

⎛
⎜⎜⎜⎜⎜⎜⎝

yi1

yi2

...

yim

⎞
⎟⎟⎟⎟⎟⎟⎠

, i = 1, · · · , n, y =

⎛
⎜⎜⎜⎜⎜⎜⎝

y1

y2

...

yn

⎞
⎟⎟⎟⎟⎟⎟⎠

, z =

⎛
⎜⎜⎜⎜⎜⎜⎝

z1

z2

...

zn

⎞
⎟⎟⎟⎟⎟⎟⎠

.
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Defining

Gij =
(
γj(c−1), γjc

]
if yij = c, i = 1, · · · , n; j = 1, · · · , m

Gi = Gi1 × · · · × Gim, i = 1, · · · , n,

we have

p(yi|β,Σ, γ, zi) = 1(zi∈Gi), i = 1, · · · , n,

where 1(·) is an indicator function. We now specify the prior distributions as

follows:

p(β,Σ, γ) = p(β)p(Σ−1)p(γ) =

⎧⎨
⎩

m∏
j=1

p(βj)

⎫⎬
⎭ p(Σ−1)

⎧⎨
⎩

m∏
j=1

p(γj)

⎫⎬
⎭

and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

βj ∼ N(βj0, Bj0), j = 1, · · · , m

Σ−1 ∼ W(ν0, Q
−1
0 )

p(γj) ∝ 1 for 0 < γj2 < · · · < γj(C−2) < 1, j = 1, · · · , m,

(5)

where W(a, A) denotes a Wishart distribution with degrees of freedom a and a

scale matrix A. Thus, the posterior distribution (4) can be written as

p(β,Σ, γ, z|y) ∝
⎧⎨
⎩

m∏
j=1

p(βj)

⎫⎬
⎭ p(Σ−1)

n∏
i=1

[
1(zi∈Gi)p(zi|β,Σ, γ)

]
. (6)

Using the MCMC method, we can easily generate the parameters from the

posterior distribution expressed in (6). The details of the sampling algorithms

are provided in the Appendix.

3 Indices of the Relationship between the Over-

all Satisfaction and the Satisfaction Derived

from Individual Aspects of the Trip

One of the merits of the Bayesian approach is that we can estimate the la-

tent variables z. Using the latent variables z, we construct the indices of the

relationship between the overall satisfaction and the satisfaction derived from

specific aspects of the trip.
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By dividing the vector of latent variables as zi =
(
zi1, z

′
i(−1)

)′
, where zi1

is the latent variable for the overall satisfaction and zi(−1) is the vector of the

latent variables representing the satisfaction derived from the specific aspects

of the trip, we consider the following regression model:

zi1 = α1 + z′
i(−1)α2 + vi, i = 1, · · · , n.

This regression model can be written as

z(1) =
(
ι, Z(−1)

)
α + v, (7)

where

z(1) =

⎛
⎜⎜⎜⎜⎜⎜⎝

z11

z21

...

zn1

⎞
⎟⎟⎟⎟⎟⎟⎠

, Z(−1) =

⎛
⎜⎜⎜⎜⎜⎜⎝

z′
1(−1)

z′
2(−1)

...

z′
n(−1)

⎞
⎟⎟⎟⎟⎟⎟⎠

, ι =

⎛
⎜⎜⎜⎜⎜⎜⎝

1

1
...

1

⎞
⎟⎟⎟⎟⎟⎟⎠

, α =

⎛
⎝α1

α2

⎞
⎠ , v =

⎛
⎜⎜⎜⎜⎜⎜⎝

v1

v2

...

vn

⎞
⎟⎟⎟⎟⎟⎟⎠

.

Let α̂ = (α̂1, α̂
′
2)

′ denote the ordinary least squares (OLS) estimates of α in

(7). We define the OLS estimate α̂2 as the first type of index of the relationship

between the overall satisfaction and the satisfaction from the specific aspects of

the trip. Thus, α̂2 is derived as

α̂2 =
(
Z ′

(−1)M
0Z(−1)

)−1

Z ′
(−1)M

0z(1),

where M 0 = I − 1
n

ιι′. By defining Sz =

⎛
⎝ s11 s′

(−1)

s(−1) S(−1)

⎞
⎠ as the sample

covariance matrix of z — that is, Sz =
1
n

Z′M0Z, where Z =
(
z(1), Z(−1)

)
, we

have α̂2 = S−1
(−1)s(−1).3 As against the second type of index proposed below,

the first type of index is not controlled by the explanatory variables X.

The second type of index of the relationship between the overall satisfaction

and the satisfaction derived from the specific aspects of the trip is constructed

from the covariance matrix Σ. The joint distribution of zi =
(
zi1, z

′
i(−1)

)′
can

be written as

p(zi|Xi, β,Σ, γ) = p
(
zi1|zi(−1), Xi, β,Σ, γ

)
p
(
zi(−1)|Xi, β,Σ, γ

)
.

3See also Rossi et al. (2001).
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Since zi|Xi, β,Σ, γ ∼ N(X iβ,Σ), we have

zi1|zi(−1), Xi, β,Σ, γ ∼ N(µ̃i1, σ̃
2
i1), i = 1, · · · , n,

where

µ̃i1 = x′
i1β1 + σ′

(−1)Σ
−1
(−1)

(
zi(−1) − Xi(−1)β(−1)

)
σ̃2

i1 = σ11 − σ′
(−1)Σ

−1
(−1)σ(−1)

β =

⎛
⎝ β1

β(−1)

⎞
⎠ , Σ =

⎛
⎝ σ11 σ′

(−1)

σ(−1) Σ(−1)

⎞
⎠ .

Thus, we have

zi1 − x′
i1β1 | zi(−1), Xi, β,Σ, γ ∼ N(µ̃∗

i1, σ̃
2
i1), i = 1, · · · , n, (8)

where

µ̃∗
i1 = σ′

(−1)Σ
−1
(−1)

(
zi(−1) − Xi(−1)β(−1)

)
.

From the equation pertaining to the conditional mean µ̃∗
i1, we use δ = Σ−1

(−1)σ(−1)

as the index of measuring the relationship between the overall satisfaction and

the satisfaction derived from the specific aspects of the trip. Since (8) is based

on the residuals zi1−x′
i1β1 and zi(−1) −Xi(−1)β(−1), the second type of index,

δ, can be considered as the relationship between the overall satisfaction and the

satisfaction derived from individual aspects of the trip, given the explanatory

variables X.

4 Empirical Analysis of Tourism in Hokkaido

Prefecture

4.1 Data

We use the survey data from the Annual Report on the Survey of Tourists’ Satis-

faction 2002, conducted by the Department of Economic Affairs of the Hokkaido

government.4 The Hokkaido government conducted the survey by using the in-

terview method. Kau and Lim (2005, p.235) and Clerides and Pashourtidou
4The report was published in 2003. Further, the year 2002 denotes a fiscal year, that is,

April 2002 to March 2003.
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(2007, p.58) employ a similar method of data collection, using personal inter-

views conducted by means of a questionnaire. Tourists were interviewed just

prior to departure from Hokkaido. The interviews were conducted at airports,

ferry terminals, and on express trains with sleeping berths, in September and

October 2002 and February 2003. The respondents were asked about their

overall satisfaction from the trip as well as the satisfaction derived from specific

aspects of the trip. The data also contain information on tourist characteristics

and the regions visited.

The data comprise 3,679 unit records. We eliminated the unit records that

contained identical responses to all items on satisfaction and those where items

had not been answered. We also eliminated the unit records pertaining to day-

trippers and foreign visitors since such records numbered less than 10. We finally

obtained a total of 3,398 unit records for this estimation. Tables 1 and 2 present

the definitions of the variables that are used in the analysis. Table 1 provides

the frequencies and percentages of the unit records under each category. Table

2 provides the frequencies and percentages of the choices (corresponding to the

degree of satisfaction) regarding the items pertaining to each aspect of the trip.

In our analysis, the dependent variables are the degrees of satisfaction de-

rived from the trip: “overall satisfaction” (satall), “satisfaction from meals”

(satfood), “satisfaction from souvenir items” (satsouv), “satisfaction from ac-

commodation” (sataccom), “satisfaction from service” (satserv), “satisfaction

from transportation facilities” (sattran), “satisfaction from tourist facilities”

(satequip), and “satisfaction from scenic beauty” (satview). The regressors

are the dummy variables of “tourist’s sex” (fem), “age” (age)，“place of resi-

dence” (reg)，“type of package tour” (pack)，“number of persons accompany-

ing the tourist” (tour), “duration of stay (itinerary)” (day), “number of visits

to Hokkaido” (time), “transportation facilities” (tran), “type of accommoda-

tion” (accom), and “region visited” (route). The seven regions visited and the

number of tourists who visited these regions are provided in Table 1. Figure

2 depicts the locations of the seven regions visited in Hokkaido Prefecture. In

addition, a tourist who satisfied the following conditions was selected as a “ref-

erence tourist”: “male” (fem = 0), in the “twenties” (age2 = 1), resided in

the “Kanto region” (reg2 = 1), had joined a “free package tour” (pack3 = 1),

10



had toured in a “small group” (less than six persons) (tour4 = 1), had visited

Hokkaido for “two nights” (day2 = 1), was a “first-time” visitor (time1 = 1),

and had rented a car using a “rent-a-car” service (tran5 = 1).

4.2 Posterior Results

We assume the following linear models for the latent variable of the degree of

satisfaction derived from each aspect of the trip:

zsatall = β10 + β11fem+ β′
12age+ β′

13reg+ β′
14pack+ β′

15tour

+β′
16day+ β′

17time+ β′
18tran+ β′

19accom+ β′
1,10route

zsatfood = β20 + β21fem+ β′
22age + β′

23reg+ β′
24pack+ β′

25tour

+β′
26day+ β′

27time+ β′
28accom+ β′

29route

zsatsouv = β30 + β31fem+ β′
32age + β′

33reg+ β′
34pack+ β′

35tour

+β′
36day+ β′

37time+ β′
38route

zsataccom = β40 + β41fem+ β′
42age+ β′

43reg+ β′
44pack+ β′

45tour

+β′
46day+ β′

47time+ β′
48accom+ β′

49route

zsatserv = β50 + β51fem+ β′
52age + β′

53reg+ β′
54pack+ β′

55tour

+β′
56day+ β′

57time+ β′
58tran+ β′

59accom+ β′
5,10route

zsattran = β60 + β61fem+ β′
62age + β′

63reg+ β′
64pack+ β′

65tour

+β′
66day+ β′

67time+ β′
68tran+ β′

69route

zsatequip = β70 + β71fem+ β′
72age+ β′

73reg+ β′
74pack+ β′

75tour

+β′
76day+ β′

77time+ β′
78tran+ β′

79accom+ β′
7,10route

zsatview = β80 + β81fem+ β′
82age + β′

83reg+ β′
84pack+ β′

85tour

+β′
86day+ β′

87time+ β′
88route,

where age, reg, pack, tour, day, time, tran, accom, and route are the vectors

of the dummy variables of age, place of residence, type of package tour, number

of persons accompanying the tourist, itinerary, number of visits to Hokkaido,

transportation facilities, type of accommodation, and region visited, respec-

tively. We use the variables fem, age, reg, pack, tour, day, time, and route as

regressors in all the linear equations, and tran and accom are used as regressors

of the degrees of satisfaction to which the regressors are related. Since C = 5,
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the cutoff points that should be estimated are γjc (j = 1, · · · , 8; c = 2, 3). We

use Ox 4.02 for the estimation of the multivariate ordered probit model (see

Doornik, 2006)．We set the prior distributions as follows:

βj ∼ N(0, 100 × I), j = 1, · · · , 8, Σ−1 ∼ W(10, 1000× I)

p(γj) ∝ 1, for 0 < γj2 < γj3 < 1, j = 1, · · · , 8.

The MCMC simulation was run for 30,000 iterations, and the first 10,000

samples were discarded as a burn-in period. Hence, we use 20,000 samples to

calculate the posterior means and standard deviations of the parameters. Table

3 provides the posterior results of β. Tables 4 and 5 provide the posterior results

of Σ and γ. From Tables 4 and 5, we can observe that the 95% credible intervals

do not include zero for all elements of Σ and γ.

The following points can be observed from the posterior results in Table 3.

• The 95% credible interval for the intercept in each equation does not

include zero. This implies that the intercepts of the reference tourists are

“significant.” Here, the term significant is used if the 95% credible interval

for a parameter does not include zero (see Koop, 2003, p.124).

• The degree of satisfaction experienced by females is considerably higher

than that experienced by males in most equations, with the exception of

satfood (meals), sataccom (accommodation), and sattran (transporta-

tion facilities).

• The degree of satisfaction experienced by tourists of age3, age4, and age5

are significantly lower than that experienced by tourists of age2 (reference

tourists), with the exception of a few insignificant coefficients.

• With regard to meals and souvenir items, the degree of satisfaction expe-

rienced by the tourists who joined a group package tour (pack1) is lower

than that experienced by the reference tourists who did not join the pack-

age tour (pack3). Further, with regard to meals, the degree of satisfaction

experienced by the tourists who joined a free package tour (pack2) is lower

than that experienced by the reference tourists (pack3).

• With regard to the number of persons accompanying the tourist, the de-

gree of satisfaction experienced by the tourists who joined in tour1, tour2,

12



tour3, and tour5 is lower than that experienced by the reference tourists

(tour4) for some categories of satisfaction. On the contrary, the degree

of satisfaction experienced by the tourists who were on their honeymoon

(tour6) is higher than that experienced by the reference tourists.

• With regard to the itinerary, the question concerning transportation fa-

cilities (sattran) revealed that the tourists who stayed for more than

six nights (day7) experienced a lower degree of satisfaction than did the

reference tourists who stayed for two nights (day2).

• With regard to the overall satisfaction derived from the trip (satall), the

degree of satisfaction decreased with an increase in the number of visits

to Hokkaido.

• With regard to the transportation facilities, tourists using motorcycles

(tran6) experienced a higher degree of satisfaction from the trip as a

whole (satall) and tourist facilities (satequip) than did the reference

tourists who used rent-a-car services (tran5). Furthermore, the tourists

who used chartered buses (tran1), railroads (tran2), and taxies (tran7)

experienced a higher degree of satisfaction from service (satserv) than

did the reference tourists.

• The tourists who stayed at youth hostels (accom8) experienced high de-

grees of satisfaction from accommodation facilities (sataccom) and from

service (satserv).

• The tourists who visited the Kushiro and Nemuro regions (route7) ex-

perienced a high degree of satisfaction with regard to the trip as a whole

(satall), meals (satfood), tourist facilities (satequip), and scenic beauty

(satview). In these regions, seafood is abundantly available. Further-

more, with regard to the scenic beauty (satview), those who visited the

southern region (route1) indicated a high degree of satisfaction. The

southern area (route1) and the Kushiro and Nemuro regions (route7)

are known for their historical landmarks and rich natural beauty (e.g., the

Shiretoko Peninsula), respectively.

Tables 6 (a) and (b) present the posterior results for the two types of indices
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of the relationship between the overall satisfaction and the satisfaction derived

from the specific aspects of the trip. These tables provide the actual figures

of the indices and their percentages, respectively. Table 6 (b) also presents

the order in which the degree of satisfaction from the individual aspects of the

trip influence the overall satisfaction. For each index, the satisfaction derived

from the scenic beauty and that derived from meals have the largest and second

largest influence, respectively, on the overall satisfaction. The visited regions for

which the satisfaction from the scenic beauty is high are the southern region and

the Kushiro and Nemuro regions;5 these regions are particularly noteworthy for

their historical landmarks or rich natural beauty. Furthermore, tourists visiting

the Kushiro and Nemuro regions also indicated a high degree of satisfaction from

meals. In these regions, seafood is abundantly available.6 These observations

are consistent with the posterior results of the multivariate ordered probit model

provided in Table 3. On the other hand, the satisfaction from the transportation

facilities has the smallest influence on the overall satisfaction. Although the

magnitudes of the two types of indices are slightly different, the results are

similar irrespective of which index is used.

5 Concluding Remarks

In this article, we analyzed the degree of satisfaction experienced by tourists who

visited Hokkaido, using the survey data from the Annual Report on the Survey

of Tourists’ Satisfaction 2002, conducted by the Department of Economic Af-

fairs of the Hokkaido government. The survey collected data pertaining to the

degrees of satisfaction from the trip as a whole (overall satisfaction), meals, sou-

venir items, accommodation, service, transportation facilities, tourist facilities,

and scenic beauty. Therefore, we were able to consider the effects of the degree

of satisfaction with respect to each category on the degree of the overall satis-

faction from the trip to Hokkaido. For this analysis, we estimated a Bayesian

multivariate ordered probit model describing the satisfaction of tourists visiting

Hokkaido. Furthermore, we provided two types of indices of the relationship be-

5See route1 (the southern region) and route6 (the Kushiro and Nemuro regions) in the

equation of satview in Table 3.
6See route6 (the Kushiro and Nemuro regions) in the equation of satfood in Table 3.
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tween the overall satisfaction derived from the trip and the satisfaction derived

from the specific aspects of the trip. The results revealed that the satisfaction

derived from the scenery and meals has the largest influence on the overall sat-

isfaction. In addition to the relationships among several types of satisfaction,

we examined the relationship between each satisfaction and the explanatory

variables, which are the attributes of the trips, by estimating the multivariate

ordered probit model. These results provide suggestions on the tourism policy

for the development of the tourism industry.

In order to develop the tourism industry, it is necessary to create incentives

for the tourists so that they continue to visit Hokkaido. The results of this study

clarified that one such incentive is the development of a new type of package

travel that values high-quality scenic beauty and meals. Since untouched nature

and historical landmarks are valuable resources contributing to the quality of

scenic beauty, it is important to conserve them. Furthermore, it is necessary to

develop new food products, making use of the abundant seafood and farm prod-

ucts in Hokkaido. The maintenance of the transport network between tourist

spots is also important to improve the degree of tourist satisfaction.

Rossi et al. (2001) consider scale usage heterogeneity and show that it can in-

duce a substantial bias in the correlation between the overall satisfaction derived

from a product and the satisfaction derived from specific product attributes. In

the future, we will incorporate scale usage heterogeneity into the multivariate or-

dered probit model for resolving any such bias in the analysis concerning scale

usage heterogeneity. Further, in this article, we employed information about

tourists who visited Hokkaido as dummy variables. However, the spatial rela-

tionships among the degrees of tourist satisfaction from visits to various regions

cannot be adequately captured by using dummy variables. Therefore, in future

research, we intend to apply the methods of spatial econometrics and/or spatial

statistics to the multivariate ordered probit model in order to resolve this issue.
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A Sampling algorithms

A.1 Sampling of β

The full conditional distribution (FCD) of βj is

p(βj | · · · ) ∝ exp

[
−1

2

{
(βj − βj0)

′B−1
j0 (βj − βj0)

+
n∑

i=1

(zi − Xiβ)′Σ−1(zi − Xiβ)

}]
,

where ‘| · · · ’ denotes conditioning on the values of all other parameters and data.

Further, for the sake of convenience of expression, we replace the jth factor as

the first factor as follows:

zi =

⎛
⎝ zij

zi(−j)

⎞
⎠ , Xi =

⎛
⎝x′

ij 0′

0 Xi(−j)

⎞
⎠ , β =

⎛
⎝ βj

β(−j)

⎞
⎠

Σ−1 =

⎛
⎝ σjj σ(−j)′

σ(−j) Σ(−j)

⎞
⎠ .

Since

(zi − Xiβ)′Σ−1(zi − Xiβ)

=

⎛
⎝ zij − x′

ijβj

zi(−j) − Xi(−j)β(−j)

⎞
⎠

′⎛
⎝ σjj σ(−j)′

σ(−j) Σ(−j)

⎞
⎠
⎛
⎝ zij − x′

ijβj

zi(−j) − Xi(−j)β(−j)

⎞
⎠

= σjjβ′
jxijx

′
ijβj − 2β′

j

[
σjjxijzij + xijσ

(−j)′
(
zi(−j) − X i(−j)β(−j)

)]
+ · · ·

we obtain

(βj − βj0)
′B−1

j0 (βj − βj0) +
n∑

i=1

(zi − Xiβ)′Σ−1(zi − Xiβ)

= β′
j

(
B−1

j0 + σjj
n∑

i=1

xijx
′
ij

)
βj

−2β′
j

[
B−1

j0 βj0 + σjj
n∑

i=1

xijzij +
n∑

i=1

xijσ
(−j)′

(
zi(−j) − Xi(−j)β(−j)

)]
+ · · · .

Therefore, we have

βj | · · · ∼ N(β̃j , B̃j), j = 1, · · · , m, (9)
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where

B̃j =

(
B−1

j0 + σjj
n∑

i=1

xijx
′
ij

)−1

β̃j = B̃j

[
B−1

j0 βj0 + σjj
n∑

i=1

xijzij +
n∑

i=1

xijσ
(−j)′

(
zi(−j) − Xi(−j)β(−j)

)]
.

Applying Gibbs sampling to (9), we can generate βj .

A.2 Sampling of Σ`1

Since the FCD of Σ−1 is

p(Σ−1| · · · ) ∝ |Σ−1|− 1
2 (ν0+n−m−1)

× etr

[
−1

2

{
Q0 +

n∑
i=1

(zi − Xiβ)(zi − Xiβ)′
}

Σ−1

]
,

we have

Σ−1| · · · ∼ W(ν̃, Q̃
−1

), (10)

where

ν̃ = ν0 + n, Q̃ = Q0 +
n∑

i=1

(zi − Xiβ)(zi − Xiβ)′.

Applying Gibbs sampling to (10), we can generate Σ−1.

A.3 Sampling of z and γ

Let z(j) =
(
z1j z2j · · · znj

)′
denote the vector of the jth element zij from

zi (i = 1, · · · , n). Further, let z(−j) denote the vector obtained by removing z(j)

from z, and let zi(−j) denote the vector of removing zij from zi. We generate

γj and z(j) from the joint conditional distribution p(γj , z(j)|β,Σ, z(−j), y) (j =

1, · · · , m). The joint conditional distribution p(γj , z(j)|β,Σ, z(−j), y) can be

written as

p(γj , z(j)|β,Σ, z(−j), y) = p(γj |β,Σ, z(−j), y)p(z(j)|γj , β,Σ, z(−j), y),

j = 1, · · · , m.
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Similar to the sampling of βj , for the sake of convenience of expression, we

replace the jth factor as the first factor as follows:

zi =

⎛
⎝ zij

zi(−j)

⎞
⎠ , Xi =

⎛
⎝x′

ij 0′

0 Xi(−j)

⎞
⎠ , β =

⎛
⎝ βj

β(−j)

⎞
⎠

Σ =

⎛
⎝ σjj σ′

(−j)

σ(−j) Σ(−j)

⎞
⎠ .

Since zi|β,Σ, γ ∼ N(Xiβ,Σ), from the property of the multivariate normal

distribution we have

zij |γj , β,Σ, z(−j), y ∼ N(µ̃ij , σ̃
2
ij)1(zij∈Gij), i = 1, · · · , n; j = 1, · · · , m,

(11)

where

µ̃ij = x′
ijβj + σ′

(−j)Σ
−1
(−j)

(
zi(−j) − Xi(−j)β(−j)

)
σ̃2

ij = σjj − σ′
(−j)Σ

−1
(−j)σ(−j).

Since given γj , β,Σ, z1j , z2j , · · · , znj are independent, we have

p(γj |β,Σ, z(−j), y) ∝
∏

i:yij=2

[
Φ
(

γj2 − µ̃ij

σ̃ij

)
− Φ

(
− µ̃ij

σ̃ij

)]

×
∏

i:yij=3

[
Φ
(

γj3 − µ̃ij

σ̃ij

)
− Φ

(
γj2 − µ̃ij

σ̃ij

)]

× · · · ×
∏

i:yij=C−1

[
Φ
(

1 − µ̃ij

σ̃ij

)
− Φ

(
γj(C−2) − µ̃ij

σ̃ij

)]
, (12)

where Φ(·) is the distribution function of the standard normal distribution. Chen

and Dey (2000) propose the following Metropolis-Hastings (M-H) algorithm for

generating γj . First, we put

γjc =
γj(c−1) + exp(ζjc)

1 + exp(ζjc)
, c = 2, · · · , C − 2 (13)

and ζj =
(
ζj2 · · · ζj(C−2)

)′
. The conditional distribution of ζj is

p(ζj |β,Σ, z(−j), y) ∝ p(γj |β,Σ, z(−j), y)
C−2∏
c=2

(
1 − γj(c−1)

)
exp(ζjc)(

1 + exp(ζjc)
)2 ,

(14)
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where p(γj |β,Σ, z(−j), y) is given in (12). Instead of generating γj from (12)

directly, we generate ζj from (14) and obtain γj by using (13).

We use N(ζ̂j , Σ̂ζj
) as a proposal distribution for generating ζj , where ζ̂j is

the mode of (14),

Σ̂ζj
= τ

⎧⎨
⎩
[
−∂2 log p(ζj |β,Σ, z(−j), y)

∂ζj∂ζ′
j

]
ζj=ζ̂j

⎫⎬
⎭

−1

and τ is a tuning parameter. The M-H algorithm for generating ζj is as follows:

1. Let ζ
(t)
j denote the value of ζj at the tth iteration.

2. At the (t + 1)th iteration, sample ζ∗
j from N(ζ̂j , Σ̂ζj

).

3. The transition probability from ζ
(t)
j to ζ∗

j is

α = min

⎧⎨
⎩

p(ζ∗
j |β,Σ, z(−j), y) exp

[
− 1

2 (ζ(t)
j − ζ̂j)

′Σ̂
−1

ζj
(ζ(t)

j − ζ̂j)
]

p(ζ(t)
j |β,Σ, z(−j), y) exp

[
− 1

2 (ζ∗
j − ζ̂j)′Σ̂

−1

ζj
(ζ∗

j − ζ̂j)
] , 1

⎫⎬
⎭ .

4. Generate u ∼ U(0, 1), the uniform distribution on (0, 1), and take

ζ
(t+1)
j =

⎧⎪⎨
⎪⎩

ζ∗
j if u < α

ζ
(t)
j otherwise.
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Table 1: Descriptive statistics of data
variable frequency %

tourist’s female (fem=1) 1,464 43.08
sex male (fem=0) 1,934 56.92
age ∼ 19 (age1=1) 93 2.74

20 ∼ 29 (age2=1) 760 22.37
30 ∼ 39 (age3=1) 415 12.21
40 ∼ 49 (age4=1) 360 10.59
50 ∼ 59 (age5=1) 806 23.72
60 ∼ (age6=1) 964 28.37

place of Tohoku (reg1=1) 203 5.97
residence Kanto (reg2=1) 1,210 35.61

Hokuriku and Koshin-etsu (reg3=1) 219 6.44
Tokai (reg4=1) 452 13.30
Kinki (reg5=1) 602 17.72
Chugoku (reg6=1) 217 6.39
Shikoku (reg7=1) 103 3.03
Kyushu and Okinawa (reg8=1) 392 11.54

type of inclusive package tour (pack1=1) 1,355 39.88
package tour basic package tour (pack2=1) 1,018 29.96

not a package tour (pack3=1) 1,025 30.16
number of group tour (more than 9 persons) (tour1=1) 981 28.87
persons family tour (tour2=1) 933 27.46
accompanying small group tour (6∼9 persons)(tour3=1) 345 10.15
the tourist small group tour (less than 6 persons) (tour4=1) 742 21.84

traveling alone (tour5=1) 329 9.68
honeymoon (tour6=1) 68 2.00

itinerary 1 night (day1=1) 267 7.86
2 nights (day2=1) 1,480 43.56
3 nights (day3=1) 1,004 29.55
4 nights (day4=1) 336 9.89
5 nights (day5=1) 96 2.83
6 nights (day6=1) 59 1.74
more than 6nights (day7=1) 156 4.59

number of first-time (time1=1) 892 26.25
visits to 2∼4 times (time2=1) 1,527 44.94
Hokkaido more than 4 times (time3=1) 979 28.81
transportation chartered bus (tran1=1) 1,430 42.08
facilities railroad (tran2=1) 616 18.13

fixed route bus (tran3=1) 189 5.56
private car (tran4=1) 134 3.94
rent-a-car (tran5=1) 667 19.63
motorcycle (tran6=1) 37 1.09
taxi (tran7=1) 223 6.56
bicycle (tran8=1) 14 0.41
airplane (tran9=1) 25 0.74
others (tran10=1) 63 1.85
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Table 1: Continued
variable frequency

type of city type hotel (accom1=1) 1,582
accommodation Japanese-style hotel (accom2=1) 2,244

inexpensive hotel operated by a local government (accom3=1) 61
guesthouse (accom4=1) 115
accommodation managed by firms (accom5=1) 21
friend’s house (accom6=1) 169
campsite (accom7=1) 52
youth hostel (accom8=1) 45
others (accom9=1) 57

region visited southern region (route1=1) 601
central region (route2=1) 3,044
south part of northern region (route3=1) 1,008
north part of northern region (route4=1) 161
Tokachi region (route5=1) 554
Okhotsk region (route6=1) 868
Kushiro and Nemuro regions (route7=1) 723

Table 2 (a): Satisfaction for each questionnaire (frequency)

Very Very
Question Dissatisfied Dissatisfied Neutral Satisfied Satisfied

1 2 3 4 5
satfood 57 206 806 1,082 1,247
satsouv 12 111 1,109 1,122 1,044
sataccom 47 136 1,045 1,042 1,128
satserv 21 92 1,302 1,053 930
sattran 82 138 1,612 866 700
satequip 31 102 1,503 979 783
satview 15 53 583 859 1,888
satall 17 39 571 1,192 1,579

Table 2 (b): Satisfaction for each questionnaire (%)

Very Very
Question Dissatisfied Dissatisfied Neutral Satisfied Satisfied

1 2 3 4 5
satfood 1.68 6.06 23.72 31.84 36.70
satsouv 0.35 3.27 32.64 33.02 30.72
sataccom 1.38 4.00 30.75 30.67 33.20
satserv 0.62 2.71 38.32 30.99 27.37
sattran 2.41 4.06 47.44 25.49 20.60
satequip 0.91 3.00 44.23 28.81 23.04
satview 0.44 1.56 17.16 25.28 55.56
satall 0.50 1.15 16.80 35.08 46.47
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Tables 3: The posterior results of βa

satall satfood

meana sda 95% cia mean sd 95% ci

intercept 1.0801 0.0488 (0.9856, 1.1751) 1.0228 0.0476 (0.9300, 1.1174)
fem 0.0723 0.0174 (0.0387, 0.1065) 0.0071 0.0168 (−0.0255, 0.0399)
age1 −0.0804 0.0546 (−0.1864, 0.0268) −0.0341 0.0541 (−0.1400, 0.0717)
age3 −0.0783 0.0310 (−0.1395,−0.0181) −0.0792 0.0303 (−0.1390,−0.0203)
age4 −0.1267 0.0323 (−0.1904,−0.0635) −0.1292 0.0313 (−0.1901,−0.0684)
age5 −0.0732 0.0281 (−0.1287,−0.0191) −0.0697 0.0270 (−0.1229,−0.0166)
age6 0.0429 0.0271 (−0.0102, 0.0951) 0.0302 0.0268 (−0.0232, 0.0826)
reg1 −0.0022 0.0376 (−0.0763, 0.0730) −0.0251 0.0366 (−0.0962, 0.0470)
reg3 −0.0372 0.0370 (−0.1094, 0.0353) 0.0099 0.0361 (−0.0609, 0.0819)
reg4 −0.0223 0.0272 (−0.0747, 0.0305) −0.0112 0.0264 (−0.0627, 0.0403)
reg5 −0.0599 0.0245 (−0.1076,−0.0120) −0.0549 0.0239 (−0.1016,−0.0081)
reg6 −0.0278 0.0367 (−0.1001, 0.0439) −0.0205 0.0359 (−0.0915, 0.0500)
reg7 −0.0221 0.0492 (−0.1186, 0.0740) 0.0812 0.0489 (−0.0159, 0.1775)
reg8 0.0045 0.0293 (−0.0525, 0.0623) −0.0116 0.0288 (−0.0674, 0.0452)
pack1 −0.0330 0.0288 (−0.0891, 0.0239) −0.1333 0.0261 (−0.1838,−0.0823)
pack2 −0.0259 0.0245 (−0.0745, 0.0220) −0.0536 0.0239 (−0.0999,−0.0071)
tour1 −0.0932 0.0276 (−0.1478,−0.0390) −0.0969 0.0272 (−0.1501,−0.0440)
tour2 −0.0214 0.0245 (−0.0698, 0.0266) −0.0508 0.0246 (−0.0990,−0.0030)
tour3 −0.0911 0.0315 (−0.1526,−0.0294) −0.0660 0.0317 (−0.1280,−0.0042)
tour5 −0.0825 0.0349 (−0.1511,−0.0146) −0.0804 0.0344 (−0.1481,−0.0131)
tour6 0.0746 0.0667 (−0.0562, 0.2065) 0.0512 0.0642 (−0.0752, 0.1762)
day1 −0.0338 0.0330 (−0.0991, 0.0309) 0.0068 0.0329 (−0.0579, 0.0713)
day3 −0.0230 0.0207 (−0.0638, 0.0175) −0.0309 0.0203 (−0.0711, 0.0085)
day4 0.0234 0.0315 (−0.0386, 0.0856) 0.0356 0.0306 (−0.0239, 0.0951)
day5 0.0376 0.0550 (−0.0708, 0.1475) 0.0258 0.0537 (−0.0793, 0.1313)
day6 0.1233 0.0693 (−0.0131, 0.2592) 0.1349 0.0690 (0.0005, 0.2690)
day7 0.0606 0.0525 (−0.0420, 0.1634) −0.0253 0.0501 (−0.1246, 0.0719)
time2 −0.0132 0.0214 (−0.0539, 0.0298) −0.0029 0.0206 (−0.0437, 0.0368)
time3 −0.0670 0.0245 (−0.1147,−0.0180) 0.0014 0.0241 (−0.0455, 0.0481)
tran1 −0.0171 0.0222 (−0.0603, 0.0268)
tran2 −0.0137 0.0191 (−0.0509, 0.0237)
tran3 −0.0486 0.0260 (−0.1000, 0.0015)
tran4 0.0613 0.0346 (−0.0068, 0.1293)
tran6 0.2841 0.0799 (0.1289, 0.4429)
tran7 0.0090 0.0252 (−0.0413, 0.0569)
tran8 0.0125 0.0899 (−0.1591, 0.1910)
tran9 −0.0273 0.0620 (−0.1482, 0.0962)
tran10 0.0619 0.0433 (−0.0229, 0.1474)
accom1 −0.0082 0.0148 (−0.0372, 0.0211) −0.0100 0.0163 (−0.0415, 0.0220)
accom2 0.0035 0.0174 (−0.0303, 0.0378) −0.0380 0.0190 (−0.0749,−0.0006)
accom3 −0.0489 0.0427 (−0.1326, 0.0349) −0.0771 0.0469 (−0.1680, 0.0143)
accom4 −0.0122 0.0349 (−0.0801, 0.0558) 0.0214 0.0377 (−0.0512, 0.0960)
accom5 −0.1422 0.0746 (−0.2887, 0.0038) −0.0073 0.0851 (−0.1725, 0.1606)
accom6 0.0054 0.0314 (−0.0554, 0.0681) 0.0525 0.0342 (−0.0139, 0.1191)
accom7 −0.0494 0.0608 (−0.1683, 0.0704) −0.0105 0.0569 (−0.1234, 0.1010)
accom8 −0.0324 0.0549 (−0.1396, 0.0752) 0.0430 0.0593 (−0.0728, 0.1596)
accom9 0.0460 0.0522 (−0.0552, 0.1486) −0.0065 0.0542 (−0.1113, 0.0998)
route1 0.0072 0.0232 (−0.0386, 0.0520) 0.0186 0.0227 (−0.0266, 0.0634)
route2 0.0143 0.0292 (−0.0429, 0.0702) 0.0325 0.0288 (−0.0238, 0.0883)
route3 −0.0253 0.0227 (−0.0700, 0.0190) −0.0335 0.0222 (−0.0768, 0.0097)
route4 0.0641 0.0422 (−0.0192, 0.1465) 0.0701 0.0408 (−0.0095, 0.1506)
route5 −0.0240 0.0384 (−0.0989, 0.0511) −0.0523 0.0369 (−0.1240, 0.0210)
route6 0.0142 0.0284 (−0.0412, 0.0698) 0.0250 0.0273 (−0.0280, 0.0788)
route7 0.0992 0.0331 (0.0344, 0.1638) 0.0705 0.0318 (0.0080, 0.1328)

a: ‘mean,’ ‘sd’ and ‘95% ci’ denote the posterior mean, posterior standard deviation and 95%

credible interval, respectively.
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Tables 3: Continued
satsouv sataccom

meana sda 95% cia mean sd 95% ci

intercept 0.8776 0.0362 (0.8075, 0.9500) 0.8640 0.0451 (0.7762, 0.9518)
fem 0.0502 0.0136 (0.0238, 0.0768) 0.0118 0.0160 (−0.0195, 0.0431)
age1 0.0164 0.0436 (−0.0706, 0.1020) −0.0091 0.0511 (−0.1091, 0.0920)
age3 −0.0801 0.0243 (−0.1283,−0.0333) −0.0571 0.0286 (−0.1139,−0.0014)
age4 −0.0704 0.0255 (−0.1209,−0.0203) −0.0849 0.0297 (−0.1438,−0.0272)
age5 −0.0598 0.0218 (−0.1029,−0.0172) −0.0468 0.0257 (−0.0979, 0.0037)
age6 0.0031 0.0216 (−0.0398, 0.0446) 0.0466 0.0255 (−0.0038, 0.0956)
reg1 −0.0103 0.0297 (−0.0689, 0.0481) 0.0153 0.0349 (−0.0515, 0.0843)
reg3 0.0225 0.0295 (−0.0354, 0.0799) −0.0017 0.0343 (−0.0692, 0.0655)
reg4 −0.0099 0.0217 (−0.0523, 0.0324) −0.0503 0.0252 (−0.1003,−0.0011)
reg5 −0.0435 0.0195 (−0.0820,−0.0053) −0.0250 0.0229 (−0.0693, 0.0203)
reg6 0.0145 0.0294 (−0.0431, 0.0719) 0.0384 0.0346 (−0.0289, 0.1062)
reg7 0.0262 0.0392 (−0.0503, 0.1032) −0.0043 0.0463 (−0.0955, 0.0876)
reg8 −0.0103 0.0234 (−0.0567, 0.0352) 0.0387 0.0278 (−0.0165, 0.0925)
pack1 −0.0482 0.0209 (−0.0891,−0.0070) −0.0422 0.0252 (−0.0918, 0.0065)
pack2 −0.0265 0.0191 (−0.0638, 0.0107) −0.0050 0.0228 (−0.0502, 0.0395)
tour1 −0.0371 0.0218 (−0.0808, 0.0053) −0.0699 0.0259 (−0.1209,−0.0193)
tour2 −0.0024 0.0197 (−0.0409, 0.0363) 0.0233 0.0231 (−0.0217, 0.0686)
tour3 −0.0202 0.0257 (−0.0708, 0.0299) −0.0243 0.0297 (−0.0830, 0.0337)
tour5 −0.0741 0.0274 (−0.1277,−0.0200) −0.0207 0.0317 (−0.0831, 0.0419)
tour6 0.0294 0.0507 (−0.0704, 0.1283) 0.1547 0.0618 (0.0352, 0.2766)
day1 0.0325 0.0263 (−0.0195, 0.0847) 0.0116 0.0315 (−0.0499, 0.0730)
day3 −0.0280 0.0164 (−0.0605, 0.0038) −0.0148 0.0191 (−0.0526, 0.0224)
day4 0.0217 0.0247 (−0.0275, 0.0695) 0.0193 0.0293 (−0.0383, 0.0756)
day5 0.0096 0.0422 (−0.0732, 0.0927) 0.0391 0.0501 (−0.0584, 0.1377)
day6 0.0706 0.0530 (−0.0328, 0.1744) 0.0864 0.0637 (−0.0375, 0.2107)
day7 −0.0535 0.0374 (−0.1260, 0.0200) −0.0328 0.0474 (−0.1258, 0.0595)
time2 0.0053 0.0168 (−0.0279, 0.0384) 0.0019 0.0199 (−0.0368, 0.0412)
time3 −0.0282 0.0194 (−0.0662, 0.0099) 0.0051 0.0231 (−0.0403, 0.0500)
accom1 0.0107 0.0168 (−0.0221, 0.0437)
accom2 0.0355 0.0197 (−0.0033, 0.0740)
accom3 −0.0528 0.0496 (−0.1496, 0.0433)
accom4 −0.0419 0.0380 (−0.1171, 0.0324)
accom5 −0.1010 0.0871 (−0.2713, 0.0704)
accom6 −0.0730 0.0347 (−0.1416,−0.0058)
accom7 −0.0059 0.0578 (−0.1182, 0.1078)
accom8 0.1521 0.0593 (0.0348, 0.2672)
accom9 −0.1427 0.0536 (−0.2476,−0.0377)
route1 0.0077 0.0182 (−0.0279, 0.0435) −0.0324 0.0212 (−0.0741, 0.0092)
route2 0.0290 0.0231 (−0.0163, 0.0743) −0.0006 0.0276 (−0.0547, 0.0528)
route3 −0.0311 0.0178 (−0.0658, 0.0037) −0.0065 0.0207 (−0.0477, 0.0339)
route4 0.0303 0.0326 (−0.0335, 0.0940) −0.0192 0.0387 (−0.0945, 0.0571)
route5 0.0047 0.0300 (−0.0538, 0.0637) −0.0419 0.0355 (−0.1115, 0.0264)
route6 −0.0031 0.0222 (−0.0469, 0.0401) −0.0135 0.0263 (−0.0650, 0.0382)
route7 0.0371 0.0255 (−0.0131, 0.0876) 0.0487 0.0303 (−0.0102, 0.1084)

a: ‘mean,’ ‘sd’ and ‘95% ci’ denote the posterior mean, posterior standard deviation and 95%

credible interval, respectively.
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Tables 3: Continued
satserv sattran

meana sda 95% cia mean sd 95% ci

intercept 0.7956 0.0405 (0.7177, 0.8749) 0.6946 0.0401 (0.6162, 0.7745)
fem 0.0324 0.0138 (0.0058, 0.0595) 0.0257 0.0148 (−0.0033, 0.0546)
age1 −0.0760 0.0441 (−0.1618, 0.0115) −0.0710 0.0468 (−0.1628, 0.0199)
age3 −0.0389 0.0250 (−0.0881, 0.0103) −0.0004 0.0262 (−0.0527, 0.0506)
age4 −0.0746 0.0258 (−0.1250,−0.0238) −0.0089 0.0275 (−0.0623, 0.0452)
age5 −0.0332 0.0225 (−0.0773, 0.0106) −0.0051 0.0237 (−0.0522, 0.0409)
age6 0.0418 0.0221 (−0.0020, 0.0842) 0.0545 0.0233 (0.0091, 0.1001)
reg1 0.0157 0.0305 (−0.0430, 0.0767) 0.0471 0.0323 (−0.0153, 0.1115)
reg3 −0.0337 0.0297 (−0.0916, 0.0248) 0.0852 0.0314 (0.0240, 0.1470)
reg4 −0.0313 0.0218 (−0.0743, 0.0112) −0.0291 0.0233 (−0.0744, 0.0169)
reg5 −0.0632 0.0202 (−0.1023,−0.0238) −0.0122 0.0213 (−0.0538, 0.0297)
reg6 0.0140 0.0292 (−0.0429, 0.0713) 0.0214 0.0316 (−0.0401, 0.0832)
reg7 0.0003 0.0402 (−0.0787, 0.0780) −0.0225 0.0429 (−0.1079, 0.0613)
reg8 −0.0147 0.0240 (−0.0614, 0.0322) 0.0326 0.0255 (−0.0172, 0.0824)
pack1 −0.0304 0.0242 (−0.0777, 0.0169) −0.0159 0.0268 (−0.0681, 0.0372)
pack2 0.0216 0.0197 (−0.0173, 0.0599) −0.0180 0.0206 (−0.0580, 0.0223)
tour1 −0.0369 0.0227 (−0.0816, 0.0078) 0.0021 0.0241 (−0.0456, 0.0487)
tour2 0.0185 0.0201 (−0.0207, 0.0581) 0.0031 0.0214 (−0.0385, 0.0450)
tour3 −0.0106 0.0258 (−0.0612, 0.0396) −0.0248 0.0275 (−0.0792, 0.0291)
tour5 −0.0263 0.0280 (−0.0809, 0.0281) −0.0505 0.0300 (−0.1096, 0.0076)
tour6 0.0872 0.0526 (−0.0139, 0.1898) 0.0832 0.0551 (−0.0247, 0.1909)
day1 −0.0256 0.0272 (−0.0796, 0.0276) −0.0053 0.0284 (−0.0598, 0.0512)
day3 −0.0253 0.0166 (−0.0580, 0.0069) −0.0317 0.0177 (−0.0669, 0.0030)
day4 0.0134 0.0251 (−0.0361, 0.0623) −0.0425 0.0268 (−0.0951, 0.0099)
day5 −0.0099 0.0437 (−0.0952, 0.0757) −0.0903 0.0464 (−0.1806, 0.0008)
day6 0.0638 0.0552 (−0.0444, 0.1733) 0.0289 0.0575 (−0.0824, 0.1439)
day7 −0.0176 0.0415 (−0.0989, 0.0624) −0.1123 0.0432 (−0.1960,−0.0278)
time2 −0.0054 0.0173 (−0.0392, 0.0286) −0.0233 0.0182 (−0.0589, 0.0125)
time3 −0.0090 0.0198 (−0.0477, 0.0299) −0.0357 0.0213 (−0.0780, 0.0063)
tran1 0.0485 0.0202 (0.0090, 0.0881) 0.0055 0.0251 (−0.0433, 0.0550)
tran2 0.0356 0.0173 (0.0015, 0.0690) 0.0569 0.0210 (0.0154, 0.0983)
tran3 0.0448 0.0240 (−0.0018, 0.0922) 0.0688 0.0299 (0.0115, 0.1275)
tran4 0.0352 0.0301 (−0.0237, 0.0947) 0.0389 0.0366 (−0.0336, 0.1105)
tran6 −0.0127 0.0580 (−0.1274, 0.1015) 0.0709 0.0662 (−0.0595, 0.1993)
tran7 0.0504 0.0230 (0.0053, 0.0951) −0.0279 0.0281 (−0.0834, 0.0270)
tran8 −0.0990 0.0740 (−0.2455, 0.0464) −0.1289 0.0951 (−0.3134, 0.0584)
tran9 0.0165 0.0568 (−0.0953, 0.1284) 0.0886 0.0719 (−0.0510, 0.2297)
tran10 0.0781 0.0394 (0.0009, 0.1542) 0.0274 0.0475 (−0.0653, 0.1201)
accom1 0.0114 0.0139 (−0.0158, 0.0387)
accom2 0.0098 0.0165 (−0.0225, 0.0418)
accom3 −0.0340 0.0414 (−0.1151, 0.0473)
accom4 −0.0152 0.0319 (−0.0785, 0.0467)
accom5 −0.0649 0.0727 (−0.2069, 0.0781)
accom6 −0.0139 0.0291 (−0.0704, 0.0430)
accom7 −0.0027 0.0521 (−0.1040, 0.1002)
accom8 0.0993 0.0481 (0.0042, 0.1936)
accom9 −0.1251 0.0441 (−0.2112,−0.0386)
route1 −0.0166 0.0184 (−0.0527, 0.0193) 0.0091 0.0194 (−0.0294, 0.0467)
route2 −0.0052 0.0240 (−0.0526, 0.0413) −0.0062 0.0252 (−0.0556, 0.0431)
route3 −0.0190 0.0182 (−0.0550, 0.0165) −0.0199 0.0195 (−0.0583, 0.0184)
route4 0.0436 0.0338 (−0.0225, 0.1110) −0.0117 0.0360 (−0.0815, 0.0592)
route5 −0.0279 0.0306 (−0.0870, 0.0316) 0.0294 0.0326 (−0.0360, 0.0941)
route6 0.0116 0.0233 (−0.0341, 0.057) −0.0010 0.0243 (−0.0477, 0.0466)
route7 0.0394 0.0263 (−0.0125, 0.0906) 0.0368 0.0279 (−0.0193, 0.0908)

a: ‘mean,’ ‘sd’ and ‘95% ci’ denote the posterior mean, posterior standard deviation and 95%

credible interval, respectively.
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Tables 3: Continued
satequip satview

meana sda 95% cia mean sd 95% ci

intercept 0.7842 0.0402 (0.7071, 0.8636) 1.1196 0.0482 (1.0267, 1.2152)
fem 0.0403 0.0137 (0.0139, 0.0670) 0.0787 0.0187 (0.0422, 0.1158)
age1 −0.0458 0.0436 (−0.1321, 0.0380) −0.1010 0.0570 (−0.2118, 0.0116)
age3 −0.0332 0.0245 (−0.0812, 0.0146) −0.0437 0.0327 (−0.1082, 0.0192)
age4 −0.0903 0.0255 (−0.1411,−0.0408) −0.0944 0.0339 (−0.1601,−0.0278)
age5 −0.0700 0.0220 (−0.1139,−0.0279) −0.0580 0.0291 (−0.1154,−0.0012)
age6 −0.0200 0.0218 (−0.0633, 0.0222) 0.0528 0.0289 (−0.0039, 0.1091)
reg1 −0.0072 0.0300 (−0.0650, 0.0522) −0.0059 0.0393 (−0.0830, 0.0725)
reg3 0.0412 0.0296 (−0.0169, 0.0995) 0.0081 0.0398 (−0.0696, 0.0864)
reg4 −0.0120 0.0217 (−0.0541, 0.0306) 0.0106 0.0292 (−0.0460, 0.0678)
reg5 −0.0258 0.0197 (−0.0640, 0.0130) −0.0170 0.0262 (−0.0684, 0.0345)
reg6 0.0326 0.0293 (−0.0252, 0.0898) 0.0181 0.0393 (−0.0588, 0.0955)
reg7 −0.0178 0.0393 (−0.0951, 0.0590) 0.0475 0.0539 (−0.0584, 0.1534)
reg8 0.0011 0.0234 (−0.0446, 0.0465) 0.0326 0.0314 (−0.0286, 0.0944)
pack1 −0.0367 0.0246 (−0.0849, 0.0113) −0.0451 0.0279 (−0.0988, 0.0098)
pack2 −0.0086 0.0195 (−0.0468, 0.0296) −0.0304 0.0258 (−0.0814, 0.0199)
tour1 −0.0243 0.0225 (−0.0687, 0.0194) −0.0803 0.0291 (−0.1364,−0.0233)
tour2 −0.0138 0.0199 (−0.0529, 0.0251) −0.0218 0.0263 (−0.0736, 0.0298)
tour3 −0.0111 0.0257 (−0.0611, 0.0398) −0.1227 0.0333 (−0.1877,−0.0571)
tour5 −0.0671 0.0279 (−0.1223,−0.0126) −0.0479 0.0368 (−0.1185, 0.0246)
tour6 0.0021 0.0514 (−0.0978, 0.1048) 0.1089 0.0731 (−0.0318, 0.2552)
day1 −0.0289 0.0264 (−0.0803, 0.0225) −0.0490 0.0344 (−0.1169, 0.0184)
day3 −0.0155 0.0166 (−0.0477, 0.0167) −0.0129 0.0221 (−0.0555, 0.0307)
day4 −0.0005 0.0252 (−0.0500, 0.0491) 0.0009 0.0333 (−0.0645, 0.0654)
day5 −0.0041 0.0434 (−0.0900, 0.0804) 0.0125 0.0591 (−0.1026, 0.1295)
day6 0.0470 0.0536 (−0.0573, 0.1513) 0.1449 0.0754 (−0.0013, 0.2955)
day7 −0.0071 0.0415 (−0.0883, 0.0732) 0.0937 0.0538 (−0.0110, 0.1997)
time2 −0.0222 0.0169 (−0.0548, 0.0108) −0.0226 0.0228 (−0.0667, 0.0219)
time3 −0.0342 0.0196 (−0.0729, 0.0048) −0.0507 0.0261 (−0.1020, 0.0003)
tran1 0.0131 0.0218 (−0.0295, 0.0563)
tran2 0.0251 0.0186 (−0.0109, 0.0615)
tran3 −0.0108 0.0256 (−0.0612, 0.0397)
tran4 0.0521 0.0325 (−0.0109, 0.1159)
tran6 0.1485 0.0642 (0.0229, 0.2752)
tran7 −0.0033 0.0249 (−0.0517, 0.0457)
tran8 0.0207 0.0826 (−0.1402, 0.1831)
tran9 0.0138 0.0611 (−0.1059, 0.1341)
tran10 0.0022 0.0411 (−0.0780, 0.0837)
accom1 −0.0197 0.0134 (−0.0457, 0.0069)
accom2 0.0276 0.0156 (−0.0028, 0.0584)
accom3 0.0035 0.0404 (−0.0753, 0.0825)
accom4 −0.0297 0.0312 (−0.0908, 0.0318)
accom5 −0.1001 0.0675 (−0.2324, 0.0337)
accom6 −0.0222 0.0282 (−0.0773, 0.0327)
accom7 −0.0263 0.0511 (−0.1267, 0.0738)
accom8 0.0866 0.0475 (−0.0057, 0.1801)
accom9 −0.0449 0.0430 (−0.1297, 0.0389)
route1 0.0115 0.0183 (−0.0250, 0.0472) 0.0626 0.0245 (0.0146, 0.1100)
route2 0.0041 0.0239 (−0.0435, 0.0506) −0.0223 0.0318 (−0.0849, 0.0395)
route3 0.0160 0.0180 (−0.0196, 0.0510) 0.0355 0.0241 (−0.0112, 0.0830)
route4 0.0207 0.0338 (−0.0458, 0.0865) 0.0736 0.0460 (−0.0168, 0.1640)
route5 −0.0350 0.0303 (−0.0935, 0.0244) −0.0792 0.0414 (−0.1614, 0.0003)
route6 0.0012 0.0225 (−0.0431, 0.0451) 0.0477 0.0307 (−0.0118, 0.1076)
route7 0.0820 0.0262 (0.0311, 0.1336) 0.1642 0.0361 (0.0931, 0.2345)

a: ‘mean,’ ‘sd’ and ‘95% ci’ denote the posterior mean, posterior standard deviation and 95%

credible interval, respectively.
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Table 4: The posterior results of Σ
meana sda 95% cia

σ11 0.1899 0.0100 (0.1711, 0.2105)
σ21 0.1283 0.0061 (0.1167, 0.1407)
σ31 0.1021 0.0050 (0.0926, 0.1122)
σ41 0.1140 0.0056 (0.1034, 0.1254)
σ51 0.1027 0.0050 (0.0933, 0.1129)
σ61 0.0915 0.0047 (0.0827, 0.1010)
σ71 0.0988 0.0047 (0.0899, 0.1084)
σ81 0.1501 0.0078 (0.1355, 0.1660)
σ22 0.1910 0.0077 (0.1764, 0.2064)
σ32 0.1099 0.0048 (0.1008, 0.1196)
σ42 0.1082 0.0050 (0.0986, 0.1184)
σ52 0.0882 0.0042 (0.0800, 0.0965)
σ62 0.0777 0.0041 (0.0699, 0.0861)
σ72 0.0805 0.0040 (0.0729, 0.0887)
σ82 0.0998 0.0058 (0.0889, 0.1119)
σ33 0.1246 0.0061 (0.1129, 0.1371)
σ43 0.0821 0.0041 (0.0743, 0.0904)
σ53 0.0706 0.0036 (0.0638, 0.0777)
σ63 0.0684 0.0035 (0.0617, 0.0754)
σ73 0.0708 0.0034 (0.0642, 0.0778)
σ83 0.0819 0.0049 (0.0727, 0.0917)
σ44 0.1743 0.0073 (0.1605, 0.1891)
σ54 0.1109 0.0047 (0.1020, 0.1203)
σ64 0.0822 0.0041 (0.0744, 0.0904)
σ74 0.0801 0.0039 (0.0727, 0.0880)
σ84 0.0865 0.0054 (0.0762, 0.0975)
σ55 0.1300 0.0056 (0.1193, 0.1415)
σ65 0.0823 0.0037 (0.0752, 0.0899)
σ75 0.0764 0.0035 (0.0697, 0.0835)
σ85 0.0873 0.0050 (0.0778, 0.0974)
σ66 0.1477 0.0051 (0.1379, 0.1580)
σ76 0.0828 0.0036 (0.0759, 0.0901)
σ86 0.0810 0.0050 (0.0717, 0.0912)
σ77 0.1255 0.0049 (0.1161, 0.1354)
σ87 0.0953 0.0051 (0.0855, 0.1057)
σ88 0.2039 0.0126 (0.1806, 0.2297)

a: ‘mean,’ ‘sd’ and ‘95% ci’ denote the posterior mean, posterior standard deviation and 95%

credible interval, respectively.
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Table 5: The posterior results of γ

meana sda 95% cia

γ12 0.1261 0.0172 (0.0940, 0.1611)
γ13 0.5792 0.0118 (0.5561, 0.6017)
γ22 0.2437 0.0127 (0.2187, 0.2685)
γ23 0.6284 0.0093 (0.6099, 0.6461)
γ32 0.2288 0.0171 (0.1952, 0.2625)
γ33 0.6913 0.0090 (0.6738, 0.7086)
γ42 0.1891 0.0130 (0.1640, 0.2150)
γ43 0.6637 0.0087 (0.6467, 0.6808)
γ52 0.1784 0.0146 (0.1502, 0.2076)
γ53 0.6995 0.0081 (0.6837, 0.7152)
γ62 0.1299 0.0095 (0.1114, 0.1487)
γ63 0.7007 0.0078 (0.6852, 0.7160)
γ72 0.1539 0.0126 (0.1294, 0.1791)
γ73 0.7079 0.0078 (0.6926, 0.7230)
γ82 0.1915 0.0214 (0.1500, 0.2349)
γ83 0.6698 0.0119 (0.6461, 0.6930)

a: ‘mean,’ ‘sd’ and ‘95% ci’ denote the posterior mean, posterior standard deviation and 95%

credible interval, respectively.
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Table 6 (a): Indices of relationships between overall satisfaction and
the satisfaction regarding specific aspects of traveling (actual
number)a

α̂2 Σ−1
(−1)σ(−1)

satfood 0.1841 0.1805
satsouv 0.1629 0.1682
sataccom 0.1213 0.1253
satserv 0.1123 0.1137
sattran 0.0253 0.0340
satequip 0.0923 0.0808
satview 0.4380 0.4279

a: The values are posterior means.

Table 6 (b): Indices of relationships between overall satisfaction and
the satisfaction regarding specific aspects of traveling (%)a

α̂2 Σ−1
(−1)σ(−1)

satfood 16.20 (2) 15.97 (2)
satsouv 14.34 (3) 14.88 (3)
sataccom 10.68 (4) 11.09 (4)
satserv 9.88 (5) 10.06 (5)
sattran 2.23 (7) 3.01 (7)
satequip 8.13 (6) 7.15 (6)
satview 38.55 (1) 37.86 (1)

a: The values in parenthesis denote descending order.
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Figure 1: The Map of Japan
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Figure 2: The Map of Hokkaido Prefecture
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