Dynamic pathways to mediate reactions buried in thermal fluctuations. I. Time-dependent normal form theory for multidimensional Langevin equation
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We present a novel theory which enables us to explore the mechanism of reaction selectivity and robust functions in complex systems persisting under thermal fluctuation. The theory constructs a nonlinear coordinate transformation so that the equation of motion for the new reaction coordinate is independent of the other nonreactive coordinates in the presence of thermal fluctuation. In this article we suppose that reacting systems subject to thermal noise are described by a multidimensional Langevin equation without a priori assumption for the form of potential. The reaction coordinate is composed not only of all the coordinates and velocities associated with the system (solute) but also of the random force exerted by the environment (solvent) with friction constants. The sign of the reaction coordinate at any instantaneous moment in the region of a saddle determines the fate of the reaction, i.e., whether the reaction will proceed through to the products or go back to the reactants. By assuming the statistical properties of the random force, one can know a priori a well-defined boundary of the reaction which separates the full position-velocity space in the saddle region into mainly reactive and mainly nonreactive regions even under thermal fluctuation. The analytical expression of the reaction coordinate provides the firm foundation on the mechanism of how and why reaction proceeds in thermal fluctuating environments. © 2009 American Institute of Physics. [doi:10.1063/1.3268621]

I. INTRODUCTION

How a system can robustly undergo a reaction from one stable state to another in the presence of thermal fluctuations has been one of the most intriguing subjects in chemistry and biology. Most reactions in biology or chemical synthesis occur in condensed phase. The most characteristic difference from the isolated system is that the system (e.g., solute) is subject to external forces exerted by the surrounding environment (e.g., solvents). Even for a fixed initial condition of all the variables in the system, the final destination is not necessarily unique but has a certain probability distribution because one cannot control the external force due to its stochastic nature. In the pioneering studies by Kramers1 (and later by Grote and Hynes3), condensed phase reactions are described in terms of (generalized) Langevin equations in which the system moves along a one-dimensional coordinate (in the configuration space) on the potential (of mean force) under the influence of friction (friction kernel) and the random force exerted by the environment. The system-bath Hamiltonian approach can formally bridge the descriptions of any Hamiltonian system and the generalized Langevin formulation4–5 projected onto an arbitrarily chosen coordinate. The question of the description of dynamical systems in the presence of thermal fluctuation is one of the most intriguing subjects in nonequilibrium statistical mechanics.6,7 In addition, there remains the fundamental question of what reaction coordinate a system actually follows under the disturbance of thermal fluctuation.

A concept of “reaction coordinate” has long been envisioned as a one-dimensional coordinate that describes the progress of the reaction. The coordinate is considered to lie, at least approximately, along the unstable direction in the vicinity of the saddle point of rank one (associated with one negative eigenvalue of Hessian matrix while all the others are positive), going from the reactant to the product region. If there were no coupling between the reaction coordinate and all the other coordinates, the process of the reaction could be described as a one-dimensional system with that coordinate. That is, it could be predicted whether the system will go forward to the product or back to the reactant by referring solely to the value of the reaction coordinate, without referring to the rest. For molecules with many atoms, however, the couplings among multiple modes make the reaction dynamics much more complicated. It is far from trivial whether such a reaction coordinate, decoupled from all the other coordinates, actually exists in nonlinearly coupled multidimensional systems surrounded by a thermally fluctuating environment.

In isolated systems with multiple degrees of freedom, nonlinear dynamics in the region of rank-one saddle was recently studied by several authors,8–26 following several developments in experiments27,28 and theories.29–38 The firm
mathematical foundation has been established, for the existence of the reaction coordinate decoupled from the rest, as a nonlinear function of the original coordinates and the conjugate momenta in the phase space, even though there exists nonlinear couplings among the original coordinates. The crux was the nonlinear transformation of the coordinate systems by using the normal form (NF) theory, which uses the Lie canonical perturbation theory (regarded as a classical analog of the Van Vleck perturbation theory in quantum mechanics). The occurrence of the reaction can then be judged solely from the value of the reaction coordinate, irrespective of all the nonreactive modes. However, their approach is based on Hamiltonian systems, which corresponds to “isolated molecules.”

In the framework of multidimensional underdamped Langevin equation, Bartsch et al. recently discussed the potential of the introduction of a shifted coordinate system that takes into account time-dependent fluctuating forces and showed that the shifted coordinate system became apparently free from stochastic thermal fluctuation, and one could extract the geometrical structure such as the reaction coordinate decoupled from the other nonreactive coordinates in that shifted system. However, the separation of the reaction coordinate from the others crucially results from the harmonic approximation for the potential they used. The harmonic approximation, however, is only validated in close proximity of the saddle point. At higher temperature the system more significantly experiences nonlinear regions on the potential, which invalidates their treatments. There still remains an unresolved question of the existence of a clear reaction boundary or reaction coordinate, which enables us to predict the final destination of the reaction under thermal fluctuation.

In this article we present a theory to single out a new reaction coordinate decoupled from the other nonreactive coordinates in the presence of thermal fluctuations without postulating a priori either the dimension or the form of the potential (of mean force) (it can be multidimensional and nonlinear). Here we assume that reacting systems are described by the framework of multidimensional (underdamped) Langevin equation. The term “underdamped” means that the second time derivative of the position \( q \) is included in the equation of motion, which is distinguished from the “overdamped” case of \( \dot{q} = 0 \), where equilibration in the velocity \( \dot{q} \) space is supposed to be attained much more quickly than in the position \( q \) space. The crux is the application of the non-Hamiltonian NF theory together with the time-dependent formulation given by Ref. 55. We show that the sign of the new coordinate at any instantaneous moment in the saddle region, in principle, determines the fate of the reaction: That is whether the system reaction will go forward to the products or go back to the reactants. By assuming the statistical properties of the random force, one can know a priori a well-defined boundary of the reaction which separates the full position-velocity space (spanned by the position \( q \) and the velocity \( \dot{q} \)) in the saddle region into mainly reactive and mainly nonreactive regions even under thermal fluctuation. In addition to obtaining the reaction boundary, the introduction of the new coordinate provides detailed insights into the flows of trajectories in the position-velocity space. The analytical expression for the new reaction coordinate in terms of \( (q, \dot{q}) \) of the system and the random force \( \xi(t) \) from the solvent enables us to obtain physical insights about the pathway to mediate the reaction.

The main interest of this article is the question of the general existence of a reaction coordinate in the position-velocity space by which one can predict the destination of a reaction in a thermally fluctuating environment. For simplicity, our theory will be presented in the framework of the multidimensional underdamped Langevin formulation (the extension to the generalized Langevin formulation is rather straightforward and will be presented elsewhere). Here we mainly focus on the description of the theoretical framework. The actual application of our theory will be presented using the Müller–Brown potential in a separate paper.

II. THEORY

The reaction process under a fluctuating environment is described by multidimensional underdamped Langevin equation,

\[
\dot{q}_j = -\frac{\partial U}{\partial q_j} - \sum_{i=1}^{n} \gamma_{ij} \dot{q}_i + \xi_j(t),
\]

where \( (q_1, q_2, \ldots, q_n) \) are position coordinates of the system, with \( n \) being the number of degrees of freedom of the system, \( U \) the potential (of mean force), \( \gamma_{ij} \)'s are friction coefficients, and \( \xi_j(t) \)'s describe the random force from the fluctuating environment. We placed no assumption about the dimensionality of the system, the form of the friction constants [i.e., whether the matrix \( \Theta = (\gamma_{ij}) \) has off-diagonal elements or not], or the form of potential, except that the system possesses a rank-1 saddle point that links the reactant and the product regions (see Sec. II A for more detail). Without loss of generality, the origin \( (q = 0) \) is set to be at the saddle point. The fluctuating force \( \xi_j(t) \) has a Gaussian distribution with zero mean, their variance being given by the fluctuation-dissipation theorem,

\[
(\langle \xi_j(t) \xi_j(t') \rangle) = 2k_B T \gamma_{jj} \delta(t - t'),
\]

where \( T \) is the temperature, \( k_B \) is the Boltzmann constant, and \( \delta \) is Dirac’s delta function, respectively.

The overall goal of this section is to construct a coordinate transformation \( (q_1, \ldots, q_n, \dot{q}_1, \ldots, \dot{q}_n) \rightarrow (y_1, \ldots, y_{2n}) \), which casts the equations of motion into the following form:

\[
\dot{y}_j = \lambda_j y_j + c_j(y_1, \ldots, y_{2n}, t), \quad j = 2, 3, \ldots, 2n,
\]

where \( \lambda_j \) is a positive number determined by the curvature along the unstable direction and the friction coefficient(s), and \( |c_j(t)| \) is smaller than \( \lambda_j \), that is, the motion along the \( y_1 \)-direction is unstable. The unstable direction corresponds to the motion sliding down the barrier, whereas all the other directions are stable. The time scale \( \lambda_1 \) of the unstable motion is determined by the potential \( U(q) \) and the friction constants \( \gamma_{ij} \) (details are given in Sec. II A and Appendix A). If there is no friction, it is equal to the square root of the cur-
tature of the $U(q)$ along the unstable direction. Existence of the friction decreases the instability of the system and, in other words, prevents the system from sliding down away from the saddle, resulting in smaller value of $\lambda_1$ (Appendix A). The term $c_i(t)$ originates from the nonlinearity of the potential and the random force (details in Sec. II C), whose time dependence is due to the time dependence of the random force. The physical interpretation is that the random force (the kick from the environment) disturbs the position of the system on the surface of $U(q)$, resulting in a change in the effective curvature along the reaction coordinate through the nonlinearity of the potential. In what follows, we regard the harmonic part (the quadratic terms in the Taylor expansion of the potential $U$) as the zeroth order approximation and treat the higher-order terms (i.e., nonlinearity) as perturbations. As long as this treatment is valid, the term $c_i(t)$ can usually be expected to be smaller than $\lambda_1$ since it comes from perturbational terms.

In Eq. (3), it is seen that the motion of $y_1$ is decoupled from all the other coordinates (see Sec. II D for details). If $y_1$ has a positive (negative) value in the vicinity of the saddle, the sign remains positive (negative) for all the time. The most striking point is that the sign of $y_1$ solely determines to which direction the system departs from the barrier, irrespective of the other modes ($y_2, y_3, \ldots$), even though the latter can be coupled to each other, as we allow for any functional form for $c_i$ in Eq. (3). In other words, knowing the sign of $y_1$ at any instant in the vicinity of the saddle is sufficient to predict whether the system will reach the product or bounce back to the reactant.

The construction of the transformation follows three steps: diagonalization of the linear part (Sec. II A), shift of the origin (Sec. II B), and nonlinear transformation to incorporate the effect of nonlinear couplings (Sec. II C).

### A. Diagonalization of linear part

First we perform the Taylor expansion of the force ($-\partial U/\partial q_j$) and decompose it into linear and nonlinear parts,

$$-\frac{\partial U}{\partial q_j} = -\sum_{i=1}^{n} k_{ij} q_i + \sum_{k=1}^{\infty} \kappa^k \sum_{|m|=|k|+1} \alpha_{j,m} q_1^{m_1} \cdots q_n^{m_n},$$

where $k_{ij}$ and $\alpha_{j,m}$ are the expansion coefficients of linear and nonlinear parts, respectively. In Eq. (4) we have introduced a formal parameter $\epsilon$ because we will later incorporate the effect of higher-order terms by time-dependent NF perturbation theory. After all the calculations are carried out, we can set $\epsilon=1$. The perturbation order $k$ is assigned according to the total power of $q_j$’s. Thus the linear part is zeroth order and the $k$th order term consists of homogeneous polynomials with

$$|m| = \sum_{j=1}^{n} m_j = k + 1,$$

where $m_j$ is the power of $q_j$ in the expansion Eq. (4).

Some of the nonlinear terms in Eq. (4) include coordinates $q_i$ with $i \neq j$. This means that the motion along the $j$th direction is affected by the position along other modes $q_i$ ($i \neq j$), and therefore the motion of each mode cannot be described independently from others. The effect is called “nonlinear coupling” or simply “coupling” between the $j$th and $i$th modes. The nonlinear terms also include terms such as $q_i^2, q_i^3, \ldots$, without $q_i$ ($i \neq j$), that is, nonlinearity along one single direction. Both types of nonlinearity cause deviation from purely harmonic motion, which will be treated in Sec. II C. Here let us begin to investigate the linear part of the equation.

The Langevin equation [Eq. (1)] can be rewritten into a first order differential equation in the position-velocity space

$$\frac{d}{dt} \begin{pmatrix} q \\ \dot{q} \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -K & -\Gamma \end{pmatrix} \begin{pmatrix} q \\ \dot{q} \end{pmatrix} + \begin{pmatrix} 0 \\ \xi(t) \end{pmatrix} + O(\epsilon),$$

where $K$ and $\Gamma$ are $n \times n$ matrices with components $k_{ij}$ and $\gamma_{ij}$, respectively. We have assumed that the system in question has a rank-one saddle point to link the reactant and the product regions. “Rank-one saddle point” here means that one of the eigenvalues for the linear part of Eq. (1) has a positive real value. That is, the matrix can be diagonalized with only one positive real eigenvalue,

$$V^{-1} \begin{pmatrix} 0 & 1 \\ -K & -\Gamma \end{pmatrix} V = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{2n}),$$

$$\lambda_1 > 0,$$

$$\text{Re}(\lambda_j) < 0, \quad j = 2, \ldots, 2n,$$

where $V$ is a $2n \times 2n$ matrix. Hereinafter we designate the positive eigenvalue as $\lambda_1$. In the case of isotropic friction, we also have one negative real eigenvalue (Appendix A), which we designate as $\lambda_2$. As one can see here, the rank-one saddle point we defined includes both the information of the linear parts of potential (i.e., the curvature of the potential) and friction constants. If the friction is isotropic, i.e., $\gamma_{ij} = \gamma_i \delta_{ij}$, the rank-1 saddle corresponds to a saddle point of the potential, but, in general, this is not necessarily so.

When we introduce normal mode coordinates $u_j$ in the position-velocity space by

$$\begin{pmatrix} q \\ \dot{q} \end{pmatrix} = Vu,$$

The equation of motion is cast into the following form:

$$\frac{d}{dt} u_j = \lambda_j u_j + \bar{\xi}_j(t) + \sum_{k=1}^{\infty} \kappa^k \sum_{|m|=|k|+1} \beta_{j,m} u_1^{m_1} \cdots u_n^{m_n},$$

where $\bar{\xi}_j(t)$ is the $j$th component of the following vector:

$$\bar{\xi} = V^{-1} \begin{pmatrix} 0 \\ \xi(t) \end{pmatrix},$$

and $\beta_{j,m}$’s represent the nonlinearity whose order is $k=|m| - 1$. In linear approximation ($\epsilon \to 0$), the motion of $u_j$ only depends on $u_j$ itself and the random force exerted by the fluctuating environment. This means that the normal modes $u_j$ are “decoupled” from each other in the lowest order even though the external force exerted by solvent kicks each normal mode $u_j$ stochastically. The higher-order terms [the third
terms in Eq. (9)] break down this separation and this effect will be treated in Sec. II C. Before taking into account the nonlinearity of the system, we treat the random force $\xi(t)$ using the prescription proposed by Bartsch et al.\textsuperscript{51–53} in Sec. II B.

### B. Shift of origin

Bartsch et al.\textsuperscript{51–53} suggested a time-dependent shift of origin and introduced relative coordinates, which we call $x_j$ here, by

$$u_j = u_j^0(t) + x_j,$$

$$u_j^0(t) = \begin{cases} \int_{-\infty}^{0} \exp(-\lambda_j \tau) \xi_j(t + \tau) d\tau & \text{(Re } \lambda_j < 0) \\ -\int_{0}^{\infty} \exp(-\lambda_j \tau) \xi_j(t + \tau) d\tau & \text{(Re } \lambda_j > 0). \end{cases}$$

(11)

When Eq. (11) is substituted into Eq. (9), the full equation of motion becomes

$$\frac{d}{dt} x_j = \lambda_j x_j + f_j(x,t),$$

$$f_j(x,t) = \sum_{k=1}^{\infty} \exp(k \lambda_j) f_j^0(x,t),$$

$$f_j^0(x,t) = \sum_{|m|\geq k=1} f_{j,m}^0(t) x_1^m_1 \cdots x_{2n}^m_{2n},$$

(12)

where $f_{j,m}^0(t)$ are time-dependent coefficients which depend on $\beta_{j,m}$ in Eq. (9) and $u_j^0(t)$. Note that in the lowest order the dynamics of $x_j$ does not depend on $\xi_j$ because it is canceled out by the shift,\textsuperscript{51–53} but in the higher-order terms of $O(\epsilon^k)$ ($k \geq 1$) the dynamics of $x_j$ depends on all $\xi_j$ through the time dependence in $f_{j,m}^0(t)$ that originates from that of random force $\xi_j(t)$. Hereafter for the sake of brevity the dependence on $\xi_j(t)$ and $\gamma_j$ is not explicitly written in the notations of the time-dependent coefficients appearing in the following procedures [i.e., $c_j(y,t)$, $w_j(y,t)$, and $g_j(y,t)$] but all these coefficients generally depend on both $\xi_j(t)$ and $\gamma_j$ exerted by the surrounding environment.

It is convenient for later use to introduce $S$-symbols defined in Ref. \textsuperscript{55},

$$S[\mu, \psi(t)](t) = \begin{cases} \int_{-\infty}^{0} \exp(-\mu \tau) \psi(t + \tau) d\tau & \text{(Re } \mu < 0) \\ -\int_{0}^{\infty} \exp(-\mu \tau) \psi(t + \tau) d\tau & \text{(Re } \mu > 0). \end{cases}$$

(13)

for any complex value $\mu$ and function $\psi(t)$. This symbol is defined so that it satisfies the following differential equation:

$$\left( \frac{d}{dt} - \mu \right) S[\mu, \psi](t) = \psi(t).$$

(14)

With this symbol, we can rewrite Eq. (11) as

$$u_j^0(t) = S[\lambda_j, \xi_j](t).$$

(15)

The following properties\textsuperscript{55} of $S$-symbol can easily be shown and will be useful in the symbolic calculation in Sec. II C: For any functions $\psi(t), \varphi(t)$, and constants $a, b, \mu$, and $\nu$ ($\in \mathbb{C}$),

$$S[\mu, a \psi + b \varphi] = a S[\mu, \psi] + b S[\mu, \varphi],$$

$$S[\mu, S[\lambda, \psi]] = S[\lambda, S[\mu, \psi]] = \frac{1}{\mu - \lambda} (S[\mu, \psi] - S[\lambda, \psi]),$$

$$S[\mu, 1] = -\frac{1}{\mu}.$$  

(16)

A remark on the differentiability of the random force $\xi(t)$ and the $S$-symbol may be beneficial. The random force $\xi(t)$ is a generalized function that has infinite root mean square [Eq. (2)]. Since the integration of $\xi(t)$ becomes a random walk, it increases proportionally to the square root of time,

$$\int_t^{t+\Delta t} \xi_j(\tau) d\tau = O(\Delta t^{1/2}).$$

(17)

From the definition of $S$-functionals [Eq. (13)], it is readily shown that

$$S[\mu, \xi_j](t + \Delta t) - S[\mu, \xi_j](t) = O(\Delta t^{1/2})$$

(18)

for any complex number $\mu$ with Re $\mu \neq 0$. This means that $S[\mu, \xi_j]$ is a continuous function of $t$,

$$S[\mu, \xi_j] \in C^0,$$

(19)

where $C^0$ is a set of continuous functions. In general, the differentiability increases by one after the application of $S$ because of Eq. (14). Namely,

$$\psi \in C^k \Rightarrow S[\mu, \psi] \in C^{k+1},$$

(20)

where $C^k$ is a set of $k$ times differentiable functions, and $\psi$ is any function in $C^{k}$. While the random force is not a continuous function, the shift applied in Eq. (11) is continuous in $t$.

### C. Time-dependent normal form theory

To incorporate the effect of the nonlinear terms remaining in Eq. (12), we generalize the NF theory given by Leung and Zhang\textsuperscript{34} into time-dependent form. We start with the equation of motion for $x_j$ [Eq. (12)] and introduce a new set of coordinates $y_j$ by

$$x_j = y_j + w_j(y,t),$$

$$w_j(y,t) = \sum_{k=1}^{\infty} \exp(k \lambda_j) w_j^{(k)}(y,t),$$

(21)

with the functional forms of $w_j^{(k)}(y,t)$ being determined later. The equation of motion for $y_j$, then, has the following form:
Here at each order we determine the functions \( c_j(y,t) \), described as polynomial expansions in \( y \) each order in \( f \) is seen from Eq. (3). When we substitute Eqs. (21) and (22) into Eq. (12), we obtain
\[
\begin{align*}
\sum_{i=1}^{2n} \lambda_i y_i \frac{\partial}{\partial y_i} w_j(y,t) - \lambda_j w_j(y,t) + \frac{\partial}{\partial t} w_j(y,t) \\
= f_j(y + w,t) - \sum_{i=1}^{2n} c_j(y,t) \frac{\partial}{\partial y_i} w_j(y,t) - c_j(y,t).
\end{align*}
\]
(23)

Here we determine the unknown \( c_j(y,t) \) so that the functional forms of \( c_j(y,t) \) depend on \( w_j(y,t) \). We determine the functions \( w_j(y,t) \) so that the final equation of motion for \( y \) contains no coupling term up to a certain order in \( \varepsilon \) as was stated in Eq. (3). The complex eigenvalues for the real matrix in Eq. (3) is given by iterative solution of Eq. (27) for terms \( m_j=1 \) and \( m_i=0 \) \((i \neq j)\), we have \( \lambda_j - \langle \lambda, m \rangle = 0 \), which prohibits the use of the above solution because \( S \) is not well defined for the zero real part [see Eq. (13)]. For such \( m \), we must set \( g_{j,m}(t)=0 \) and \( c_{j,m}(t)=g_{j,m}(t) \). Thus the terms proportional to \( y \) remains in the final equation, as shown in Eq. (3). Once \( w_j(y,t) \) and \( c_j(y,t) \) are determined with a given \( g_{j,m}(t) \) at order \( k \), then the results are used to calculate \( g_{j,m}(t) \) through Eq. (24). With the determined \( g_{j,m}(t) \), one can further proceed the same procedure to obtain \( w_{j,m}(t) \) and \( c_{j,m}(t) \) and so forth.

Once we determine the functions \( w_j(y,t) \) up to a certain order, the transformation from \( y \) to \( x \) is given by Eq. (21). The inverse transformation, i.e., \( y \) as a function of \( x \), can be given by iterative solution of Eq. (21) as follows. Let
\[
y = y^{(k)}(x,t) + O(\varepsilon^{k+1})
\]
be the \( k \)th order expression of \( y \) in terms of \( x \). Substituting it into Eq. (21) we have
\[
y_j^{(0)}(x,t) = x_j,
\]
\[
y_j^{(l+1)}(x,t) = x_j - w_j(y^{(l)},t) \quad (l = 0, 1, \ldots, k)
\]
(28)

because \( w_j(y,t) \) begins with first order of \( \varepsilon \).

D. Equation of motion for the new coordinates

In Secs. II A–II C we have introduced a framework with which one can determine the coordinate transformation to make the equation of motion into a desired form. One might wish to make all degrees of freedom decoupled in the equation of motion for \( y \) as
\[
y_j = [\lambda_j + c_j(t)] y_j + O(\varepsilon^{N+1})
\]
(29)

\((j=1, 2, \ldots, 2n)\). Note that the terms proportional to \( y_j \) in the equation of \( \dot{y}_j \) remains as stated in Sec. II C and \( c_j(t) \) corresponds to \( \sum_{j=1}^N \lambda_j + c_j(t) \) with \( m_j=1 \) and \( m_i=0 \) \((i \neq j)\). In this paper, we call the form of Eq. (29) “full NF” in analogy to Hamiltonian systems. The solution is then obtained in an analytical form as
\[
y_j(t) = y_j(t_0) e^{\int_{t_0}^t (\lambda_j + c_j(t')) dt'} + O(\varepsilon^{N+1}),
\]
(30)

where \( t_0 \) is a certain instance of time (the initial condition).

However, if the system has damping oscillatory modes, the full normalization is impossible from the following reason. The complex eigenvalues for the real matrix in Eq. (7) arise in conjugate pair. For example, in the case of uniform friction (see Appendix A), the modes \( y_1, y_4, \ldots \) are the damping oscillatory modes and we have from Eq. (A3) \( \text{Re} \lambda_2 = \text{Re} \lambda_{2j-1} \quad (j = 2, 3, \ldots, n) \). The combination \( m_{2j-1} \neq 1 \) and \( m_i=0 \) \((i \neq 2j-1)\) will give \( \text{Re} \lambda_{2j} - \langle \lambda, m \rangle = 0 \). This proof applies not only to the case of uniform friction but also whenever we have oscillatory modes (eigenvalues in conjugate pair). As in Ref. 55, the impossibility of full NF
can be physically interpreted as resonance between the (damping) oscillatory modes of the system and the external field which has continuous Fourier spectrum (see also Appendix B).

For the purpose of predicting the destination or final state of the reaction, one needs only to know the motion along the unstable direction \( y_1 \), the reaction coordinate decoupled from the others, corresponding to the motion sliding down the barrier into either the reactant or the product regime. Thus we normalize solely the equation of \( y_1 \) while leaving other modes as they are,

\[
\dot{y}_1 = [\lambda_1 + c_1(t)]y_1 + O(e^{N+1}),
\]

\[
\dot{y}_2 = \lambda_2 y_2 + c_2(y, t),
\]

\[
\dot{y}_3 = \lambda_3 y_3 + c_3(y, t),
\]

\vdots

\[
\dot{y}_{2n} = \lambda_{2n} y_{2n} + c_{2n}(y, t).
\]

We call this “partial NF.” The solution for the motion of \( y_1 \) is given by

\[
y_1(t) = y_1(t_0) \exp \left[ \int_{t_0}^{t} (\lambda_1 + c_1(t')) dt' \right] + O(e^{N+1}).
\]  

(32)

Note that the expression for \( c_1 \) begins with first order perturbation term,

\[
c_1(t) = \sum_{k=1}^{N} e^{\lambda_1 k} c_{1(k)}(t).
\]  

(33)

Of particular importance is the behavior in \( t \to +\infty \). The exponent in Eq. (32) goes to infinity as \( t \to +\infty \) if the long-time average of the perturbative terms in \( c_1(t) \) [Eq. (33)] is less than \( \lambda_1 \), that is,

\[
\lim_{t \to +\infty} \frac{1}{t} \int_{t_0}^{t} \sum_{k=1}^{N} e^{\lambda_1 k} c_{1(k)}(t') dt' < \lambda_1.
\]  

(34)

Since the left-hand side is \( O(\varepsilon) \) and the right-hand side is zeroth order, this inequality can usually be expected to hold. As long as this condition is fulfilled,

\[
\lim_{t \to +\infty} y_1(t) = \begin{cases} +\infty & (y_1(t_0) > 0) \\ -\infty & (y_1(t_0) < 0) \end{cases}
\]  

(35)

The increase in \( |y_1(t)| \) means that the system departs from the vicinity of the saddle point, going either to the product or to the reactant. The most important consequence is that irrespective of the other modes \( (y_2, \ldots, y_{2n}) \), only the knowledge of the sign of \( y_1 \) at any one moment in the region of saddle is sufficient to predict the final state of the reaction, i.e., either ending up at the product or bouncing back to the reactant.

Mathematically, \( y_1 \) and \( y_2 \) correspond, respectively, to the unstable and stable invariant manifolds emanating from the normally hyperbolic invariant manifold in the \( y \) space. If one also normalizes the equation for \( y_2 \),

\[
\dot{y}_2 = [\lambda_2 + c_2(t)]y_2 + O(e^{N+1}),
\]

instead of the second line of Eq. (31), similar argument as above will show that the sign of \( y_2 \) can tell us which state the system originated from (without performing any trajectory calculation backward in time or recording the pathway of the trajectory).

E. The physical foundation of reaction under thermal fluctuation

The transformation from the original coordinates \((q, \dot{q})\) (through \( u \) and \( x \) to \( y \)) is obtained from Eqs. (8), (11), and (27). In general form, it can be expressed as

\[
y_1 = a_1 q_1 + a_2 \dot{q}_1 - \tilde{S}[\lambda_1, \tilde{\xi}_1](t) + F_{0l}[\tilde{\xi}(t)]
\]

\[
+ \sum_{|m|=1}^{m=2} w_m q_1^{m_1} \ldots q_n^{m_n} \dot{q}_1^{m_{n+1}} \ldots \dot{q}_n^{m_{2n}}
\]

\[
+ \sum_{|m|=1}^{m=2} F_{m}[^{t}l][t] q_1^{m_1} \ldots q_n^{m_n} \dot{q}_1^{m_{n+1}} \ldots \dot{q}_n^{m_{2n}}.
\]  

(37)

This provides us with the firm physical foundation of why the reaction takes place in terms of the components that appeared in Eq. (37) that can be classified into the following five distinct components.

(i) The linear terms in the original position \( q_1 \) and velocity \( \dot{q}_1 \) where the coefficients \( a_1 \) and \( a_2 \) are determined by the linear transformation by Eq. (8), reflecting the harmonic part of the potential and friction constants.

(ii) \( \tilde{S}[\lambda_1, \tilde{\xi}_1](t) \), linear term in the random force \( \tilde{\xi}_1(t) \), is interpreted as the motion directly excited by the kick from the environment along the reactive direction.

(iii) The nonlinear terms with coefficients \( w_m \) in \( q \) and \( \dot{q} \), containing no \( \tilde{\xi} \) describes the driving force of the reaction arising from nonlinear couplings that are regarded as intrinsic to the reacting system.

(iv) The term \( F_{0l}[^{t}l][t] \) is a nonlinear functional of the random force \( \tilde{\xi}(t) \) along all the directions \((i=1, \ldots, n)\) but not containing \( q \) or \( \dot{q} \). This term arises only when there exist both \( \tilde{\xi}(t) \) and the nonlinearity in the potential \( U \). For example, when the vibrational motion along the nonreactive mode is excited by a kick from the environment, this motion then changes the reactivity through nonlinear couplings between the nonreactive and the reactive modes.

(v) The terms with the time-dependent coefficient \( F_{ml}[^{t}l][t] \) can be called “environment-mediated coupling” since the amplitude of couplings among \((q, \dot{q})\) depends on the \( \tilde{\xi}(t) \). That is, the force from the environment disturbs the position of the system on the landscape of potential, resulting in the change of the coupling strength.

Note here that the coefficients \( w_m \), \( F_{0l}[^{t}l][t] \), and \( F_{ml}[^{t}l][t] \), obtained by the nonlinear transformation in Sec. II C, generally depend on the linear eigenvalues \( \lambda \) (and therefore on the friction constants) through Eq. (26). The striking observation from \( F_{0l}[^{t}l][t] \) and \( F_{ml}[^{t}l][t] \) is that the
nonlinearity intrinsic to the system (e.g., solute), and the random force and friction exerted by the environment (e.g., solvent) influence the reaction not only in separate ways, but in cooperation with each other. The effect cannot be simply classified as environment or nonlinear effect, but it should be understood as a “combination” of them.

Insofar, under some moderate conditions [e.g., Eq. (34)], it has been shown that there exists a reaction coordinate \( y_1 \) whose sign, in principle, determines the fate of the reaction. The transformation from the original coordinates to \( y_1 \) depends on each instance of the stochastic forces \( \xi_i(t) \). Theoretically, if one knew the time series of \( \xi(t) \) for all \( t \) in advance, one could precisely predict the fate of the reaction by the sign of \( y_1 \) within the order of perturbation. Equation (13) also requires all the future values of \( \xi_j \) for \( \text{Re } \lambda_1 > 0 \) and all the past values for \( \text{Re } \lambda_1 < 0 \). In realistic situations, the system cannot “know” the time evolution of \( \xi(t) \) for each instance in advance. What one may assume is the characteristic properties of random forces as “an ensemble” rather than a single instance.

As seen in Sec. II C, the analytical expressions for \( y_1 \) contains combinations of stochastic forces \( \xi_i(t) \) “wrapped” by \( S \)-functionals [Eq. (13)]. Assuming the statistical properties of \( \xi_j \), i.e., \( \langle \xi_j \rangle = 0 \) and the fluctuation-dissipation theorem given by Eq. (2), the ensemble average of several products and convolutions of \( S \)-functionals taken over all realizations of stochastic random force can be calculated analytically,

\[
\langle S[\lambda_1, \xi_j]\rangle = 0,
\]

\[
\langle S[\lambda_1, \xi_j]S[\lambda_2, \xi_j]\rangle = 2k_BT\gamma_1F(\lambda_1, \lambda_2),
\]

\[
\langle S[\lambda_2, S[\lambda_1, \xi_j]]S[\lambda_2, \xi_j]\rangle = -2k_BT\lambda_2^{-1}\gamma_1F(\lambda_1, \lambda_2),
\]

with the symbol \( F \) defined by

\[
F(\lambda_1, \lambda_2) = \begin{cases} 
\frac{1}{\lambda_1 + \lambda_2} & \text{if } \text{Re } \lambda_1 > 0 \text{ and } \text{Re } \lambda_2 > 0 \\
-\frac{1}{\lambda_1 + \lambda_2} & \text{if } \text{Re } \lambda_1 < 0 \text{ and } \text{Re } \lambda_2 < 0 \\
0 & \text{otherwise}.
\end{cases}
\]

Some formulas arising in higher orders are also presented in Appendix C.

Thanks to these formulas using the statistical properties of \( \xi_i(t) \), one can look into the question of how the dynamical structure persists under thermal fluctuation without knowing all \( \xi(t) \) in advance. As a function of initial conditions on the position-velocity space \( (q, q) \) of the system, one can a priori capture the reaction probability that is given by the probability of \( y_1 > 0 \) even under the stochastic nature of \( \xi_i(t) \) exerted by the environment (without performing any trajectory calculation). The dividing hypersurface to separate the position-velocity space into the two disjoint regions, i.e., mainly reactive and mainly nonreactive regions, under thermal fluctuation can be defined by \( \langle y_1 \rangle = 0 \) (\( P_{fold} \) in the words of protein folding community). How and to what extent the dynamical structure survives under the fluctuating environment can be investigated by analyzing the statistical distribution of \( y_1 \) including the analytical formulation of \( P_{fold} \) and their dependence on \( q, q \), temperature, and so forth.

The ensemble average of \( y_1 \) with respect to thermal noise, \( \langle y_1 \rangle \), is given by

\[
\langle y_1 \rangle = a_1q_1 + a_2q_1 + \tilde{F}_0(k_BT) + \sum_{|m| \geq 2} \sum_{n=1}^{m_1} \ldots \sum_{n=m_{2n}}^{m_{2n+1}} \tilde{F}_m(k_BT)q_1^{m_1} \ldots q_n^{m_{2n+1}}.
\]

where \( \tilde{F}_0(k_BT) \) and \( \tilde{F}_m(k_BT) \) are the averages of the corresponding terms in Eq. (37) and are functions of temperature.

The direct solvent effect \( S[\lambda_1, \tilde{\xi}_j](t) \) in Eq. (37) vanishes in Eq. (40). This term only results in the fluctuation of \( y_1 \) around the average and does not provide any information concerning the persistence of the dynamical structure of the system against thermal noise. The terms with \( F_0 \) and \( F_m \) describing the “nonlinear cooperation” between the system and the environment and those with \( w_m \) arising from the nonlinearity intrinsic to the system are essential for understanding the mechanism of the robustness of reaction under thermal fluctuation. Note here that the direct solvent effect \( S[\lambda_1, \tilde{\xi}_j](t) \) vanishes under the average over all realizations of \( \xi(t) \) and all of terms with \( F_0 \), \( F_m \), and \( w_m \) cannot be obtained within the framework of linear approximation.

F. Nonlinear resonances under thermal fluctuation

We discuss the possible scenario of the breakdown of the form of Eq. (32), which makes reaction totally unpredictable, implying that the reaction undergoes only in a purely stochastic fashion.

When some combination of \( m \) [other than \( m_i = 1 \) and \( m_i = 0 \) (\( i \neq j \)] causes zero (or very small) real part in Eq. (26), the NF calculation cannot be carried out as in Sec. II C. This is closely related to the well-known resonance problem in dynamical systems. Judging the existence of such resonances requires a knowledge of the specific values of the eigenvalues \( \lambda_1, \ldots, \lambda_n, \ldots \), and therefore depends on the system. Here let us consider the case of uniform friction \( \Gamma = y_1 \) (see also Appendix A). The resonance condition to break the form of the equation of motion for \( y_1 \) [Eq. (31)] becomes

\[
\text{Re}(\lambda_1 - \langle \lambda, m \rangle) = -(m_1 - 1)^2 \hat{\lambda}_1 + m_2 \hat{\lambda}_2 + (m_3 + \cdots + m_{2n})y/2 = 0.
\]

The first term in the right-hand side is negative, while the second and the third terms are positive. Therefore the first term may cancel with either the second or the third, or both. In the cases where the first and the second terms cancel with each other, it might not be appropriate to call this effect “resonance” because both \( \lambda_1 \) and \( \lambda_2 \) arise from the reactive mode. This situation may cause the change in dynamical structure of the reactive mode through the appearance of the terms of the type \( (y_n^1 y_n^2)^2 \) of \( m_1, m_2 \approx |\lambda_2|: |\lambda_1| \) in the
equation of motion for $y_1$. The cancellation of the first term with the third is what is unknown in Hamiltonian systems. In isolated systems, eigenvalues of the nonreactive modes are purely imaginary. There the resonance does not occur between the reactive mode and the nonreactive modes, supporting the separability of the reactive mode.\cite{Kawai2009, Komatsuzaki2009} In condensed phase, however, the reactive mode and the nonreactive ones can be in “resonance” through the appearance of $-\gamma/2$ in the nonreactive mode eigenvalues. This may break the separability and make the reaction coordinate essentially multidimensional. Appearance of purely stochastic process may thus be explained through this picture.

It should also be pointed out that breakdown of the condition of Eq. (34) may lead to the change in dynamical stability near the saddle point such as bifurcation of no-return transition state in many degrees of freedom Hamiltonian systems.\cite{Kawai2009} That is, the system will remain in the region of saddle for a certain duration without falling into the asymptotic regions. The time-dependent coefficient of $y_1$ arises primarily from the term with $m_1 = 1$, $m_2 = \cdots = m_{2n} = 0$ in Eq. (12), which in turn originates from the introduction of the time-dependent shift [Eq. (11)]. More precisely, terms proportional in $x_1$ appears when the shift [Eq. (11)] is substituted in the nonlinear terms in the equation of motion for $u$ [Eq. (9)]. Thus the higher-order correlations among the random forces $\xi(t)$ may stabilize the equilibrium point if the effect of nonlinearity is sufficiently large.

**III. SUMMARY AND OUTLOOK**

Based on multidimensional underdamped Langevin equation for a wide class of reacting systems of many degrees of freedom (i.e., without any a priori assumption about the dimension or the form of the potential of mean force), a theory has been presented to single out a new reaction coordinate (called $y_1$ in this paper) decoupled from the others under thermal fluctuation. The reaction coordinate is an analytical functional of the position coordinates $q$ and the velocities $\dot{q}$ of the system, and the random force $\xi(t)$ exerted by the environment. The sign of the coordinate at any instantaneous moment in the region of saddle can, in principle, determine the fate of the reaction, i.e., whether the reaction system will proceed to the products or go back to the reactants.

The analytical expression of the reaction coordinate enables us to decompose the origin of reaction into the following five components: (i) linear terms in the original position coordinate $q_1$ and velocity $\dot{q}_1$ along the reactive normal mode coordinate, which reflect the harmonic part of the potential and friction constants; (ii) time-dependent linear term in the random force $\xi(t)$ acting along $q_1$. This is a transition state trajectory introduced by Bartsch et al.\cite{Bartsh1951, Bartsch1953} This implies the motion caused directly by a kick from the solvent; (iii) nonlinear terms in the original position $q$ and the velocity $\dot{q}$, but not containing $\xi(t)$. These are the effects of nonlinear couplings that are intrinsic to the system since they appear even in the absence of the random force; (iv) second and higher-order terms in $\xi(t)$, but containing neither $q$ nor $\dot{q}$; these terms, for example, provide a shift of the border of the reac-

In the presence of friction, however, all the eigenvalues have nonzero real part arising from dissipation so that a new type of resonance may emerge. It would be interesting to seek for the mechanism of the change in dy-
ynamical structure or the transition to a purely stochastic re-
action in terms of these new types of resonance in the region of rank-one saddles in dissipative systems.
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APPENDIX A: LINEAR FREQUENCIES FOR UNIFORM
FRICITION
The eigenvalues are obtained analytically for the case of
uniform friction $\Gamma = \gamma I$.\textsuperscript{53} There is one positive value,
\begin{equation}
\lambda_1 = \frac{1}{2}(\gamma + \sqrt{\gamma^2 + 4k^2}) > 0,
\end{equation}
and one negative value,
\begin{equation}
\lambda_2 = \frac{1}{2}(\gamma - \sqrt{\gamma^2 + 4k^2}) < 0,
\end{equation}
both corresponding to the reactive direction $q_1$, where $k$ is
the curvature along the reactive coordinate. Other directions
correspond to the nonreactive modes, and we have for their
eigenvalues
\begin{equation}
\lambda_{2j-1} = \frac{1}{2}(\gamma + i\sqrt{4\omega_j^2 - \gamma^2}),
\end{equation}
\begin{equation}
\lambda_{2j} = \frac{1}{2}(\gamma - i\sqrt{4\omega_j^2 - \gamma^2}),
\end{equation}
\begin{equation}
(j = 2, 3, \ldots, n),
\end{equation}
where $\omega_j$ is the frequencies of the nonreactive mode without
friction. If $\gamma < 2\omega_j$, these are complex values with negative
real parts, corresponding to damping oscillatory motions. Note
that they appear in conjugate pair. In the case of large
friction ($\gamma > 2\omega_j$), these values become negative real, corre-
responding to simply damping modes.

APPENDIX B: ON THE S-SYMBOL WITH PURELY
IMAGINARY ARGUMENTS
In Eq. (13), the $S$-symbol is defined for positive and
negative real parts separately. That is, we have not given any
definition for $S[\mu, \psi]$ when the argument $\mu$ has zero real
part. As have been done in Ref. 55, one could define it by
adding a small real part,
\begin{equation}
S \{i\omega, \psi\} (t) = \lim_{\varepsilon \to 0} S \{-\varepsilon + i\omega, \psi\} (t)
= \lim_{\varepsilon \to 0} \int_0^\infty \exp (- (\varepsilon + i\omega) \tau) \psi(t + \tau) d\tau
\end{equation}
or
\begin{equation}
S \{i\omega, \psi\} (t) = \lim_{\varepsilon \to 0} S \{\varepsilon + i\omega, \psi\} (t)
= \lim_{\varepsilon \to 0} - \int_0^{+\infty} \exp (- (\varepsilon + i\omega) \tau) \psi(t + \tau) d\tau.
\end{equation}
Any linear combination of these will qualify as the definition
of $S [i\omega, \psi] (t)$ since it satisfies Eq. (14). However, for the
case that the function $\psi(t)$ includes a white noise, these in-
tegrations do not converge, or more precisely, give a variable
whose variance is infinity since the integrands do not decay as
$t \to \pm \infty$ for $\varepsilon = 0$. Since the above equations have the form
of Fourier transform of $\psi$, their divergence can physically be
interpreted as resonance between the frequency of the system
and the external force. In the present paper, the random force
is a white noise, and therefore contains all frequency com-
ponents. In the case of colored noise, it may happen that
some Fourier component of the external force becomes zero,
turning off the resonance. In general, however, the resonance
is expected to occur since the time-dependent force has a
continuous spectrum in a wide range of frequency.

APPENDIX C: ENSEMBLE AVERAGES OF SOME EXPRESSIONS APPEARING IN HIGH ORDER
\begin{equation}
\langle S(\lambda_1, \xi_j) S(\lambda_2, \xi_j) S(\lambda_3, \xi_j) S(\lambda_4, \xi_j) \rangle = (2k_BT)^2 \gamma_{ij} \gamma_{kl} F(\lambda_1, \lambda_2) F(\lambda_3, \lambda_4) + \gamma_{ik} \gamma_{jk} F(\lambda_1, \lambda_3) F(\lambda_2, \lambda_4) + \gamma_{il} \gamma_{jk} F(\lambda_1, \lambda_4) F(\lambda_2, \lambda_3),
\end{equation}
\begin{equation}
\langle S(\lambda_1, \xi_j) S(\lambda_2, \xi_j) S(\lambda_5, \xi_5) S(\lambda_6, \xi_6) \rangle = (2k_BT)^2 \left[ - \frac{1}{\lambda_5} \gamma_{ij} \gamma_{kl} F(\lambda_1, \lambda_2) F(\lambda_3, \lambda_4) + \frac{\gamma_{ik} \gamma_{jl}}{(\lambda_1 + \lambda_3)(\lambda_2 + \lambda_4)} \right. \\
\times \left\{ M(\lambda_1, \lambda_2, \lambda_3) + M(- \lambda_3, - \lambda_4, \lambda_5) + M(\lambda_4, - \lambda_1, - \lambda_5) + M(\lambda_3, - \lambda_2, - \lambda_5) \right\} \\
+ \frac{\gamma_{il} \gamma_{jk}}{(\lambda_1 + \lambda_4)(\lambda_2 + \lambda_3)} \left\{ M(\lambda_1, \lambda_2, \lambda_5) + M(- \lambda_3, - \lambda_4, \lambda_3) + M(\lambda_4, - \lambda_1, - \lambda_3) + M(\lambda_3, - \lambda_2, - \lambda_3) \right\} \\
+ M(\lambda_4, - \lambda_2, - \lambda_5) \right],
\end{equation}
\[
\langle S[\lambda_1, \xi_1] S[\lambda_2, \xi_2] S[\lambda_3, \xi_3] S[\lambda_4, \xi_4] \rangle = (2k_B T)^2 \left( \frac{\gamma_{ij} \gamma_{\ell k}}{\lambda_1 + \lambda_2} \left[ F(-\lambda_2, \lambda_3) - F(-\lambda_1, \lambda_3) \right] F(\lambda_2, \lambda_4) + \frac{\gamma_{ik} \gamma_{\ell k}}{\lambda_1 + \lambda_3} \left[ F(-\lambda_3, \lambda_5) - F(-\lambda_1, \lambda_5) \right] F(\lambda_2, \lambda_3) \right) - F(\lambda_1, \lambda_3) F(\lambda_2, \lambda_4), \quad (C3)
\]

\[
\langle S[\lambda_5, S[\lambda_1, \xi_1] S[\lambda_2, \xi_2] S[\lambda_3, \xi_3] S[\lambda_4, \xi_4] \rangle = (2k_B T)^2 \left[ \frac{\gamma_{ij} \gamma_{\ell k}}{\lambda_3 \lambda_6} F(\lambda_1, \lambda_2) F(\lambda_3, \lambda_4) + \frac{\gamma_{ik} \gamma_{\ell k}}{(\lambda_1 + \lambda_3)(\lambda_2 + \lambda_4)(\lambda_5 + \lambda_6)} \times \{ M(\lambda_1, \lambda_2, -\lambda_5) - M(\lambda_1, \lambda_2, \lambda_6) - M(\lambda_1, -\lambda_4, -\lambda_5) + M(\lambda_1, -\lambda_4, \lambda_6),
\]

\[
- M(-\lambda_3, \lambda_2, -\lambda_5) + M(-\lambda_3, \lambda_2, \lambda_6) + M(-\lambda_3, -\lambda_4, -\lambda_5) - M(-\lambda_3, -\lambda_4, \lambda_6),
\]

\[
- \lambda_4, \lambda_6) \} + \frac{\gamma_{\ell k} \gamma_{\ell k}}{(\lambda_1 + \lambda_2)(\lambda_2 + \lambda_3)(\lambda_5 + \lambda_6)} \times \{ M(\lambda_1, \lambda_2, -\lambda_5) - M(\lambda_1, \lambda_2, \lambda_6),
\]

\[
- M(-\lambda_3, \lambda_2, -\lambda_5) + M(-\lambda_3, \lambda_2, \lambda_6) - M(-\lambda_4, \lambda_2, -\lambda_5) + M(-\lambda_4, \lambda_2, \lambda_6),
\]

\[
+ M(-\lambda_4, -\lambda_3, \lambda_6) - M(-\lambda_4, -\lambda_3, \lambda_6) \right) \right], \quad (C4)
\]

\[
\langle S[\lambda_6, S[\lambda_5, S[\lambda_1, \xi_1] S[\lambda_2, \xi_2] S[\lambda_3, \xi_3] S[\lambda_4, \xi_4] \rangle = (2k_B T)^2 \left[ \frac{\gamma_{ij} \gamma_{\ell k}}{\lambda_5 (\lambda_3 - \lambda_6)} F(\lambda_1, \lambda_2) [F(\lambda_4, \lambda_6) - F(\lambda_3, \lambda_4)] + \frac{\gamma_{ik} \gamma_{\ell k}}{(\lambda_1 + \lambda_3)(\lambda_2 + \lambda_4)} \times \left\{ -\frac{1}{\lambda_6 + \lambda_2} \{ M(\lambda_1, \lambda_6, -\lambda_3) - M(\lambda_1, \lambda_2, -\lambda_5) - M(-\lambda_3, \lambda_6, -\lambda_5)
\]

\[
+ M(-\lambda_3, \lambda_2, -\lambda_5) \right) - \frac{1}{\lambda_6 + \lambda_4} \{ -M(\lambda_1, \lambda_6, -\lambda_5) + M(\lambda_1, -\lambda_4, -\lambda_5)
\]

\[
+ M(-\lambda_3, \lambda_6, -\lambda_5) - M(\lambda_3, \lambda_4, \lambda_5) \} \left( \gamma_{\ell k} \gamma_{\ell k} \right) \right\} \left( \lambda_2 + \lambda_3 \right) \left( \lambda_1 + \lambda_4 \right)
\]

\[
\times \left\{ -\frac{1}{\lambda_6 + \lambda_1} \{ M(\lambda_2, \lambda_6, -\lambda_3) - M(\lambda_1, \lambda_2, -\lambda_5) - M(-\lambda_3, \lambda_6, -\lambda_5)
\]

\[
+ M(-\lambda_3, \lambda_1, -\lambda_5) \right) - \frac{1}{\lambda_6 + \lambda_4} \{ -M(\lambda_2, \lambda_6, -\lambda_5) + M(\lambda_2, -\lambda_4, -\lambda_5)
\]

\[
+ M(-\lambda_3, \lambda_6, -\lambda_5) - M(\lambda_3, \lambda_4, \lambda_5) \} \right) \right], \quad (C5)
\]

with the symbol \( M \) defined by

\[
M(\lambda_1, \lambda_2, \lambda_3) = \begin{cases} 
\frac{-1}{\lambda_1 + \lambda_2 + \lambda_2} & \text{if Re } \lambda_1 > 0, \text{ Re } \lambda_2 > 0, \text{ Re } \lambda_3 > 0, \text{ or Re } \lambda_1 < 0, \text{ Re } \lambda_2 < 0, \text{ Re } \lambda_3 < 0 \\
0 & \text{otherwise}.
\end{cases}
\]

Terms with odd number of \( \xi_j \) have zero average due to the symmetry.
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