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Chapter 1

Intr oduction

1.1 Background

Today the demand for ever higher data-rate communications has been still growing. In
wired communications, the penetration of broadband lines enabled us to transmit and re-
ceive large volumes of data easily and freely via the Internet. The appearance of various
multimedia devices and services over broadband networks, e.g., digital camera, portable
music player, DVD, video streaming, etc., has accelerated the demand. In wireless com-
munications, the dramatic spread of mobile phones changed our lives thoroughly. In Japan,
the number of contracts of mobile phones including personal handy-phone system, or PHS,
in 2007 already exceeds one hundred million [1]. The diffusion allowed us to talk with any-
one and to receive any information irrespective of the time and location. Moreover, due
to highly-functionalized mobile phones and camera phones, the frequent use of large data
transmission has appeared even in mobile phone systems. Not only in mobile phones, there
has been the need for higher data rates also in other wireless network fields. The concept of
wireless local area network (WLAN), which does not require any cables to connect to net-
works or other devices, has developed gradually along with the growth of Internet markets.
Then today we see not only private and business use but also commercial use of WLAN;
public Internet wireless access services using WLAN, so-calledhot spot or free spot, are
expanding, and last-one-mile services using WLAN (in this case also referred to as wire-
less metropolitan area network, or WMAN) are being established especially in country or
suburban areas which have difficulties in having wired networks. Thus, it is indispensable
to meet the growing demand in wireless fields.

The origin of radio communications dates back to the close of the 19th century. In
1898, Guglielmo Marconi succeeded to transmit his signal across the English Channel,
52 km wide, between Wimereux and Dover. It was the dawn of the radio era. Over the
past 100 years, steady progress in radio fields has been brought by support of various
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technologies.

In particular, for the last two or three decades, wireless fields have been dramatically
developed by the emergence of mobile phones. Originally, the Bell Laboratories proposed
the cellular concept for a large number of mobile users, which is to divide the service area
into cells with smaller size without expanding bandwidth [2]. During the 1970s–1980s,
companies such as AT&T and Motorola engaged in fierce competition in the cellular field.
In Japan, Nippon Telephone and Telegraph (NTT) began to serve a commercial cellular
automobile phone system with 800 MHz in Tokyo in 1979. Today such systems are referred
to as systems of the first generation (1G) [3, 4]. Since then, mobile cellular systems have
evolved rapidly. Due to the rapid growth of the cellular market and the demand for digital
communications, in the beginning of the 1990s, the deployment of the global system for
mobile communications, or GSM, was started first in Europe. On the other hand, in the
U.S.A. the most popular standards were the TDMA/136 using time division multiple access
and IS-95 using code division multiple access (CDMA). In Japan, the personal digital
cellular (PDC) system served by NTT DoCoMo in 1993, which employs frequency division
duplex (FDD) and TDMA, became widely accepted. These cellular systems in the 1990s
are called the second generation (2G) systems.

However, combined with explosive diffusion of the Internet in the 1990s, the demand
for higher data rates and spectral efficiency has led to the development of the new wireless
technologies, i.e., the third generation (3G) phone systems. 3G standards have evolved
under the names of International Mobile Telecommunications 2000 (IMT-2000) and
CDMA2000. IMT-2000 is also called wideband CDMA (W-CDMA) or universal mo-
bile telephone system (UMTS), and employs wideband direct sequence (or direct spread)
CDMA (DS-CDMA). CDMA2000 is based on multi-carrier CDMA (MC-CDMA). Com-
pared with 2G systems, 3G systems are capable of supporting much higher data rates, user
mobility, and quality of service (QoS). In Japan, NTT DoCoMo started the W-CDMA ser-
vice named FOMA in 2001, and au by KDDI launched the cdma2000 1x service based on
CDMA2000 in 2002. Then, in 2006 NTT DoCoMo also started the higher data-rate packet
telecommunication service named high speed downlink packet access (HSDPA), which
can deliver the maximum data rate of 14.4 Mbps in downlink by employing advanced
technologies: hybrid automatic repeat request (HARQ), fast packet scheduling, adaptive
modulation and coding, and so on. Ongoing 3G standardization is being initiated by the
third generation partnership project, or 3GPP, toward long term evolution, or LTE, which
targets the future wireless era including Super3G (also referred to as Beyond 3G or 3.9G)
and fourth generation (4G). It is expected that bit rates in Super3G systems reach up to
100 Mbps, and that those in 4G systems are a maximum of about 1 Gbps.

Such growing demands for higher data rates and QoS are not only in cellular systems
as mentioned before. While cellular systems have evolved from voice services, wireless
networking systems such as WLAN have developed independently for the purpose of data
transmission for portable personal computers. The Institute of Electrical and Electronics
Engineers (IEEE) launched the IEEE802.11 working group for WLAN [5,6], and in 1999
it established IEEE802.11a as an indoor WLAN standard which theoretically delivers bit

2



1.2. Objectives of the Dissertation

ratesup to 54 Mbps. Recently, researchers in the group have discussed a new standard
named IEEE802.11n, which targets bit rates over 100 Mbps (planned up to about 600 Mbps
in the future), and they already have laid down its draft version. Also, another working
group IEEE802.16 established a WMAN standard, so-called worldwide interoperability
for microwave access, or WiMAX, which covers indoor and outdoor, intermediate and
long distance broadband communications.

Meeting these demands in wireless fields is the mission for us that should be accom-
plished, and it will contribute to the future public welfare where anyone benefits from the
information technology (IT) “anytime, anywhere,” i.e., the ubiquitous society.

1.2 Objectives of the Dissertation

A multiple-input multiple-output (MIMO) system in which multiple antennas are placed at
both the transmitter and receiver has been expected as one of the promising breakthroughs
to meet the growing demands for high-data-rate services in wireless communications [7–
13], and is already one of the core technologies in some wireless standards [5,6,14,15]. The
initial theoretical work on the MIMO system based on the Shannon capacity limit [16] was
developed by Telatar in 1995 [17] and Foschini in 1996 [18]. They showed the potential of
the MIMO system that it can increase channel capacity as the number of antenna elements
increases. Both of them were with Bell Laboratories, where many pioneers on the MIMO
system have been produced. A group of them including Foschini developed a vertical Bell
Laboratories layered space-time (V-BLAST) architecture and demonstrated the world’s
first implementation of MIMO and the architecture in the laboratory [19–21].

Exploiting a MIMO system offers array gain, diversity gain yielded by space-time cod-
ing such as space-time block code (STBC) [22–24], and spatial multiplexing. In particular,
spatial multiplexing enables us to transmit multiple spatial substreams without expanding
frequency bandwidth so that data rates can increase in proportion to the number of sub-
streams. Here the author classifies it into two schemes for the following discussion: space
division multiplexing (SDM) [19, 25, 26] and eigenbeam-space division multiplexing (E-
SDM) [27–31]. The former technique, SDM, in which each transmit antenna sends an
independent signal substream with equal resource (bits and power) allocation, is a simple
and promising way to increase data transfer speeds when the MIMO channel state infor-
mation (CSI) is not available at the transmitter. When the MIMO CSI is available at both
the transmitter and receiver, on the other hand, E-SDM can be applied. This transmis-
sion technique enables us to transmit spatially orthogonal substreams when eigenvectors
obtained by singular value decomposition (SVD) of the MIMO channel matrix are used
as transmit weight vectors. Therefore, this architecture is also called SVD-MIMO [32]
(or closed-loop MIMO [33] since the CSI feedback is generally required). The maximum
throughput of the MIMO channel can be achieved by E-SDM with resource (data rate and
transmit power) adaptation. Accordingly, this scheme can potentially provide enormous
capacities and excellent communication quality in MIMO systems.
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1.2.1 Measurement-Based Performance Evaluation of MIMO Spatial
Multiplexing

Coding and signal processing are key elements to successful implementation of a MIMO
system. However, issues related to antennas and electromagnetic propagation also play a
significant role in determining MIMO system performance [34]. A low correlation between
channels is desirable because SDM needs to demultiplex the received signals in order to
detect the transmitted substreams at the receiver end. Availability of spatial multiplexing
has been assessed for independent and identically distributed (i.i.d.) Rayleigh fading chan-
nels caused by many scattered signals from surrounding objects. Fades between pairs of
transmit–receive antenna elements (channels) are, however, correlated in real propagation
environments due to insufficient antenna spacing [35]. Moreover, since mutual coupling
effects [36–41] exist in a multiple antenna system, characteristics of the antennas vary from
those of a single isolated antenna case. Therefore, in actual MIMO communication sys-
tems, there is no guarantee that channels are i.i.d. and even that MIMO channel elements
obey identically distributed fading.

Uncorrelated channels generally may exist in NLOS environments where there is no
direct wave from the transmitter to the receiver. However, there are also many situations in
which communications are done in LOS environments. In such cases, while the LOS com-
ponent can increase the received power level, the channels lose independence and are cor-
related. Highly correlated channels may make it difficult to detect the transmitted streams.
Many radio propagation measurement campaigns have already been conducted on MIMO
systems [21, 42–50]. So far, most of researchers have evaluated the performance of the
MIMO systems as a function of average signal-to-noise power ratio (SNR). Because of
the evaluation, some reports have presented that NLOS environments give higher channel
capacities than LOS ones [42, 46]. However, the author must raise the following issue re-
garding these conclusions. In NLOS environments, the transmit power must be higher than
in LOS environments in order to obtain the same SNR. In [42], while channel capacities
under the same SNR condition are evaluated for both LOS and NLOS environments, it is
also briefly discussed that the comparison is not necessarily fair. Moreover, it has been
reported in [47, 48] that the actual SNR enlarged by the LOS component provides higher
channel capacities. The author agrees with their viewpoint and considers that the perfor-
mance evaluation of the MIMO system should be done under the same transmit power
condition.

In measurement-based studies, MIMO systems have ordinarily been evaluated using
channel capacities [42–48, 50]. Channel capacity is, however, the limit of digital com-
munications given by the information theory. It would be achieved only if we employed
an ideal transmission method that includes coding and modulation. From the implemen-
tational viewpoint, the author considers that not only channel capacity but also bit error
rate (BER) can be used to evaluate digital wireless communications.

Also, some measurement-based MIMO research has been done with respect to virtual
channels, especially Kronecker reconstructed channels [45, 49, 50]. When the number of
measured channel samples is insufficient for a statistical analysis, such a channel produc-
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tion scheme is effective because it can infinitely generate MIMO channels based on the
measured data. Statistical characteristics of generated channels, however, may differ from
those in the actual measurement environment [51]. Furthermore, the Kronecker recon-
struction is generally used to produce virtual NLOS channels so that LOS channels, which
are evaluated in my study, are out of the consideration. The author thinks that the MIMO
characteristics in a target environment should be investigated using the measured channels
themselves as much as possible.

On the basis of these ideas, the author conducted a MIMO channel measurement cam-
paign in an indoor propagation environment where there are many scattered waves. While
keeping a constant distance between the transmitter and the receiver, the author measured
both 2× 2 and 4× 4 MIMO channels with mutual coupling between antennas in both
LOS and NLOS conditions. The author has obtained enough actual channel samples for
statistical analyses by collecting data in both the spatial and frequency domains [50]. This
measurement scheme enables the MIMO characteristics in real environments to be ana-
lyzed more accurately. The performance of SDM and E-SDM in both the environments
was examined under the same transmit power condition. In this dissertation, the author
used channel capacity for the evaluation of ideal performance, and used BER under a con-
stant bit rate requirement for more realistic and practical performance evaluation.

To investigate the effects of mutual coupling on the measured channel responses, the
author paid attention to the array element patterns. Compared with the single antenna case,
the antenna gain with mutual coupling depends on the direction and the array configura-
tion. In particular, in LOS environments, the variation of antenna gain changes the impact
of the LOS component in the measured channel. The author explored, therefore, the influ-
ence of array element patterns on the statistical properties of the measured channels and
the relationship between the influence and the performance of MIMO systems. Moreover,
as mentioned above, the author examined the BER performance based on the propagation
measurement campaign. This means that, spatial multiplexing is comprehensively evalu-
ated in the range from antennas and propagation to signal processing in this dissertation.

1.2.2 Pseudo Eigenbeam Transmission for Frequency-Selective MIMO
Channels

In a frequency-selective MIMO channel, the use of orthogonal frequency division mul-
tiplexing (OFDM) transmission is effective because it is robust to delay paths [14, 15,
52, 53]. The optimum processing at the transmitter in a MIMO-OFDM system is beam-
forming based on eigenvectors at each subcarrier to orthogonalize the MIMO channel [54,
55]. Also in MIMO single-carrier (SC) transmission, we can apply eigenbeams to space-
frequency domain equalization where the eigenbeam is calculated at each orthogonal fre-
quency point [56]. However, since the computational complexity of SVD or eigenvalue
decomposition (EVD) is very high, the total calculation load of SVD or EVD increases in
proportion to the number of active frequency points. Hence, it is necessary to reduce the
load.
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In addition, conventional SVD or EVD has another problem. This procedure includes
phase ambiguity itself and is individually executed at each frequency point. Even if it
would be possible to remove such phase ambiguity, the order of eigenvalues/eigenvectors
may change at some frequency points in a frequency selective channel, and it is still difficult
to find such order switching over discrete frequency points. Thus, frequency correlation
(hereinafter referred to as frequency continuity) of the transmit weight is difficult to be
maintained. These emphasize frequency selectivity of the effective channel, which is ob-
served at the receiver through both the effects of transmit weight and the MIMO channel.
As a result, the impulse response has very large delay spread.

In the case without beamforming, it has been reported that the receiver can accurately
estimate frequency-selective MIMO channels by using time windowing in both time- and
frequency-domain estimation [57–62]. These schemes are commonly based on the concept
of improving SNR by limiting the impulse response duration and suppressing the noise
power outside the window. Unfortunately, it is difficult to employ these schemes to estimate
the effective channel because of its large delay spread, as will be shown later. Maintaining
frequency continuity of the effective channel is, therefore, one of the important issues in a
beamforming system.

Choi and Heath proposed an interpolation-based beamforming scheme with consider-
ing phases of weight vectors in a MIMO-OFDM system with limited weight feedback [63].
In the method, the phases of eigenvectors are adjusted to provide good interpolation prop-
erty at the transmitter side. However, the method does not guarantee maintaining frequency
continuity so that utilizing the method as a solution for frequency continuity is currently
inapplicable in that form.

To solve the issues raised above, the author proposes the pseudo eigenvector (PEV)
technique which can reduce the calculation load and maintain frequency continuity of
the effective channel. It will be shown that the pseudo E-SDM (PE-SDM) technique
can provide almost the same or better MIMO-OFDM performance compared with the E-
SDM when the receiver refines the effective channel estimate with time windowing. Such
frequency-domain beamforming can also be applied to SC systems with frequency domain
equalization (FDE) at the receiver [62]. Thus, in addition to MIMO-OFDM, the author
evaluates the throughput performance of PE-SDM in MIMO-SC systems with minimum
mean square error based FDE (MMSE-FDE) comparing with the E-SDM where a similar
concept proposed in [63] is applied to improve frequency continuity. Also, focusing on the
calculating process of PEVs, a spatial windowing scheme is proposed for improving the
accuracy of effective channel estimates. Furthermore, the author also proposes an estima-
tor of effective channels incorporating both the time and spatial windowing schemes, i.e.,
space-time windowing.

1.3 Contents of the Dissertation

The outline of the dissertation is illustrated in Fig. 1.1. Chapter 2 introduces a handled
MIMO channel model and a brief overview of spatial multiplexing along with an original
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studyon i.i.d. MIMO channels based on the Jakes model. Chapter 3 explains a conducted
measurement campaign and describes characteristics of the measurement environment in-
cluding TOA/DOA estimation using two-dimensional multiple signal classification (2D-
MUSIC) algorithm and estimation of Nakagami-RiceK-factor which specifies dominance
of the direct wave in the LOS environment.

In Chapter 4, first the author shows azimuthal patterns of antennas used in the measure-
ment, fading correlations, channel distributions, and eigenvalue distributions of measured
channels in order to discuss the performance of spatial multiplexing thereafter. Then, by
using channel capacity and BER under a total transmit power constraint, the availability of
SDM in actual environments is discussed, and E-SDM performance compared with SDM
is reported. In addition, the behavior of coded MIMO-OFDM SDM in the same environ-
ments is examined as a practical case of spatial multiplexing.

The latter part of the dissertation discusses the proposed PE-SDM transmission for
broadband MIMO wireless systems. Chapter 5 first clarifies the model of broadband
MIMO systems and the issues of the conventional frequency-domain beamforming us-
ing eigenvectors. Next, a PEV scheme proposed for mitigating the issues is explained,
and its advantages of frequency continuity and low computational complexity are demon-
strated. Then the author proposes a channel estimation scheme named time windowing
exploiting the frequency continuity, and proves its effect on PE-SDM transmission through
MIMO-OFDM computer simulations. On the other hand, PE-SDM can also be applied to
broadband SC systems, so the author examines its throughput performance and benefits of
spatial and space-time windowing schemes proposed in addition to the time windowing.

Chapter 6 presents the PE-SDM performance in actual propagation environments, i.e.,
composition of the measurement-based study on spatial multiplexing in Chapter 4 and PE-
SDM proposed in Chapter 5. Assuming an indoor use such as WLAN [5, 6], the author
explores the advantages and availability of the proposed PE-SDM and channel estimation
schemes in practical environments. Finally, the author summarizes all the studies in the
dissertation and draws conclusions in Chapter 7. In addition, future work that should be
considered and tackled for prospective wireless fields is briefly discussed.
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Figure 1.1: Outline of the dissertation.
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MIMO Spatial Multiplexing

2.1 MIMO Flat-Fading Channel Model

Figure2.1 illustrates an image of a MIMO system. Here, it is assumed that the transmission
frequency bandwidth is so narrow that the fading is frequency-flat. This assumption is
applicable also in a broadband system because at each frequency point a channel can be
regarded as a flat-fading one. When the MIMO system is assumed to haveNtx transmit
(TX) antennas andNrx receive (RX) antennas, anNrx × Ntx MIMO channel matrixH

TX antennas

#1

#2

#Ntx

RX antennas

#1

#2

#Nrx

H

Figure 2.1: Concept of a MIMO channel.
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betweenthe TX and RX ends is expressed as

H =









h11 h12 · · · h1Ntx

h21 h22 · · · h2Ntx

...
... hij

...
hNrx1 hNrx2 · · · hNrxNtx









, (2.1)

wherehij, which is an element of theith row and thejth column in the matrixH, denotes
a channel from thejth TX antenna to theith RX antenna.

As will be stated in the next chapter, the MIMO channels that the author measured in
actual indoor environments have mutual coupling effects. When mutual coupling matrices
in the TX and RX arrays are defined asCtx andCrx, respectively, the measured channel
matrixH is expressed as

H = CrxH̄CT
tx, (2.2)

whereH̄ is anNrx × Ntx actual channel matrix which does not include mutual coupling
effects. When all ofN antennas in anN -element array are assumed to have the same load
impedanceZL, anN × N mutual coupling matrixC is defined as

C−1 =
1

ZL









ZL + Z11 Z12 · · · Z1N

Z21 ZL + Z22 · · · Z2N

...
...

. . .
...

ZN1 ZN2 · · · ZL + ZNN









, (2.3)

whereZij is self/mutual impedance between theith andjth antennas [36, 37]. Note that
Ctx andCrx can actually have different definitions. In this dissertation, however, the au-
thor does not discuss them because it is beyond the scope of this dissertation. For the
experimental study, MIMO transfer matrices including mutual coupling effects were ob-
tained from channel data measured in actual indoor propagation environments (see next
chapter). Using the measured channels, the characteristics and the performance of spatial
multiplexing were evaluated as will be presented in Chapter 4.

2.2 Generation of i.i.d. MIMO Channels Using Jakes
Model

In general, characteristics of MIMO channels are dependent on the fading environment so
that actual channels should have various properties such as the number of paths, path loss,
angular spreads of arriving waves, spatial correlation, and so on.

Therefore, as a beginning of a study on MIMO, many researchers, especially who study
signal processing on MIMO, have started with i.i.d. Rayleigh fading in order to simplify
the discussion. In computer simulations, we can obtain such channels by two approaches
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of Gaussian random number generation and the Jakes model. The former is generally used
for simulating quasi-static i.i.d. fading. On the other hand, the latter can be used for both
quasi-static and time-varying i.i.d. fading conditions. Recently a MIMO system has been
investigated as one of the promising ways to meet the growing demand for high data-rate
service with high mobility. Thus, there are many opportunities to use a time-varying i.i.d.
MIMO channel model in performance evaluations of MIMO systems.

Jakes model has been extensively used for simulating time-varying Rayleigh fading
with U-shaped Doppler power spectrum [2,64]. The model can be simply applied to MIMO
channels. When each element of a MIMO channel matrix independently obeys the model,
i.e., by using multiple scattering rings, we can obtain i.i.d. time-varying MIMO channels,
theoretically. Statistical validity of the MIMO channels is achieved with a sufficiently large
number of scatterers in the rings. Since it is not desirable for prompt numerical analyses
to locate many scattering points, relatively small numbers of scatterers are often used in
fact. However, decreasing the scattering points without consideration on their arrangement
may lead to statistical fluctuation depending on the initial phase at each point, as will be
shown later. In this section, the author establishes simple and effective conditions on the
arrangement of scattering points when using the MIMO Jakes model for sufficient stability
of statistics.

2.2.1 Simplified Jakes Model

We consider a narrow-band MIMO system equipped withNtx TX antennas andNrx RX
antennas. It is assumed that thekth RX antenna, which is surrounded by a scattering ring
Rkl with M scattering points for paths from thelth TX antenna, moves with a velocityv as
illustrated in Fig. 2.2. Thus, a time-varying channelhkl(t) from thelth TX antenna to the
kth RX antenna, which is an element of thekth row andlth column in the MIMO channel
matrix, can be generated using the Jakes model with the corresponding scattering ringRkl.

We definex- andy-axes as the direction of motion and its orthogonal one, respectively.
In a complex baseband system, the channelhkl(t) is represented as

hkl(t) =
M∑

m=1

akl,m ej{2πfD(cos θkl,m)t+φkl,m} (2.4)

=
M∑

m=1

hkl,m(t), (2.5)

whereakl,m, θkl,m, andφkl,m are a received amplitude, an angle of arrival, and an initial
phase of themth scattered wave componenthkl,m(t), respectively, andfD is the maximum
Doppler frequency. The Doppler shift caused by themth scatterer isfD cos θkl,m. Both
θkl,m and−θkl,m contribute to the same Doppler shift because ofcos θkl,m = cos (−θkl,m).
Thus, in Jakes model, it is known that scattering points should not be arranged symmetri-
cally to thex-axis.

Here, it is defined that allM points are distributed only in the range of0 ≤ θkl,m ≤ π
with equal intervalπ/M to facilitate the following discussion, as illustrated in Fig. 2.3.
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Figure 2.2: Concept of an i.i.d. time-varying MIMO channel model using multiple Jakes
rings(Ntx = Nrx = 2).
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Figure 2.3: Simplified Jakes model.

Although,strictly speaking, each ring becomes a semicircle under the above angular con-
dition, the author still refers to it as a ring hereinafter. In addition, we assumeakl,m = a =
1/
√

M for all k, l, andm for the sake of simplicity. Under the assumption, we obtain an
ergodic channel powerE

[

|hkl(t)|2
]

= 1.
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2.2. Generation of i.i.d. MIMO Channels Using Jakes Model

2.2.2 Intra-Ring Condition

First, we consider the scattering ringRkl only. When an arbitrary pair of scattering points
m andm′ locates iny-axis symmetry, i.e.,θkl,m = π − θkl,m′, their absolute values of
Doppler shift components are the same, i.e.,

∣
∣
∣fD cos θkl,m

∣
∣
∣ =

∣
∣
∣fD cos (π − θkl,m′)

∣
∣
∣. In

this case, the channel may have exceptional characteristics depending on the initial phase.
For example, consider the case ofφkl,m = φkl,m′ = 0. A superposed wave composed
of these two scattered waves is expressed asa ej2πfD(cos θkl,m)t + a e−j2πfD(cos θkl,m)t =
2a cos {2πfD(cos θkl,m)t}. This means that this component does not have its imaginary
part, and that the amplitude becomes double. For another example, in the case of
φkl,m = 0 and φkl,m′ = π, it does not have its real part because it is expressed as
j2a sin {2πfD (cos θkl,m) t}. Thus, they-axis symmetric arrangement of scattering points
may cause instability on statistical fading properties. To avoid such phenomena, the fol-
lowing condition on arrangement of scattering points should be satisfied

θkl,m 6= π − θkl,m′ for 1 ≤ m,m′ ≤ M. (2.6)

That is, scattering points should not be arranged symmetrically to they-axis. The author
defines the above condition as the intra-ring condition.

2.2.3 Inter-Ring Condition

When using multiple scattering rings, arrangement of scattering points across the rings
should be considered. At first, we assume a time-varyingNrx × Ntx MIMO channelH(t)
based onNtxNrx scattering rings, where all the rings have the same scattering-point struc-
ture. The channelH(t) can be decomposed intoM channel componentsH1(t), . . . ,HM(t),
where themth componentHm(t) is composed of themth scattered waves in all theNtxNrx

rings, i.e.,hkl,m(t) for k = 1, . . . , Nrx andl = 1, . . . , Ntx. In Hm(t), all the angles of ar-
rival of wave components are the same, i.e.,θkl,m = θm regardless of antenna indicesk and
l, due to the same arrangement. Hence,Hm(t) can be expressed as

Hm(t) = a ej2πfD(cos θm)tΦm, (2.7)

whereΦm represents anNrx ×Ntx initial phase matrix in which an element of thekth row
andlth column isφkl,m.

The above equation implies that regularity of the matrixHm(t) depends on the given
initial phase setΦm. In the case ofφ11,m = φ12,m = · · · = φNrxNtx,m, it is obvious that
the matrix is singular, i.e.,rank [Hm(t)] = 1, regardless of time. Of course this is an
over-simplified example, and the actual channel matrixH(t) is superposed byM channel
components so that its regularity will be maintained. It is supposed, however, that such
singular matrix components may cause an unstable property ofH(t). The simplest way to
avoid this is to satisfy the following condition on arrangement of scattering points across
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ringsdefined as the inter-ring condition

θkl,m 6= θk′l′,m′ for







1 ≤ k, k′ ≤ Nrx

1 ≤ l, l′ ≤ Ntx

1 ≤ m, m′ ≤ M
, (2.8)

exceptm = m′ in the case ofk = k′ andl = l′.

2.2.4 Numerical Analysis

The author simulated time-varying channels based on Jakes model for single-input single-
output (SISO) and 2× 2 MIMO cases to evaluate the intra- and inter-ring conditions.
The author setM = 12 for each scattering ring and prepared 10,000 initial phase sets
randomly given1. For each initial phase set, time-varying channels were generated based on
(2.4), and 1,000,000 snapshots were captured in order to obtain its cumulative distribution
function (CDF) of amplitudes and eigenvalues for SISO and MIMO cases, respectively.

Figure 2.4 demonstrates three examples for SISO channels yielded by different initial
phase sets, where all the three Jakes rings had the same scattering-point structure with-
out the intra-ring condition, i.e.,y-axis symmetric structure. Figure 2.4(a) shows CDFs of
amplitudes for the three cases. For comparison, the performance obtained by a complex
Gaussian random process is also shown. It can be seen in Fig. 2.4(a) that the three CDFs
do not agree with that of the Gaussian random process case and depend on given initial
phases while they all show the Rayleigh distribution characteristic, i.e., the increase of one
order of magnitude with an amplitude increment of 10 dB in their linear regions. Its impact
on BER performance is shown in Fig. 2.4(b), where QPSK modulation was used. In the
BER performance, difference similar to that in CDFs can be seen. This implies that the
variation in CDFs of channels directly appears in transmission performance. To evaluate
the fluctuation, the author observed an additional CDF of 10% values (hereinafter referred
to as 10%-value CDF) for each scattering-point arrangement. Also, the author measured
a value spread∆ defined as the difference between 1% and 99% values in the 10%-value
CDF. The value spread∆ corresponds to possible fluctuation range of transmission per-
formance over time-varying channels generated by Jakes model with different initial phase
sets.

The author first evaluated the intra-ring condition for SISO channels by using 10%-
value CDFs of the amplitudes and their value spreads shown in Fig. 2.5. Here, “conven-
tional” denotes a case ofy-axis symmetric arrangement of scattering points. As a reference,
a 10% value for a Gaussian random process case is also shown. It is clear that the conven-
tional arrangement yields various fading states depending on the initial phase setting. On
the other hand, the arrangement under the intra-ring condition provides more stable fading
properties compared to the conventional arrangement. The value spread is effectively re-
duced to 0.81 dB from 2.93 dB with the intra-ring condition. It was confirmed thatM > 30

1In [2], Jakes showed that Rayleigh fading can be simulated withM = 8.
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Figure2.4: Examples of SISO channels based on Jakes model.
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Figure 2.5: 10%-value CDFs of amplitudes for SISO cases.

is necessary for the conventional arrangement to achieve the same stability as the arrange-
ment under the intra-ring condition withM = 12, i.e., to reduce the value spread∆ to
0.81 dB.

Next, the inter-ring condition is evaluated. Figure 2.6 shows 10%-value CDFs of the
first (maximum) and second (minimum) eigenvalues for 2×2 MIMO channels, where both
arrangement types, “inter-ring condition” and “conventional,” are constrained by the intra-
ring condition. We can see from the CDFs for the conventional arrangement that a common
arrangement over all the scattering rings causes properties dependent upon the initial phase
setting even though under the intra-ring condition. Furthermore, the difference is larger for
the second eigenvalues. In contrast, the arrangement under the inter-ring condition gives
much more stable eigenvalue properties. With the condition, the value spread for the first
eigenvalues is reduced to 0.25 dB from 0.77 dB, and that for the second eigenvalues is
reduced to 0.73 dB from 1.69 dB.

It is seen in Figs. 2.5 and 2.6 that 10%-value CDFs of Jakes rings are mostly located
in higher amplitude/eigenvalue regions than those of Gaussian random process cases. We
can achieve a random process similar to the Gaussian random case if we have a sufficiently
large number of scattering points, i.e.,M → ∞. However, using Jakes model implies
angular sampling of a uniformly distributed angular spectrum by finite scattering points,
which may result in an insufficient random nature. This is therefore a specific issue of Jakes
model with a finite number of scatterers. It is expected that the issue may be mitigated
by increasing the number of scattering pointsM . Figure 2.7 demonstrates 10%-value
CDFs of SISO channels under the intra-ring condition in the cases ofM = 12, 24, and
36. Although locating many scatterers is not desirable for us as mentioned before, it is
proved from Fig. 2.7 that CDFs of Jakes model approach the Gaussian random case asM
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Figure 2.7: 10%-value CDFs of SISO channels under the intra-ring condition in the cases
of M = 12,24, and 36.

increases. Consequently, the phenomenon mentioned above is not clearly seen in the case
of M = 36.

2.2.5 Conclusions

The author has established simple and effective conditions on scattering-point arrangement
in Jakes model for stable fading simulations. It is confirmed that, for a single scattering
ring, the intra-ring condition is effective for obtaining stable fading property in the aspect
of statistics regardless of the initial phase setting. Moreover, it was shown that arrangement
under the inter-ring condition provides fading properties robust to the given initial phases
in a multiple-ring case such as 2× 2 MIMO channels. It should be noted that the proposed
inter-ring condition can be effective not only for MIMO flat fading channels but also for
other fading channels, e.g., SISO channels.

2.3 Spatial Multiplexing

Spatial multiplexing can be classified into SDM and B-SDM. SDM, in which each TX
antenna sends an independent signal substream as illustrated in Fig. 2.8(a), is a promising
way to increase channel capacity or data transfer speed when MIMO CSI is available only
at the receiver. Note that, although it is possible to adaptively allocate the TX resource (bits
and power) over substreams in SDM, this dissertation deals with only the case with equal
resource allocation because effective allocation requires CSI at the transmitter. On the other
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Figure2.8: Concepts of SDM and B-SDM.

hand, B-SDM, in which substreams are transmitted by TX beamforming as illustrated in
Fig. 2.8(b), has a potential for further high-speed wireless communications. Note that the
above SDM is a specific case of B-SDM. If CSI is available also at the transmitter, we can
form TX beams improving SNR and system performance based on the CSI.

The optimum TX beams in B-SDM are eigenbeams obtained by SVD ofH or EVD of
HHH, and such a case is specifically called E-SDM. This transmission technique enables
us to transmit spatially orthogonal substreams and maximizes the throughput of the MIMO
channel by allocating the TX resource to each substream optimally. These advantages of
E-SDM will make MIMO systems effective for increasing data transfer speeds in future
wireless communications. Hereafter, general B-SDM techniques are not discussed, and
only E-SDM is dealt with as the optimum and typical case of B-SDM.

In the following sections, SDM and E-SDM techniques are concisely explained.

2.3.1 SDM

When the transmitter does not know the MIMO CSI, high-speed communications can be
obtained by using SDM, in which independent signal substreams are transmitted from the
TX antennas with equal power as shown in Fig. 2.8(a). In SDM transmission, anNrx-
dimensional RX signal vectorrSDM(t) can be represented by

rSDM(t) = Hs(t) + n(t), (2.9)

wheres(t) is anNtx-dimensional TX signal vector consisting of signals from TX anten-
nas andn(t) is anNrx-dimensional additive white Gaussian noise vector. While SDM
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Figure 2.9: Concept of E-SDM transmission.

canincrease data rates in proportion to the number of TX antennas, the receiver needs to
demultiplex the inter-substream interfered signal.

2.3.2 E-SDM

If the MIMO CSI is available at the transmitter, the channel space between the TX and RX
antennas can be orthogonalized by using eigenbeams. The eigenvalue decomposition of an
Ntx × Ntx non-negative Hermitian matrixHHH can be expressed as

HHH = UΛUH , (2.10)

where

U = [e1 e2 · · · eK ] , (2.11)

Λ = diag (λ1, λ2, . . . , λK) (λ1 ≥ · · · ≥ λK) . (2.12)

Here,K (K ≤ min (Ntx, Nrx)) indicates the rank ofH, diag (·) denotes a diagonal ma-
trix, and Λ is defined as anK × K diagonal matrix composed of positive eigenvalues
λ1, . . . , λK of HHH. When eigenvectorse1, . . . , eK respectively corresponding to eigen-
valuesλ1, . . . , λK are multiplied as TX weights, we can form an orthogonal multi-beam
space between the TX and RX antennas as shown in Fig. 2.9. This is the E-SDM technique,
and when it is used the received signal vector is given by

rE-SDM(t) = HUs(t) + n(t). (2.13)

Unlikes(t) in (2.9),s(t) in this equation is aK-dimensional transmitted signal vector com-
posed of signals sent through eigenchannels. In the ideal E-SDM in which the TX weight
vectors completely match an instantaneous MIMO channel response, spatially orthogonal
substreams cause no inter-substream interference at the RX end, which is an issue in the
conventional SDM. Under such a condition, it is easy to demultiplex received signals by
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usingmaximal ratio combining (MRC) processing, which maximizes the SNR at the RX
end by multiplying the received signal vectorrE-SDM(t) by (HU )H [65]. Moreover, we can
maximize the throughput of the MIMO system by optimizing bit (modulation) and power
allocation to each substream.

2.4 Demultiplexing Schemes in Spatial Multiplexing

In this section the author introduces some demultiplexing schemes in MIMO spatial mul-
tiplexing. Hereinafter, SDM systems are taken for instance, i.e., the handled channel is
H, and the number of transmitted substreams isNtx. The following processes can be
discussed also in beamforming systems such as E-SDM by replacingH by the effective
channelHU . Note that TX power allocated to substreams is assumed to be included in
the transmitted signal vectors(t).

2.4.1 Zero-forcing

Since a spatial multiplexing system over a flat-fading MIMO channel can be linearly ex-
pressed as in (2.9) or (2.13), a simple way to detect the transmitted signal at the receiver
is to linearly demultiplex the received signal by multiplyingr(t) by anNtx × Nrx weight
matrixW based on the channel matrix. That is, we obtain a transmitted signal estimate by

ŝ(t) = Wr(t). (2.14)

Such a detection scheme is also called spatial filtering. Note that linear demultiplexing
requires the condition ofNrx ≥ Ntx. Zero-forcing (ZF) is the simplest spatial filter of
which process is described next.

An Nrx-dimensional ZF weight vectorwzf,k for thekth transmitted substream is calcu-
lated by

wT
zf,k = gT

k H+, (2.15)

where the superscript+ denotes the Moore-Penrose (MP) pseudo inverse, andgk is anNtx-
dimensional vector whose elements are zero except thekth element corresponding to 1.
Multiplying H+ by gT

k is to pick out thekth row vector inH+. Since ZF, which is one of
the linear demultiplexing schemes, requires the condition ofNrx ≥ Ntx as stated above, an
MP pseudo inverse matrix ofH is computed as

H+ =
(

HHH
)−1

H . (2.16)

To detect all transmitted substreams, therefore, the weight matrix is given by the MP
pseudo inverse matrixH+

Wzf =







wT
zf,1
...

wT
zf,Ntx







= H+. (2.17)
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In general, substream detection can be achieved not only by MP pseudo inverse but also
by other inverse schemes. The reason why ZF employs MP pseudo inverse is because MP
pseudo inverse can output norm-minimized and least-squares-type weight vectors. When
multiplying r(t) by Wzf, theNtx-dimensional output signal vector is expressed as

ŝ(t) = Wzf r(t) (2.18)

= Wzf {Hs(t) + n(t)} (2.19)

= s(t) + Wzf n(t) (2.20)

= s(t) +







wT
zf,1n(t)

...
wT

zf,Ntx
n(t)







. (2.21)

It is clear from the above equation that thermal noise components included in the output
signal can be reduced by using MP pseudo inverse.

The ZF algorithm acts to force substreams interfering the desired substream to be zero
in the output as its name suggests. As a result, it maximizes the signal-to-interference
power ratio (SIR) of the filter output. However, received power of the desired signal may be
sacrificed for the SIR maximization so that the ZF algorithm provides lower SNR compared
with the other schemes.

2.4.2 Minimum Mean Square Error

Another spatial filtering algorithm is minimum mean square error (MMSE), which mini-
mizes an error between an output signalŝ(t) and a reference signald(t). Mean square error
J(w) is defined as

J(w) = E
[

|d(t) − ŝ(t)|2
]

(2.22)

= E
[

|d(t) − wT r(t)|2
]

(2.23)

= E
[

|d(t)|2
]

− wHvrd − wT v∗
rd + wHRrrw, (2.24)

whereE [·] means ensemble average (expectation). Also,vrd andRrr are a correlation
vector and a correlation matrix, respectively, defined as follows:

vrd = E [r∗(t)d(t)] (2.25)

Rrr = E
[

r∗(t)rT (t)
]

. (2.26)

WhenJ(w) is minimized, the following relation is satisfied

∂J(w)

∂w
= 0. (2.27)
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We also have the following relations when differentiating terms in (2.24) with respect to
w:

∂

∂w
(wHvrd) = 2vrd (2.28)

∂

∂w
(wT v∗

rd) = 0 (2.29)

∂

∂w
(wHRrrw) = 2Rrrw. (2.30)

Hence, substituting (2.24) and (2.28)–(2.30) into (2.27) yields

∂J(w)

∂w
= −2vrd + 2Rrrw = 0, (2.31)

then we have the following equation

wmmse= R−1
rr vrd. (2.32)

An MMSE weight vector detecting the desired signal is obtained this way. Since there
are multiple substreams in spatial multiplexing, we need to calculate weight vectors for all
substreams. Expanding the above procedure, anNtx × Nrx MMSE weight matrixWmmse

is given by

W T
mmse= [w1 · · · wNtx

] = R−1
rr Vrd, (2.33)

whereVrd is a correlation matrix calculated by the received signal vectorr(t) and anNtx-
dimensional reference signal vectord(t):

Vrd = E
[

r∗(t)dT (t)
]

. (2.34)

When we have a sufficiently large number of ensembles or perfect estimates of a chan-
nel and noise power, by definingPt as the mean TX signal power per TX antenna2, the
correlation vector in (2.25) and the correlation matrix in (2.26) are ideally represented as

vrd = H∗E [s∗(t)dk(t)] = PtH
∗gk = Pth

∗
k (2.35)

Rrd = H∗E
[

s∗(t)sT (t)
]

HT + σ2INrx
= Pt

(

H∗HT +
σ2

Pt

INrx

)

, (2.36)

whereσ2 andINrx
denote thermal noise power and anNrx-dimensional unit matrix, re-

spectively. Also,hk is the channel vector corresponding to thekth TX antenna, i.e., the

2Here SDM with equal power allocation is assumed. Note that in transmission with adaptive power
allocation we haveE

[
s∗(t)sT (t)

]
= diag (p1, . . . , pNtx

) andE [s∗(t)dk(t)] = pkgk whenE
[
|dk(t)|2

]
=

pk.
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kth column vector inH. An optimum weight vectorwmmse,k is calculated by

wmmse,k= R−1
rr vrd (2.37)

=
1

Pt

(

H∗HT +
σ2

Pt

INrx

)−1

Pth
∗
k (2.38)

=

(

H∗HT +
σ2

Pt

INrx

)−1

h∗
k. (2.39)

Furthermore, expanding on the spatial multiplexing case, anNtx × Nrx optimum MMSE
weight matrix is obtained by

Wmmse=
(

R−1
rr Vrd

)T
(2.40)

= HH

(

HHH +
σ2

Pt

INrx

)−1

. (2.41)

Unlike the ZF algorithm, the MMSE algorithm involves thermal noise power in the cal-
culation process so that it acts to enlarge the desired signal component in the filter outputs,
i.e., to maximize the SINR of outputs.

2.4.3 Maximum Likelihood Detection

So far, linear demultiplexing schemes based on inversion have been introduced. In such
cases, however, we need the condition ofNrx ≥ Ntx due to linearity. On the other hand,
there are detection schemes independent of weight multiplication. One of the schemes
is maximum likelihood detection (MLD), which is also called joint detection. MLD is
the optimum scheme to estimate the transmitted signal from a viewpoint of probability
statistics and does not have the constraint ofNrx ≥ Ntx because it is not a linear process.
Based on (2.9), a transmitted symbol candidates̃(t) which minimizes the following vector
norm is the maximum likelihood candidate

s̃(t) = arg min
s̃(t)

‖r(t) − Hs̃(t)‖ . (2.42)

Since we have finite symbol candidates in digital modulation, in the MLD procedure we
calculate the above vector norm for all candidates possible and seek the maximum likeli-
hoods̃(t) giving the minimum norm. Because of the benefit, MLD provides excellent per-
formance. On the other hand, the calculation load exponentially increases depending on the
number of TX antennasNtx and level of modulation. For example, when two TX antennas
transmit QPSK-modulated symbols (Ntx = 2 and 2 bits/symbol/antenna), the receiver re-
quires norm calculation and seeking the optimum estimate from(22)2 = 16 candidates per
symbol interval. However, when four TX antennas transmit 64QAM-modulated symbols
(Ntx = 4 and 6 bits/symbol/antenna), we have(26)4 = 16,777,216 candidates resulting
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in serious computational complexity. Therefore, many researchers have studied mitiga-
tion of calculation load by reducing the number of symbol candidates, e.g., sphere de-
coding [66–68], hierarchized MLD based on QR decomposition and M-algorithm (QRM-
MLD) [69,70]3, etc.

2.4.4 Serial Interference Canceller

Spatially different multiple substreams pass through different channels. Substream quality
is, therefore, dependent on the channel. When successively detecting signals, it is a ne-
cessity to consider that a signal having better channel property should be detected first in
order to avoid error propagation. This is ordered successive detection (OSD), of which the
pioneer was the BLAST architecture [18–20,25,26]. The scheme is also known as a serial
interference canceller (SIC). Figure 2.10 illustrates a concept of SIC.

SIC-ZF

It is general to combine an SIC with a spatial filter in order to separate the multiplexed
signal. Consider to employ the ZF algorithm as a spatial filter. The mean ZF output signal

3A hierarchical approach using QR decomposition is regarded as one of the SIC detection schemes.
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power of thekth substream is represented as

E
[

|ŝk(t)|2
]

= E
[

wH
zf,kr

∗(t)rT (t)wzf,k

]

(2.43)

= Ptw
H
zf,kH

∗HT wzf,k + σ2 ‖wzf,k‖2 . (2.44)

Substituting (2.15) and (2.16) into (2.44) yields

E
[

|ŝk(t)|2
]

= Pt + σ2 ‖wzf,k‖2 . (2.45)

Hence, the SNR of the ZF output is given by

γzf,k =
Pt

σ2 ‖wzf,k‖2 . (2.46)

We notice that higher output SNR is obtained by using a smaller-norm weight vector re-
sulting in reducing thermal noise components included in the output. In the ZF case we
seek the minimum-norm weight vector and detect the corresponding signal in each stage.

The following is a brief explanation of an SIC followed by the ZF algorithm (SIC-ZF),
which corresponds to V-BLAST architecture initially reported in 1999 [19]. Hereinafter,
symbols with a superscript(i) denote those in theith stage. Note that symbols in the first
stage, or those with(1), are given as follows:

w
(1)
zf,k = wzf,k (2.47)

r(1)(t) = r(t) (2.48)

H (1) = H . (2.49)

Let us assume thatw(1)
zf,k has the smallest vector norm in (2.17). First we estimate the

symbol replicãs(1)
k (t) of thekth substream according to the ZF spatial filter outputŝ

(1)
k (t).

Next, using the corresponding channel vectorhk, thekth substream component is cancelled
from the received signal vectorr(1)(t)

r(2)(t) = r(1)(t) − s̃
(1)
k (t)hk. (2.50)

Simultaneously the corresponding channel vector is removed from the channel matrix

H (1) = [h1 · · · hk−1 hk hk+1 · · ·hNtx
]

︸ ︷︷ ︸

Ntx column vectors

(2.51)

H (2) = [h1 · · · hk−1 hk+1 · · ·hNtx
]

︸ ︷︷ ︸

Ntx−1 column vectors

. (2.52)

The channel matrix in the second stage, thereby, becomes the size ofNrx × (Ntx − 1) by
processing above. This is the first stage.

In the second stage, we calculate a weight matrix fromH (2), or MP pseudo inverse of
H(2), and seek the minimum-norm weight vectorw

(2)
zf,l to estimate the symbol replica of
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the lth substream. The corresponding componentss̃
(2)
l (t) andhl are cancelled from both

r(2)(t) andH(2)

r(3)(t) = r(2)(t) − s̃
(2)
l (t)hl (2.53)

H (2) = [h1 · · · hl−1 hl hl+1 · · ·hNtx−1]
︸ ︷︷ ︸

Ntx−1 column vectors

(2.54)

H (3) = [h1 · · · hl−1 hl+1 · · ·hNtx−1]
︸ ︷︷ ︸

Ntx−2 column vectors

. (2.55)

The above procedure continues up to theNtxth stage to obtain all symbol estimates. We
can obtain the spatial diversity effect more as the procedure progresses in stages so that
SIC-ZF outperforms the conventional ZF algorithm.

SIC-MMSE

When applying the MMSE algorithm onto SIC, we can obtain better performance than
SIC-ZF because the algorithm maximizes output signal gain, or output SINR. An SIC
incorporating the MMSE algorithm for substream separation is referred to as SIC-MMSE.
Its procedure is the same as the SIC-ZF case mentioned above except an evaluation of
substream quality, where we select the weight vector minimizing the evaluation function
J(w) given by (2.24) in each stage. AssumingE [|d(t)|2] = E [|s(t)|2] = Pt, substituting
(2.24) into (2.32) yields the following modification ofJ(w)

J(w) = Pt − wHvrd − wT v∗
rd + wHRrrR

−1
rr vrd (2.56)

= Pt − wHvrd − wT v∗
rd + wHvrd (2.57)

= Pt − wT v∗
rd. (2.58)

Also, J(w) can be represented as follows when the optimum weight calculation in (2.39)
is available

J(w) = Pt − Ptw
T h (2.59)

= Pt

(

1 − wT h
)

. (2.60)

The functionJ(w) can be regarded as error power between reference and output signals. It
can also be considered as power of both residual inter-substream interference and thermal
noise because it is given by subtracting the desired signal powerPtw

T h from the reference
(ideal) signal powerPt. That is, SINR of MMSE output is approximately expressed by

γmmse=
Ptw

T h

Pt (1 − wT h)
(2.61)

=
wT h

1 − wT h
. (2.62)

Using the MMSE weight minimizing the functionJ(w) (or maximizingγmmse) in each
stage yields more diversity effect than SIC-ZF as the number of antennas increases.
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SIC-QRD

By applying QR decomposition to the channel matrix, we obtain two matrices, anNrx-
dimensional unitary matrixQ and anNrx × Ntx upper triangular matrixR. That is,

H = QR, (2.63)

whereR can be expressed as

R =















a11 a12 · · · a1Ntx

0 a22 · · · a2Ntx

...
.. . . ..

...
0 0 · · · aNtxNtx

...
...

...
...

0 0 · · · 0















(Nrx ≥ Ntx). (2.64)

When multiplying the received signal vector byQH on the left, the system can be equiva-
lently represented by

y(t) = QHr(t) (2.65)

= QH {Hs(t) + n(t)} (2.66)

= QH {QRs(t) + n(t)} (2.67)

= Rs(t) + QHn(t). (2.68)

Note that the above multiplication ofQH for the noise vector does not cause noise en-
hancement becauseQH is an unitary matrix. Focusing on the signal components in the
above equation, the output vectory(t) = [y1(t), . . . , yNrx

(t)]T can be expressed as














y1(t)
...

yNtx−1(t)
yNtx

(t)
...

yNrx
(t)















=















a11s1(t) + · · · + a1Ntx
sNtx

(t)
...

a(Ntx−1)(Ntx−1)sNtx−1(t) + a(Ntx−1)Ntx
sNtx

(t)
aNtxNtx

sNtx
(t)

...
0















+ QHn(t). (2.69)

In the above equation, it is obvious that theNtxth element iny(t) includes only theNtxth
substream signal componentaNtxNtx

(t)sNtx
(t) except thermal noise components, i.e., it

does not have inter-substream interference. Note that diagonal channel elements inR

correspond to desired substreams and the other off-diagonal channel elements are inter-
substream interference components

yk(t) =
Ntx∑

i=k

akisi(t) + nk(t) (2.70)

= akksk(t) +
Ntx∑

i=k+1

akisi(t) + nk(t) (k ≤ Ntx), (2.71)
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wherenk(t) denotesthe kth element in the equivalent noise vectorQHn(t). Therefore,
first we can estimate the symbol replicas̃Ntx

(t) from an output signal̂sNtx
(t) obtained as

follows

ŝNtx
(t) =

yNtx
(t)

aNtxNtx

. (2.72)

Then we cancel an inter-substream interference component and obtain the (Ntx − 1)th
symbol estimate by using̃sNtx

(t) and the corresponding channel components as

ŝNtx−1(t) =
yNtx−1(t) − a(Ntx−1)Ntx

s̃Ntx
(t)

a(Ntx−1)(Ntx−1)

. (2.73)

All symbol estimates can be obtained successively by applying the above processing to the
subsequent signals, i.e.,

ŝk(t) =

yk(t) −
Ntx∑

i=k+1
akis̃i(t)

akk

. (2.74)

This hierarchical detection scheme is referred to as SIC-QRD and does not require in-
verse calculation unlike SIC-ZF and SIC-MMSE. We can see that, however, it does not
exploit the output signalsyNtx+1(t), . . . , yNrx

(t) so that remaining RX branches may be
futile whenNrx > Ntx. Also, while the absolute values of diagonal channel elements
|a11|, . . . , |aNtxNtx

| reflect quality of the corresponding substreams, they may depend on
the QR algorithm. Detection order should be taken into account as well as the substream
quality, where the order is also related to the QR algorithm. In computer simulations in
the next section, the author employed a QR algorithm suitable for SIC-QRD described in
Appendix B.

2.4.5 Parallel Interference Canceller

SIC systems are effective to obtain diversity gain. However, in the systems we cannot
detect the second substream unless we estimate the first substream. This constraint may
cause system delay. Also, SIC systems are not applicable when spatially interleaving the
coded sequence at the transmitter, as will be explained later.

A parallel interference canceller (PIC) does not have such problems. It hasNtx stages
for simultaneously cancelling inter-substream interference and detecting substreams in par-
allel as shown in Fig. 2.11. First we predetect all substreams by a detection algorithm such
as ZF (PIC-ZF) or MMSE (PIC-MMSE) and obtain symbol replicass̃1(t), . . . , s̃Ntx

(t). In
the kth stage, inter-substream interference components are cancelled from the received
signal vector using replicas, and we obtain the modified signal vectorr(k)(t) as

r(k)(t) = r(t) −
Ntx∑

i=1,i 6=k

his̃i(t). (2.75)

If we had perfect symbol replicas4, i.e., s̃i(t) = si(t) (i = 1, . . . , Ntx; i 6= k), the system
4We also need to have perfect CSI in order to achieve the SIMO system in fact.
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Figure 2.11: Concept of PIC.

would become equivalently a SIMO system for thekth substream, i.e.,

r(k)(t) = hksk(t) + n(t). (2.76)

Assuming this, thekth output signal can be simply obtained by MRC as

ŝk(t) =
hH

k

‖hk‖2
r(k)(t) (2.77)

= sk(t) +
hH

k

‖hk‖2
n(t). (2.78)

With a series of processing for allNtx stages, we obtain a PIC output sequence. For more
accurate estimates, we can then iterate the above procedure by applying the output se-
quence to replica generation.

Note that the above MRC detection is based on ideal cancellation. On the other hand, in
actualr′

k(t) may have residual inter-substream interference components due to estimation
errors in predetected signals. Another detecting approach is the introduction of filtering
factors in spatial filtering. The channel matrix in thekth stage is multiplied by filtering

30



2.5. MIMO SDM Performance Using Various Demultiplexing Schemes

factors except the desired channel vectorhk as

H(k) =
[

α
(k)
f,1h1 · · · α

(k)
f,k−1hk−1 hk α

(k)
f,k+1hk+1 · · ·α(k)

f,Ntx
hNtx

]

(2.79)

= H diag
(

α
(k)
f,1, . . . , α

(k)
f,k−1, 1, α

(k)
f,k+1, . . . , α

(k)
f,Ntx

)

, (2.80)

where the filtering factorα(k)
f,i (i = 1, . . . , Ntx; i 6= k) is set in the range of0 ≤ α

(k)
f,i ≤ 1.

By multiplying r(k)(t) by a weight vector calculated based onH (k), e.g., via the ZF or
MMSE algorithm, we can expect that residual inter-substream interference components
are suppressed in the filter output.

We can introduce cancelling factors in anticipation of iterative processing in a PIC.
With cancelling factors, the modified signal vector can be given by

r(k)(t) = r(t) −
Ntx∑

i=1,i 6=k

α
(k)
c,i his̃i(t), (2.81)

where the cancelling factorα(k)
c,i (i = 1, . . . , Ntx; i 6= k) is set in the range of0 ≤ α

(k)
c,i ≤ 1

as well as filtering factors. This scheme can be regarded as one of the soft cancellation
schemes, which originally uses soft output of a decoder. With introduction of cancelling
factors, we can expect to approach the actual signals step-by-step by iteratively cancelling
interference components. Althoughr(k)(t) may have larger residual inter-substream inter-
ference components than the case without cancelling factors, each cancellation stage does
not affect the other stages, i.e., does not cause error propagation in PIC processing. So,
introduction of cancelling factors to SIC systems seems incompatible due to propagation
of residual inter-substream interference. Note that both filtering and cancelling factors can
be set again in each iterative stage.

2.5 MIMO SDM Performance Using Various Demultiplex-
ing Schemes

Some demultiplexing schemes have been introduced in the previous section. In this section
the author shows the MIMO SDM performance over i.i.d. Rayleigh fading when using
those demultiplexing schemes at the receiver.

2.5.1 System Structure

We can roughly consider two coding cases in a MIMO SDM system. One is coding per
substream (CPS) as illustrated in Fig. 2.12. An input sequence is multiplexed overNtx

substreams and then encoded and interleaved at each substream. We can say that this cod-
ing case has an affinity for an ARQ system because the transmitter can resend a sequence
with small length. Moreover, in an interference cancellation scheme, especially in an SIC
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Figure2.12: System structure in a case of CPS.

system, the receiver can use re-encoded sequences to generate symbol replicas so that we
can expect more spatial diversity effect than the case without re-encoding.

The other coding scheme is to encode and interleave the input sequence before multi-
plexing, i.e., coding over substreams (COS) as illustrated in Fig. 2.13. In the system, while
the entire coded sequence is longer than that in the CPS system, we can expect spatial
diversity even with a simple demultiplexing scheme such as a spatial filter.

In this section, performance in both the coding cases will be presented.

2.5.2 Computer Simulations

Table 2.1 lists MIMO SDM computer simulation parameters. Simulations in both cod-
ing and no coding cases were computed. In the coding cases, input data sequences were
coded by a simple convolutional encoder with constraint length of three and coding rate
of 1/2 [71]. Then, random bit-interleaving was employed before modulation. At the re-
ceiver, soft-decision Viterbi decoding was applied [71]. A soft-input decoder requires the
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Figure2.13: System structure in a case of COS.

likelihood of each bit. For the sake of simplicity, in each case of corresponding bit 1 or
0, the decoder used the squared Euclidean distance between the output symbol and the
closest replica symbol candidate as its log-likelihood [72]. Except MLD, in order to re-
flect channel quality depending on the substream, the obtained log-likelihood ratio (LLR)
was multiplied by the corresponding SNR/SINR at the filter output given by (2.46) and
(2.62) in ZF and MMSE cases, respectively. In SIC-QRD, the output SNR of thekth sub-
stream is given by the corresponding diagonal element inR and thermal noise power, i.e.,
Pt|akk|2/σ2. Using decoder outputs, hard replicas were generated in interference cancella-
tion systems for the sake of simplicity. Also, in PIC cases, MRC detection in (2.77) was
employed, and filtering and cancelling factors were not introduced. In the MRC detection,
output SNR of thekth substream is given byPt‖hk‖2/σ2. Note that the performance of
SIC-ZF, SIC-MMSE, and SIC-QRD in the COS case was not examined because in the sys-
tem we cannot use re-encoded sequences in symbol replica generation. Also, it should be
noted that an amplitude correction scheme was introduced when using an MMSE spatial
filter, even in SIC-MMSE and PIC-MMSE (see Appendix C).
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Table 2.1: Computer simulation parameters.

No. of antennas(Ntx × Nrx) 4× 4 MIMO

Modulation scheme QPSK

Thermal noise Additive white Gaussian noise

Fading Quasi-static i.i.d. Rayleigh fading

CSI Perfect at the receiver

Frame length 256 SDM symbols

FEC (coding case) BCC with constraint length of 3 and rate 1/2

Decoding Viterbi algorithm

No. of iterations in PIC 5

No. of trial frames 1,000,000

Figures 2.14, 2.15, and 2.16 present the MIMO SDM BER performances with the var-
iousdetection schemes in the no coding, CPS, and COS cases, respectively. Figures 2.15
and 2.16 also include frame error rate (FER) performances. The abscissa denotes the to-
tal TX power normalized to the TX power yielding averageEs/N0 of 0 dB in a case of
single-antenna transmission in the corresponding fading scenario. Note that in the coding
cases the performances of SIC-MMSE and PIC-MMSE excel MLD, which ought to be
the optimum scheme. This is due to the used encoder, which is the simplest convolutional
encoder. Therefore, excellent MLD performance should be obtained when using a more
powerful error-correcting code such as a turbo code or a low-density parity-check (LDPC)
code [73–75].

The author would like to rely on the readers to consider the performance in detail be-
cause properties of the demultiplexing schemes and coding systems have already been
introduced. You can see some discussions on the performance in [65].
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Figure 2.14: BER performance in the no coding case.
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Figure2.15: BER and FER performances in the CPS case.
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Figure2.16: BER and FER performances in the COS case.
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MIMO Indoor Channel Measurement

This chapter outlines the conducted 5.2 GHz-band MIMO indoor channel measurement
campaignand analyzes characteristics of measured propagation environments with exam-
ple measurements, TOA/DOA estimation, and Nakagami-RiceK-factor estimation.

3.1 Measurement Setup

The measurement campaign was carried out in a conference room in a building of the Grad-
uate School of Information Science and Technology at Hokkaido University (Figs. 3.1 and
3.2). The room had many scatterers. The walls consisted of plasterboard around reinforced
concrete pillars and metal doors. In this room, the author set up TX and RX tables and
a VNA to measure the channel responses. Table 3.1 lists measurement parameters. The
measurement band was from 5.15 GHz to 5.4 GHz (250 MHz bandwidth), and it was swept
with a 156.25 kHz interval (1,601 frequency sample points). Each channel was averaged
over 10 snapshots in order to reduce thermal noise included in raw measurements. The
TX and RX tables were separated by 4 m, as shown in the dashed circles in Fig. 3.1. The
LOS scenario was taken as the absence of an obstructing object between the TX and RX
tables (Fig. 3.2(a)). The NLOS scenario was created by placing a metal partition between
the TX and RX (Fig. 3.2(b)). The partition was large enough to avoid deterministic waves,
which were diffracted at edges of the partition, arriving at the receiver. There was a metal
screen (whiteboard) on the wall behind the TX table. The height of its bottom was 1 m,
and antenna height was 0.9 m. Channel data were obtained while noone was in the room,
to ensure statistical stationarity of propagation.

The x- andy-axes were defined as in Fig. 3.1. The MIMO measurement campaign
was carried out for 2× 2 and 4× 4 MIMO systems and used ULAs for antenna arrays.
TX and RX antennas aligned along thex-axis are denoted as the TX-x/RX-x orientation
(Fig. 3.3(a)), and antennas aligned along they-axis are denoted as the TX-y/RX-y orienta-
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Figure 3.1: Top view of measurement site.

Table 3.1: MIMO channel measurement parameters.

Measurement band 5.15 – 5.4 GHz (250 MHz)

No. of frequency points 1,601

No. of array positions 7× 7 = 49

No. of total channel data 1,601× 49 = 78,449

No. of antennas (Ntx × Nrx) 2× 2, 4× 4

Array type ULA

Antenna spacing (AS) 0.25λ,0.50λ, 0.75λ, 1.00λ

Array orientations TX-x/RX-x, TX-y/RX-y
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Figure3.2: Pictures of measurement site.
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tion (Fig. 3.3(b)). To obtain spatially different fading channels, there were seven positions
on the TX and RX tables for the antenna array mount along thex- andy-axes separated
with an interval ofλ/4 (1.5 cm), as shown in the dashed circles in Fig. 3.1, whereλ denotes
the wavelength at 5 GHz (6 cm). The antenna array orientation corresponds to the array
position direction also as shown in the dashed circles in Fig. 3.1. For example, the positions
of the TX and the RX arrays for the TX-x/RX-xorientation were changed in thex direc-
tion. The array’s AS had four values: 0.25λ, 0.50λ, 0.75λ, and 1.00λ. By changing the
TX and RX array positions, 7× 7 = 49 spatially different data were obtained. Because we
had 1,601 frequency-domain data, a total of 49× 1,601= 78,449 different MIMO chan-
nel matrices were obtained for each array orientation, antenna spacing, and LOS/NLOS
scenario. That is, strictly speaking, the author measuredĤ(m, f) for the space-domain
indexm = 1, . . . ,49 and the frequency-domain indexf = 1, . . . , 1,601. In the study the
author treated the 78,449 channel matrices independently as flat fading channels based on
(2.1). All of the characteristics presented in the next section were derived from statistical
processing of all the 78,449 MIMO channel data.

The author employed collinear antennas AT-CL010 (TSS JAPAN Co., Ltd.) designed
for omni-directional characteristics on the horizontal (x-y) plane. Figure 3.4 shows an
azimuth antenna pattern of one of the used antennas. The measurement frequency was
5.2 GHz. It is seen in Fig. 3.4 that antenna gain is almost uniform at around 3 dBi, and that
the characteristic is omni-directional. All of the antennas had return loss less than−10 dB
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Figure 3.4: Isolated azimuthal antenna pattern of a measurement antenna at 5.2 GHz.

from 5.15 GHz to 5.4 GHz. When a SISO channel was measured in an AEC by using the
antennas as the TX and RX ones, the maximum amplitude variation of the observed direct
wave was 0.7 dB in this measurement band.

Figure 3.5 shows an example of a 2× 2 MIMO measurement system, for which the
basic idea is the same for the 4× 4 MIMO system. RF switches at the TX and RX sides
were used to select the TX antenna and the RX antenna. According to this selection, each
element in the MIMO channel matrix was chosen. The measured channel responses were
normalized to calibration data that had been obtained when the cables to the antenna ports
from the RF switches were directly connected. Therefore, the calibrated data did not have
the frequency characteristics of the cables and switches. The unselected antennas were
automatically connected to 50Ω dummy loads. Figure 3.6 shows a picture of the RX table
which is a part of the system.

3.2 Example Measurements

Figure 3.7 shows example measurements. These data were obtained at the central positions
on the TX and RX tables as shown in the dashed circles in Fig. 3.1 when TX and RX ends
each used a single antenna (SISO case). Thus, the antennas did not have mutual coupling.
Figure 3.7(a) shows measured frequency-domain data. It is clear that the received power
for the LOS scenario was generally larger than the power for the NLOS one due to the
direct wave. Time-domain data shown in Fig. 3.7(b) are the results of performing the
IDFT on the frequency-domain data shown in Fig. 3.7(a). Note that, before the IDFT,
the frequency-domain data were multiplied by the following Gaussian window function to
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Figure 3.5: Channel measurement system.

reduceside-lobe level

w(fi) =

√

10.58

π
exp

{

−10.58

B2
(fi − fc)

2
}

, (3.1)

wherefc andB denotethe center frequency in the measured band and the measured band-
width, respectively (fc = 5.275 GHz andB = 250 MHz). fi (i = 0, 1, · · · , 1,600) indi-
cates the index of the measured frequency point (5.15 GHz≤ fi ≤ 5.4 GHz). The many
peaks for the LOS and NLOS scenarios indicate that the measurement environments had
many scattered waves. The maximum peak was around 14 ns for the LOS scenario. This
is considered to be from the direct wave because the distance of 4 m between the TX and
RX ends gives a propagation time of 4/(3.0×108) = 13.3 ns and the peak disappeared for
the NLOS scenario. Furthermore, unlike NLOS, LOS gave larger amplitudes for the waves
with short propagation delays within 60 ns.

Figure 3.8 shows examples of eigenvalues for the 2× 2 MIMO case with AS= 0.50λ
and the TX-y/RX-y orientation. These data were obtained at the same position that those
in the aforementioned SISO case were obtained. In contrast to the antennas in the SISO
case, the antennas in this case had the effect of mutual coupling. Figure 3.8(a) shows
eigenvalues in the NLOS scenario, and Fig. 3.8(b) shows those in the LOS one. There are
two eigenvaluesλ1 andλ2 because of a 2× 2 MIMO system. Under both of the scenarios
the change ofλ1 is smaller than that ofλ2. It can be expected that spatial diversity appears
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Figure 3.6: Measurement table including antennas (top), RF switch (middle), and RF
switchcontroller (bottom).
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Figure3.7: Example measurements (SISO case).
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Figure3.8: Examples of eigenvalues for the 2× 2 MIMO case (AS= 0.50λ, TX-y/RX-
y orientation).

47



Chapter 3

significantlyfor the eigenchannel corresponding to the maximum eigenvalue. It can be also
seen that the LOS scenario gives a largerλ1 than the NLOS one does. As in the SISO case,
the direct wave in the LOS case seems to have increased the magnitude ofλ1.

3.3 TOA/DOA Estimation Using 2D-MUSIC Algorithm

This section presents TOA/DOA simultaneous estimation of the direct and scattered waves
for the measurement site using 2D-MUSIC algorithm [76]. In the following, 2D-MUSIC
algorithm is first explained, and then results of TOA/DOA estimation are demonstrated.

3.3.1 2D-MUSIC Algorithm

The 2D-MUSIC algorithm can achieve high-resolution TOA/DOA estimation for a prop-
agation environment by applying the MUSIC algorithm to received data both in the fre-
quency and spatial domains, i.e., two-dimensional received data. The following is a simple
explanation of 2D-MUSIC algorithm. See [76] for the details of the algorithm. Note that a
ULA is assumed as the RX array in the following.

It is assumed that there areD multipath waves arriving at the RX antennas in a propa-
gation environment. We consider a received datar(fi, xj) at the frequency pointfi and the
spatial positionxj obtained by a VNA:

r(fi, xj) =
D∑

d=1

sd exp
{

−j2πfi

(

td +
xj

c
sin θd

)}

+ n(fi, xj), (3.2)

wherec represents the velocity of light, andn(fi, xj) denotes a thermal noise component
atfi andxj. sd, td, andθd indicate an amplitude, TOA, and DOA to the broadside direction
of thedth wave, respectively.

Next, by selectingM (M > D) data with equal intervals fromfm to fm+M−1 in the
frequency domain, anM -dimensional frequency data vectorr̂m(xj) received at the spatial
positionxj is defined as follows

r̂m(xj) = [r(fm, xj) r(fm+1, xj) · · · r(fm+M−1, xj)]
T . (3.3)

Moreover, by selectingM spatial samples with equal intervals fromxm to xm+M−1 in the
spatial domain, anM2-dimensional subarray vectorrm is formed using spatially different
setsr̂m(xm), . . . , r̂m(xm+M−1) as follows

rm =
[

r̂T
m(xm) r̂T

m(xm+1) · · · r̂T
m(xm+M−1)

]T
. (3.4)

On the other hand, anM2-dimensional mode vectora(td, θd) for thedth wave is defined as

a(td, θd) =
[

âT
m(td, θd, xm) âT

m(td, θd, xm+1) · · · âT
m(td, θd, xm+M−1)

]T
, (3.5)
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where

âm(td, θd, xj) =














exp
{

−j2πfm

(

td +
xj

c
sin θd

)}

exp
{

−j2πfm+1

(

td +
xj

c
sin θd

)}

...

exp
{

−j2πfm+M−1

(

td +
xj

c
sin θd

)}














. (3.6)

Using the mode vectora(td, θd), the subarrayrm can be expressed as

rm =
D∑

d=1

sd ψm−1
d a(td, θd) + nm, (3.7)

wherenm denotes anM2-dimensional vector composed of additive thermal noise ele-
ments, andψd is represented by the following equation

ψd = exp
{

−j2π
(

∆ftd +
∆x

c
sin θd

)}

. (3.8)

Here,∆f and∆x denote the frequency interval (fi+1 − fi) and the spatial interval (xj+1 −
xj), respectively.

Furthermore, with anM2×D matrixA composed of mode vectors and aD-dimensional
diagonal matrixΨ , (3.7) can be reformulated as

rm = AΨ
m−1s + nm, (3.9)

where

A = [a(t1, θ1) a(t2, θ2) · · · a(tD, θD)] (3.10)

Ψ = diag (ψ1, ψ2, . . . , ψD) (3.11)

s = [s1, s2, . . . , sD]T . (3.12)

With rm, anM2 × M2 correlation matrixRm is defined by

Rm = r∗
mrT

m. (3.13)

Since multipath waves are coherent, it is required to decorrelate them. Here, we preprocess
the data by using spatial smoothing preprocessing (SSP) before applying 2D-MUSIC as
follows

RSSP =
1

N

n+N−1∑

m=n

Rm. (3.14)

With the above preprocessing,N coherent waves can be decorrelated. Note thatN ≥ D is
necessary to estimate all the arriving waves in the SSP case.
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Onthe other hand, we can decorrelate up to2N coherent waves only withN correlation
matrices by using the following modified SSP (MSSP) technique

RMSSP =
1

2N

n+N−1∑

m=n

(Rm + JR∗
mJ) , (3.15)

whereJ is anM2-dimensional square matrix expressed as

J =












0 0 · · · 0 1
0 0 · · · 1 0
...

...
...

0 1 · · · 0 0
1 0 · · · 0 0












. (3.16)

In the MSSP case, we can decorrelate all the arriving waves withN ≥ D/2 subarrays.
It is presumed that correlations among all theD waves are suppressed with SSP or

MSSP. Then, the correlation matrixR can be expressed by using anM2-dimensional uni-
tary matrixU and anM2-dimensional diagonal matrixΛ composed of eigenvalues ofR:

R = UΛUH , (3.17)

where

U = [e1 e2 · · · eM2 ] (3.18)

Λ = diag (λ1, λ2, . . . , λM2) . (3.19)

Note thatM2 eigenvaluesλ1, . . . , λM2 in the above equation are in descending order as
follows

λ1 ≥ λ2 ≥ · · · ≥ λD ≥ λD+1 = · · · = λM2 = σ2. (3.20)

Here,σ2 denotes thermal noise power. The above equation implies that anM2-dimensional
vector space can be classified into aD-dimensional signal subspace and an(M2 − D)-
dimensional noise subspace. These subspaces are orthogonal each other, and aD-
dimensional mode vector space formed bya(t1, θ1), . . . , a(tD, θD), i.e., A, corresponds
to theD-dimensional signal subspace included in the correlation matrixR. That is, the
following relation holds:

aH(ti, θi)ej = 0 (i = 1, . . . , D, j = D + 1, . . . , M2). (3.21)

Exploiting the above property, an evaluation function of propagation estimation is de-
fined as

Pmusic(t, θ) =
aH(t, θ)a(t, θ)
M2
∑

i=D+1
|aH(t, θ)ei|

. (3.22)

As seen from the relation in (3.21), the denominator of the right hand side of the above
equation should be 0 in the case of(t = ti, θ = θi) (i = 1, . . . , D), so that the left
hand side, i.e.,Pmusic(t, θ), can obtain maxima by being swept with timet and angleθ.
Consequently, simultaneous TOA/DOA estimation of multipath waves can be achieved.
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Table 3.2: 2D-MUSIC estimation parameters.

No. of elements in a subarray M = 16

Antenna spacing ∆x = λ/4 (1.5 cm)

No. of subarrays N = 6

Preprocessing
MSSP

(12 coherent waves can be decorrelated whenN = 6.)

Used frequency band 5.3 – 5.4 GHz

Frequency interval ∆f = 5 MHz

RX array orientation RX-x, RX-y

No. of estimated waves D = 8

3.3.2 Results of Propagation Estimation

Propagation estimation for the measurement site was conducted by using 2D-MUSIC algo-
rithm. Table 3.2 lists the estimation parameters. The used data were obtained for this esti-
mation with a single omni-directional antenna, unlike the data described in§3.1. While the
TX antenna was fixed to the central position on the TX table, the RX antenna was linearly
moved withλ/4 intervals to measure at a total of 21 spatial positions. In the estimation, the
measurements were classified into six 16-element subarrays. Note that expansion of spa-
tial data using interpolation [76] was not applied in the estimation. Frequency data were
measured at 5 MHz intervals from 5.3 to 5.4 GHz. MSSP was applied for suppressing cor-
relations so that 6× 2 = 12 coherent waves would be decorrelated. RX array orientations
were RX-x and RX-y(see Fig. 3.1). The number of arriving waves was set toD = 8.

Figures 3.9–3.12 show the results of TOA/DOA estimation for the measurement site.
Like Fig. 3.7(b), in the LOS scenario the highest peak, considered as the direct wave, is
observed at around 14 ns (90◦ direction for RX-xand 0◦ direction for RX-y). Also, a peak
is seen at around 40 ns from the 90◦ direction in the case of LOS and RX-x. Taking into
account the DOA, the peak seems to be a reflected wave from the wall on the receiver
side. However, a clear peak corresponding to it cannot be observed in the case of RX-y.
In the NLOS scenario, we can see multiple peaks at various TOA and DOA. That is, the
measurement site is considered as a multipath-rich environment.

3.4 Estimation of Nakagami-RiceK-factor

In general, amplitudes of faded channels in NLOS multipath environments statistically
obey a Rayleigh distribution. Such channel variation is therefore called Rayleigh fading.
On the other hand, in LOS environments, addition of a direct wave to Rayleigh channels
yields Nakagami-Rice fading [2, 31, 71]. In this section, aK-factor, which is a measure
for propagation property of Nakagami-Rice fading environments, is estimated for the LOS

51



Chapter 3

RX

RX-x

90
o

-90
o

TX

x

y

Console

Figure 3.9: TOA/DOA estimation result (LOS, RX-x).
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Figure 3.10: TOA/DOA estimation result (LOS, RX-y).
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Figure 3.11: TOA/DOA estimation result (NLOS, RX-x).
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Figure 3.12: TOA/DOA estimation result (NLOS, RX-y).
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scenarioin the measurement site.
It is assumed that an LOS channel responseh(m, f), which is measured with a single

omni-directional antenna at the spatial positionm and frequency pointf , consists of a
direct-wave componenthD(m, f) and a scattered-wave componenthU(m, f):

h(m, f) = hD(m, f) + hU(m, f). (3.23)

Ergodic power of the direct-wave component and that of the scattered-wave component are
defined asA2 andσ2

U , respectively:

A2 = E
[

|hD(m, f)|2
]

(3.24)

σ2
U = E

[

|hU(m, f)|2
]

, (3.25)

whereE [·] represents average over the spatial and frequency domains. Then, theK-factor
can be defined as follows

K =
A2

σ2
U

. (3.26)

Thatis, theK-factor is a power ratio of the direct wave to the scattered waves. The larger
K-factor means that the direct wave is more dominant compared with the scattered waves
in the propagation environment.

3.4.1 K-factor Calculation Using Average Channel Power

When assuming thathD(m, f) and hU(m, f) are statistically uncorrelated, the ergodic
power of the measured channelh(m, f) can be written as

Pch = E
[

|h(m, f)|2
]

= A2 + σ2
U . (3.27)

Hence, in the case where the average power of the direct wave,A2, is already known, the
K-factor can be calculated by

K =
A2

Pch − A2
. (3.28)

In total 82 spatially different SISO channels were measured in the frequency band from
5.15 GHz to 5.40 GHz in both the LOS and NLOS scenarios while keeping the distance of
4 m between the TX and RX tables. The measured SISO channels provided the CDFs of
the wave amplitudes as shown in Fig. 3.13. The received amplitudes for the LOS scenario
were about 7.6 dB higher at the 50% level compared with those for the NLOS scenario.
The mean received power averaged over space and frequency samples in the SISO-LOS
measurement wasGLOS = −49.26 dB (1.186× 10−5), and that in the SISO-NLOS one
wasGNLOS = −56.05 dB. Comparing the mean received powers,GLOS was about 6.8 dB
higher thanGNLOS. Also, the mean received powerGAEC was obtained under the SISO
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Figure 3.13: CDFs of amplitudes (SISO case).

andLOS scenario in the AEC in which the TX and RX tables were set 4 m apart. The data
were averaged over the space and frequency samples.GAEC which is the estimated direct
wave power was−51.52 dB (7.047× 10−6). SinceGLOS is composed of the direct and
scattered wave power, the Nakagami-RiceK-factor in the LOS environment can be easily
estimated by the following calculation

K =
A2

Pch − A2
(3.29)

=
GAEC

GLOS − GAEC

(3.30)

=
7.047× 10−6

1.186× 10−5 − 7.047× 10−6 (3.31)

= 1.66dB. (3.32)

The scattered wave power was, therefore, comparable to the direct wave power. Moreover,
the scattered wave power in the LOS scenario (GLOS − GAEC = −53.18 dB) was 2.87 dB
higher thanGNLOS. It is natural that an LOS component causes higher received power.
However, the above result indicates that, under the LOS scenario of this room, the direct
wave also increased scattered signal power.

3.4.2 K-factor Estimation Using CDF of Amplitudes

When a probability variableR is defined asR = |h(m, f)|, i.e., envelope of the LOS
channelh(m, f), its probability distribution functionP (R) obeys the Nakagami-Rice dis-
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tribution [71] and is given by

P (R) =
1

σ2

∫ R

−∞
t exp

(

−A2 + t2

2σ2
U

)

I0

(

At

σ2
U

)

dt, (3.33)

whereI0(x) represents the zeroth-order modified Bessel function of the first kind, which is
defined as

I0(x) =
1

2π

∫ 2π

0
exp (x cos φ) dφ. (3.34)

Note that, in (3.33),P (R) becomes the Rayleigh distribution whenA = 0.
Next, we normalizeR to its 50% valueR50%, which yieldsP (R) = 0.5. The normal-

ized probability variable is defined aŝR. Also, A andσU are normalized toR50% as well,
and thenÂ andσ̂U are obtained, respectively:

R̂ =
R

R50%

(3.35)

Â =
A

R50%

(3.36)

σ̂U =
σU

R50%

. (3.37)

With Â andσ̂U , a new probability distribution functionPcal(R̂) is defined as

Pcal(R̂) =
1

σ̂2
U

∫ R̂

−∞
t exp

(

−Â2 + t2

2σ̂2
U

)

I0

(

Ât

σ̂2
U

)

dt. (3.38)

By fitting the above function and a CDF of amplitudes of measured data, we can estimate
theK-factor of the measurement site.

Figure 3.14 demonstrates Nakagami-Rice probability distribution functions with vari-
ousK-factors. Figures 3.14(a) and (b) showP (R) andPcal(R̂), respectively.P (R) was
obtained under the condition ofσ2

U = 1. Note that abscissas of both graphs are in dB
scale. All the functions ofPcal(R̂) intersect at the point of 0 dB andPcal(R̂) = 0.5 due
to the normalization in (3.35)–(3.37). The largerK-factor is, the steeper its gradient is in
the region ofR̂ < 0 dB. Hence, by normalizing a CDF of measured data to its 50% value
and verifying it with various probability distribution functions, it is possible to estimate the
Nakagami-RiceK-factor of the LOS environment.

Figure 3.15 shows CDFs of amplitudes of measured channels for both the LOS and
NLOS scenarios. The RX-x and RX-y data samples used in the previous section were
combined for this estimation. Therefore, a total of 21× 2 × 1,601 = 67,242 channel
samples were used. As mentioned above, both CDF curves are normalized to their 50%
values. We can see that the CDF for the LOS scenario almost corresponds toPcal(R̂) of
theK = 1.6 case (K = 2.0 dB). Also, it is verified that the CDF for the NLOS scenario
fits in with Pcal(R̂) of theK = 0.0 case, i.e., Rayleigh distribution.
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Figure 3.14: Nakagami-Rice probability distribution functions.
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Figure 3.15: CDFs of amplitudes of measured channels normalized to 50% values.

Summarizing§3.2–3.4,it can be said that the measurement site was a multipath-rich
environment, and that theK-factor in the LOS scenario was relatively small because it
appears in the range of 1.6 dB≤ K ≤ 2.0 dB. On the other hand, it is considered that the
NLOS scenario provided Rayleigh fading.

Note that the measured channel responseh and MIMO channel matrixH used here-
after are given by the following normalizations of the measuredĥ andĤ.

h =
ĥ√

GAEC

(3.39)

H =
Ĥ√
GAEC

(3.40)

It can be said that the channel response is normalized to the direct wave amplitude.
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Performance Evaluation of Spatial
Multiplexing in Actual Indoor
Environments

4.1 Properties of Measured MIMO Channels

4.1.1 Antenna Patterns

When multiple antennas are closely arranged, they have mutual coupling and their antenna
patterns change. A MIMO system has antenna arrays at both ends, so we cannot ignore
the effect of the changing pattern on the MIMO performance. Thus, before presenting
the measured characteristics of the MIMO channels, this subsection examines the antenna
patterns for each antenna array. See Appendix A for more characteristics of the measured
antenna arrays.

The solid curves in Figs. 4.1 and 4.2 show the patterns at the frequency of 5.2 GHz for
each two-element array and four-element ULA, respectively. The number under each pat-
tern corresponds to the one in Fig. 3.3. These azimuth patterns for multiple antennas were
obtained when all the antennas except the measured one were connected to 50Ω dummy
loads. Therefore they include the mutual coupling effect. In each of these figures, the pat-
tern of a single isolated antenna is shown for comparison by a dashed curve. We see that
the single antenna has an almost omni-directional pattern when it does not have the mutual
coupling effect. The patterns in the multiple-antenna case, however, are significantly dif-
ferent from those in the omni-directional case. (The patterns for AS= 0.50λand 1.00λ
in the two-element arrays are in good agreement with the simulation results in [41].) The
patterns tend to become similar to the omni-directional one as the AS becomes larger. We
can also see that patterns of four-element ULAs tend to change more than those of two-

61



Chapter 4

#1

180o  0o

-90o

90o

6 3 0 -3  [dBi] #2

180o  0o

-90o

90o

6 3 0 -3  [dBi]

(a) AS= 0.25λ

#1

180o  0o

-90o

90o

6 3 0 -3  [dBi] #2

180o  0o

-90o

90o

6 3 0 -3  [dBi]

(b) AS = 0.50λ

#1

180o  0o

-90o

90o

6 3 0 -3  [dBi] #2

180o  0o

-90o

90o

6 3 0 -3  [dBi]

(c) AS = 0.75λ

#1

180o  0o

-90o

90o

6 3 0 -3  [dBi] #2

180o  0o

-90o

90o

6 3 0 -3  [dBi]

(d) AS = 1.00λ

Figure 4.1: Antenna patterns for each two-element array with mutual coupling (solid
curve), and single antenna pattern (dashed curve).

element arrays. This seems to be due to the effect of mutual coupling between antennas
increasing with the number of antennas.

In the TX-x/RX-x orientation, the RX end is located in the 0◦ direction with respect to
the TX end, and the TX end is located in the 180◦ direction with respect to the RX end.
Thus, in the LOS scenario, the direct wave departs from the TX end in the 0◦ direction
and arrives at the RX end in the 180◦ direction. In the TX-y/RX-y orientation, on the other
hand, the RX end is located in the 90◦ direction with respect to the TX end, and the TX
end is also located in the 90◦ direction with respect to the RX end. Thus the direct wave
departs from the TX end and arrives at the RX end in the 90◦ direction. The gain in the 0◦

and 180◦ directions tends to be small. On the other hand, the gain in the 90◦ direction is
higher than it is in the single-antenna case, especially when AS= 0.50λand 0.75λ.

As will be shown later, especially in the LOS scenario, eigenvalue distributions and
MIMO system performance depend on the array configuration. The antenna gain direction-
ality mentioned above seems to affect the LOS component included in a MIMO channel.
Because the relation between the LOS component and antenna gain directionality is nec-
essary to explain the following behavior of MIMO performance, it is referred to as “LOS
gain variation” to simplify the following discussions.
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Figure 4.2: Antenna patterns for each four-element ULA with mutual coupling (solid
curve), and single antenna pattern (dashed curve).
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Figure4.3: Fading correlations|ρtx,ij| and|ρrx,ij| for the measured 2× 2 MIMO channels.

4.1.2 Fading Correlations

To investigate the characteristics of the MIMO channels measured in the propagation envi-
ronment, we examined fading correlations [50]. The TX fading correlationρtx,ij between
the ith andjth TX antennas and the RX fading correlationρrx,ij between theith andjth
RX antennas are given by the following equations

ρtx,ij =

M∑

m=1

N∑

f=1

Nrx∑

l=1
h∗

li(m, f)hlj(m, f)

√
M∑

m=1

N∑

f=1

Nrx∑

l=1
|hli(m, f)|2

√
M∑

m=1

N∑

f=1

Nrx∑

l=1
|hlj(m, f)|2

(4.1)

ρrx,ij =

M∑

m=1

N∑

f=1

Ntx∑

k=1
h∗

ik(m, f)hjk(m, f)

√
M∑

m=1

N∑

f=1

Ntx∑

k=1
|hik(m, f)|2

√
M∑

m=1

N∑

f=1

Ntx∑

k=1
|hjk(m, f)|2

. (4.2)

Here,l andk indicate the RX and TX antenna indices, respectively.m represents the index
of measured spatial positions, andM is the total number of spatial positions (M = 49).
Also,f represents the frequency point index, andN is the total number of frequency points
(N = 1,601). The absolute values of the fading correlations are in the range from 0 to 1. In
addition, the correlations|ρtx,ij| and|ρrx,ij| (i 6= j) haveNtx

C2 andNrx
C2 different values,

respectively, where an operatorpCq denotes the total number of combinations ofq-subsets
possible out of a set ofp distinct items. That is,pCq = p!/{q!(p − q)!} holds.

Using (4.2) and (4.1), the TX and RX fading correlations for the measured MIMO
channels were obtained. Figures 4.3, 4.4, and 4.5 shows TX and RX fading correlations
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Figure 4.4: Fading correlations|ρtx,ij| and |ρrx,ij| for the measured 4× 4 MIMO NLOS
channels.
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Figure 4.5: Fading correlations|ρtx,ij| and |ρrx,ij| for the measured 4× 4 MIMO LOS
channels.
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for the measured 2× 2 MIMO, 4 × 4 MIMO NLOS, and 4× 4 MIMO LOS channels,
respectively. The correlations for 4× 4 MIMO cases are drawn in the three-dimensional
style as shown in Figs. 4.4 and 4.5 because the combination of four antennas gives4C2 = 6
values. This plot is in the same style as in [50]. In addition, for both Figs. 4.4 and 4.5,
figures (a) and (b) are for the TX-x/RX-x orientation, and (c) and (d) are for the TX-y/RX-
y one. We can see that all of the MIMO cases have almost the same correlation values
between the TX and RX ones. In the NLOS scenario, the fading correlations generally
have low values, and they become lower as AS increases. Higher correlations in the LOS
scenario are due to the LOS component that is a deterministic signal.

Focusing on the correlations in the LOS scenario, we find that the TX-y/RX-yorien-
tation tends to provide higher correlations than the TX-x/RX-x one. We can consider two
reasons for this. The direct wave and reflected waves from the walls behind the TX and
behind the RX were conjectured to be dominant. These reflected rays along thex-axis
lowered the correlation for the TX-x/RX-x orientation, but did not cause the decorrelation
for the TX-y/RX-y case. We can analyze the other reason by considering the antenna pat-
terns shown in Fig. 4.2. Narrow spacing seems to give high correlations for both of the
orientations in the case of AS= 0.25λ. However, as mentioned in§4.1.1, the cases of
AS = 0.50λ and 0.75λ give higher gain in the 90◦ direction, which corresponds to the
direct path. Consequently, the effect of the direct wave becomes stronger, so that we have
higher correlations for the TX-y/RX-yorientation. The patterns for AS= 1.00λ inciden-
tally show a little dip in the antenna pattern in the 90◦ direction. This decreases the effect
of the direct wave and causes lower correlation values in the TX-y/RX-y orientation.

4.1.3 CDFs of Channel Elements in MIMO Matrices

Many MIMO channel models assume that each element in a channel matrix obeys i.i.d.
fading. However, actual MIMO systems can be strongly affected by propagation environ-
ments and mutual coupling between antennas. Actual channel elements, thereby, may have
different statistical characteristics. As stated in the previous subsection, some LOS chan-
nels have very high correlations, and are never independent. Here, the author attempts to
determine whether the indoor MIMO channels are identical or not. Using the measured
78,449 MIMO channels, CDFs of amplitudes of each channel element were examined as
shown in Figs. 4.6–4.9. Data for the 2× 2 MIMO cases are shown in Figs. 4.6 and 4.7,
and those for the 4× 4 MIMO cases are shown in Figs. 4.8 and 4.9. Also, those for the
TX-x/RX-x orientation are shown in Figs. 4.6 and 4.8, and those for the TX-y/RX-y ori-
entation are shown in Figs. 4.7 and 4.9. In addition, figures (a), (b), (c), and (d) show the
CDFs for the cases of AS= 0.25λ, 0.50λ, 0.75λ, and 1.00λ, respectively. Each of the
LOS/NLOS scenario in the graph has 2× 2 = 4 CDF curves (|h11|, |h12|, |h21|, and|h22|)
and 4× 4 = 16 curves (|h11|, |h12|, . . . , and|h44|) for the 2× 2 and 4× 4 MIMO cases,
respectively. The abscissa value is different from that in Fig. 3.13 owing to the normal-
ization by (3.40). Also, for each case in the LOS scenario, the average Ricean factorKavg

estimated from all theNtxNrx CDFs of channel elements is put on each graph. For the sake
of simplicity, the following discussion is mainly for the 4× 4 MIMO cases because that
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Figure4.6: CDFs of amplitudes of the measured 2× 2 MIMO channels (TX-x/RX-x ori-
entation).
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Figure4.7: CDFs of amplitudes of the measured 2× 2 MIMO channels (TX-y/RX-y ori-
entation).
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Figure4.8: CDFs of amplitudes of the measured 4× 4 MIMO channels (TX-x/RX-x ori-
entation).
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Figure4.9: CDFs of amplitudes of the measured 4× 4 MIMO channels (TX-y/RX-y ori-
entation).
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for the 2× 2 MIMO cases is similar.

First, as in Fig. 3.13, the MIMO channel elements in the LOS scenario generally have
higher amplitudes than those in the NLOS one. Second, except for the narrowest spacing
cases of AS= 0.25λ, distributions under the NLOS scenario are independent of the an-
tenna spacing and array orientation, and differ less than about 2 dB. Looking at the region
where the cumulative frequencies are less than the 10% level and the curves are almost
straight lines, we can see that all the CDFs increase by almost an order of magnitude with
an amplitude increment of 10 dB. Thus, the NLOS channels are Rayleigh fading channels.
In the previous subsection, It was verified that almost all of the cases under the NLOS
scenario give low fading correlations (Figs. 4.3, 4.4, and 4.5). Hence, It can be said that
MIMO channels under the NLOS scenario with AS equal to or greater than 0.50λobey
almost i.i.d. Rayleigh fading. As for the cases of AS= 0.25λ, the difference at the 10%
level is a maximum of approximately 3 dB. It may be caused by different antenna gain
among antenna elements, especially significant gain loss in inner two elements #2 and #3,
due to mutual coupling effects as shown in Fig. 4.2(a).

However, channels under the LOS scenario do not behave in this way. The amplitudes
and gradients of the CDFs differ depending on the AS and array orientation. Since the LOS
scenario has the direct wave, the antenna gain has a great influence on the channel distri-
butions. This behavior can be explained by using the antenna patterns shown in Figs. 4.1
and 4.2. When the gain in the direct wave’s direction is high, CDFs become located in a
higher amplitude region and their gradients become steeper. That is, the fading is Ricean
with a largeK-factor. On the other hand, when the gain toward the direct wave is low, the
amplitudes are distributed in a lower region. Consider the cases of AS= 0.25λand 0.75λ
in the TX-x/RX-x orientation. From figures (a) and (c) in Figs. 4.6 and 4.8, we see that
the channel distributions are significantly different. In these graphs, the CDF of|h1Ntx

| is
in the highest amplitude region and has the steepest gradient (largestK-factor) among the
MIMO channel elements. For example, in the case of 4× 4 MIMO with AS = 0.25λ ,
while Kavg is 0.0 dB, theK-factor of |h14| is 5.9 dB. In the case of 4× 4 MIMO with
AS = 0.75λ,Kavg is 0.7 dB whereas theK-factor of|h14| is 3.8 dB. On the other hand, the
CDF of |h41| is in the lowest region under the LOS scenario. Note that each antenna index
corresponds to the one shown in Figs. 3.3 and 4.2. Here, let us consider these 4×4 MIMO
cases with antenna patterns shown in Fig. 4.2. As for channelh14 in the TX-x/RX-x ori-
entation, the direct wave departs from TX antenna #4 in the 0◦ direction and arrives at
RX antenna #1 in the 180◦ direction. As seen from Fig. 4.2(a) and (c), antennas #1 and
#4 have higher gain in the directions of 180◦ and 0◦, respectively. Thus, the direct wave
is strongly received through channelh14. This is why the CDF of|h14| is in the highest
region and has the steepest gradient for AS= 0.25λ and 0.75λ. As for channelh41 in
the TX-x/RX-xorientation, the direct wave departs from TX antenna #1 in the 0◦ direction
and arrives at RX antenna #4 in the 180◦ direction. Antennas #1 and #4 have lower gain
in the directions of 0◦ and 180◦, respectively. The direct wave is weakly received through
channelh41. Thus, the CDF of|h41| is in the lowest region for AS= 0.25λand 0.75λ.
The relationship between the LOS component and antenna gain indicates that these two
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particularcases caused very different distributions among channel elements. That is, LOS
gain variation among channel elements yields this phenomenon. Consequently, while it is
well known that in LOS environments fading channels do not have independence due to
the LOS component, the MIMO channel elements under the LOS scenario do not have the
same statistical characteristics.

4.1.4 Eigenvalue Distribution

The number of positive eigenvalues of anNtx ×Ntx Hermitian matrixHHH corresponds
to the number of available eigenchannels between the TX and RX ends, and the magnitude
of the eigenvalue is proportional to the SNR of the corresponding channel. This means
that data transfer rates can be increased with the number of large eigenvalues. The number
and magnitude of positive eigenvalues therefore determine the transmission performance
in E-SDM. On the other hand, the channel capacity in SDM is also given by eigenvalues
as will be described in§4.2.1. It has also been reported that the average BER performance
of SDM tends to be determined by the minimum eigenvalueλNtx

when demultiplexing the
received signal by spatial filtering [77]. Eigenvalues are considered to have large influence
on not only the performance of E-SDM but also that of SDM. This subsection therefore
examines the CDFs of eigenvaluesλ1, . . . , λNtx

in each MIMO cases.
The CDFs of the eigenvalues for the measured 2× 2 and 4× 4 MIMO channels are

shown in Figs. 4.10 & 4.11 and Figs. 4.12 & 4.13, respectively. Figures (a) and (b) are for
the TX-x/RX-x and TX-y/RX-y orientations, respectively. We can see from these figures
that the eigenvalues in the LOS scenario are generally larger than those in the NLOS one.
In particular, the maximum eigenvaluesλ1 in the LOS scenario become significantly large.
Since the direct wave in the LOS scenario increases the channel power, its effect largely
appears inλ1.

Comparing the CDFs in each scenario, we can see that although the NLOS scenario
gives similar distributions in all the cases, the CDFs in the LOS scenario, particularly those
of the maximum eigenvaluesλ1, change depending on the array configuration. This can be
explained by the relation between the direct wave and antenna patterns shown in Figs. 4.1
and 4.2, i.e., the LOS gain variation. The effect of LOS gain variation is especially evident
in the magnitude of the maximum eigenvalueλ1, as mentioned before. That is, when the
antennas have higher gain in the LOS direction,λ1 tends to be larger. In contrast, when the
antennas have lower gain in the LOS direction,λ1 tends to be lower. For example, looking
at the case of the TX-y/RX-yarray orientation in the LOS scenario, we can see that the
arrays of AS= 0.50λand 0.75λhave largeλ1 for both of the 2× 2 and 4× 4 MIMO
systems. In the cases of AS= 0.25λand 1.00λ, on the other hand, the CDFs ofλ1 are
lower than those in the above two cases. As will be presented later, such variations of
λ1 in the LOS scenario appear to yield various MIMO performances, particularly E-SDM
performances.

We can notice that the CDF of the minimum eigenvalueλNtx
is in a clearly lower mag-

nitude region and is far apart from those of the other eigenvalues. Also, the gradients of the
minimum eigenvalue CDFs show almost an order of magnitude increase with an eigenvalue
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Figure4.10: CDFs of eigenvalues ofHHH for the measured 2×2 MIMO NLOS channels.
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Figure4.11: CDFs of eigenvalues ofHHH for the measured 2× 2 MIMO LOS channels.
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Figure4.12: CDFs of eigenvalues ofHHH for the measured 4×4 MIMO NLOS channels.
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Figure4.13: CDFs of eigenvalues ofHHH for the measured 4× 4 MIMO LOS channels.
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incrementof 10 dB. In other words, an eigenchannel with the minimum eigenvalue does
not have spatial diversity effect whereas the other eigenchannels have. It was confirmed
that the same phenomena are observed for the i.i.d. Gaussian MIMO channels generated
in computer simulations. This appears to cause a difference in substream utilization in
E-SDM between channel capacity and BER as will be discussed in§4.3.2.

In addition, the CDFs of the eigenvalues for the AS= 0.25λ case tend to be in lower
regions compared with the other cases. In particular, the minimum eigenvalues stay in the
lower regions independently of the environmental scenarios. As will be shown later, this
phenomenon causes degradation of MIMO performance.

4.2 Performance of Narrowband SDM

4.2.1 SDM Channel Capacity

The channel capacity has been extensively used for evaluating the MIMO channel [25,
26, 34, 35, 39–48, 50, 78]. This is the limit of digital communications that could only be
achieved if we employed an ideal communication method (coding and modulation). As for
the measured MIMO channel, the following equation gives the channel capacity of SDM
when channel state information is available only at the RX side.

CSDM = log2

{

det
(

I +
1

Ntx

Ptotal

PAEC

HHH

)}

(4.3)

=
Ntx∑

i=1

log2

(

1 +
1

Ntx

Ptotal

PAEC

λi

)

(4.4)

Here,det (·) denotes a determinant andPtotal indicates total TX power.λ1, . . . , λNtx
are

eigenvalues obtained by eigenvalue decomposition ofHHH. PAEC is TX power when
the previously mentioned SISO measurement in the AEC gives an average receivedEs/N0

of 0 dB. Note thatPtotal/PAEC in the above equation represents the normalized total TX
power, which is used to evaluate the channel capacities and BERs through§4.2 and§4.3.
Therefore, we can compare performances under the same total TX power condition. Using
the above equation, this subsection examines CDFs of the 2× 2 and 4× 4 MIMO channel
capacities for a normalized total TX power of 20 dB.

The results shown in Figs. 4.14 and 4.15 are SDM capacities for the 2× 2 and 4×
4 MIMO systems, respectively. Also, graphs (a) and (b) in both figures are those for TX-
x/RX-x and TX-y/RX-yorientations, respectively. All of the capacities in the LOS scenario
are higher than those in the NLOS scenario for both array orientations. The LOS compo-
nent in the LOS scenario enlarges the received power. Under a constant total TX power
condition, the higher received power due to the LOS component improves the capacity.
It is clear from (4.4) that the channel capacity is given by the eigenvalues of the MIMO
channel. We can also say that the LOS component enlarges the maximum eigenvalue which
significantly increases the channel capacity. Moreover, we can say that the LOS component
enlarges the maximum eigenvalue and this larger eigenvalue causes such a high capacity as

78



4.2. Performance of Narrowband SDM

C
um

ul
at

iv
e 

di
st

rib
ut

io
n

Capacity [bps/Hz]

LOS
NLOS
0.25λ
0.50λ
0.75λ
1.00λ

0 5 10 15 20 25 30

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a) TX-x/RX-x

C
um

ul
at

iv
e 

di
st

rib
ut

io
n

Capacity [bps/Hz]

LOS
NLOS
0.25λ
0.50λ
0.75λ
1.00λ

0 5 10 15 20 25 30

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(b) TX-y/RX-y

Figure4.14: CDFs of the measured 2× 2 MIMO channel capacities for normalized total
TX power of 20 dB.
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Figure4.15: CDFs of the measured 4× 4 MIMO channel capacities for normalized total
TX power of 20 dB.
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seenin Figs. 4.10–4.13. On the other hand, the performance of AS= 0.25λ deteriorates in
both LOS and NLOS scenarios. This phenomenon can be analyzed by using the antenna
patterns shown in Fig. 4.2. As described in§4.1.1, the patterns in the case of AS= 0.25λ
show significant reduction in gain. We consider that this low antenna gain causes the de-
cline in channel capacity. Except for the case of AS= 0.25λ, we see that in the LOS
scenario the TX-y/RX-y array orientation tends to give larger capacities than the TX-x/RX-
x one. We illustrate this reason by using the antenna patterns shown in Figs. 4.1 and 4.2.
As mentioned in§4.1.1 and§4.1.3, the antennas have higher gain than the single antenna
in the 90◦ direction especially in the cases of AS= 0.50λ and 0.75λ. The direct signal
is considered to be strongly received in the TX-y/RX-yorientation. This increases capac-
ity. The reason that AS= 1.00λ gives a large capacity is conjectured to be lower fading
correlations (Figs. 4.3 and 4.5). Moreover, in the LOS scenario, the CDFs of the channel
capacities strongly depend on the array configuration (antenna spacing and orientation).

There is an idea that an LOS channel can be modeled approximately as

H = Hi.i.d. + HLOS, (4.5)

whereHi.i.d. is anNrx × Ntx i.i.d. Rayleigh channel component matrix andHLOS is an
Nrx × Ntx LOS component matrix [10]. Note that amplitudes of channel components are
included in elements in these matrices.Hi.i.d. is a scattered ray component matrix in a
multipath-rich environment with large antenna spacing. In this case, addition ofHLOS

to the scattered ray components leads to the large maximum eigenvalue and enhances the
channel capacity. However, as stated in Chapter 3, the scattered wave power in the LOS
scenario was 2.87 dB higher than that in the NLOS scenario due to the short-delay paths
caused by the direct wave. The direct LOS ray and enhanced scattered ray components
further increase the channel capacity in the LOS environment. Also, when the received
signal is linearly demultiplexed by a spatial filter, e.g., zero-forcing, the BER performance
becomes better as the minimum eigenvalue becomes larger (see the next subsection). It is
not sure that the above model makes the minimum eigenvalue large, and it is difficult to
arrive at the conclusion that SDM in an LOS environment gives better BER performance.
Therefore, the author examined the behavior of SDM in the LOS environment based on not
channel models but measurement campaigns.

If we employ the LOS channel model given by (4.5), it is necessary to introduce the
spherical-wave model [78] intoHLOS in order to consider the variation of the LOS compo-
nent phase because the distance between the TX and RX ends was relatively short. Here, let
us consider a free space, i.e.,K = ∞. In the case of AS= 1.00λ in the TX-y/RX-y array
orientation, the fading correlation|ρ14| between antenna elements #1 and #4, which have
the widest spacing of 3λ, is 0.95. Under the SNR of 20 dB, the channel capacity in this
case becomes 30% higher than that in the case ofrank (H) = 1 (TX-x/RX-x case in a free
space). However, if an environment based on the channel model (4.5) hasK = 1.66 dB,
which is the estimated Ricean factor in the measurement site (see§3.4), the correlation|ρ14|
in the case of AS= 1.00λ for the TX-y/RX-y array orientation is 0.56. Even for the TX-
x/RX-x array orientation, the correlations for any antenna pairs are 0.59. It was confirmed
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Table 4.1: Simulation parameters of MIMO SDM.

Array orientation TX-x/RX-x, TX-y/RX-y

Total channel data 7× 7× 1,601= 78,449

Modulation QPSK

Bit rate 2Ntx bits/SDM-symbol

Burst length 128 symbols (no coding)

Thermal noise White Gaussian noise

RX processing ZF spatial filtering

that any array configurations give almost the same channel capacity and BER performance
in the environment ofK = 1.66 dB. Consequently, we can say that the variation of the
LOS component phase makes little impact on fading correlations and the performance of
SDM in propagation environments where the scattered wave power is comparable to the
direct wave power. As mentioned previously, the variation of the antenna gain due to mu-
tual coupling changes the LOS component level, i.e., LOS gain variation, and this affects
the performance in the LOS scenario.

4.2.2 BER Performance of SDM with ZF Spatial Filtering

In the previous subsection, we evaluated the performance of MIMO SDM using the chan-
nel capacity. As mentioned previously, the channel capacity obtained by (4.3) or (4.4) is
the limit of the SDM transmission. From the implementational viewpoint, we consider
that evaluating the BER performance will be more practical. Thus, the author conducted
computer simulations of SDM by using measured channel data and examined average BER
performance under a constant bit rate requirement.

Table 4.1 lists the simulation parameters. As stated before, 78,449 channel data had
been obtained for each MIMO configuration, and all BERs for these channel data were
averaged. It is assumed that an independent QPSK-modulated uncoded substream was
transmitted from each TX antenna with equal power. Therefore, 2Ntx bits/symbol were
constantly transmitted. A spatial filter based on a ZF scheme was employed to detect
the substreams at the RX side [19]. As stated in§2.4.1, this scheme suppresses inter-
substream interference completely by using the weight matrixWzf given by (2.17). An
Ntx-dimensional ZF output vector̂s(t) is obtained when the RX signal vectorr(t) is mul-
tiplied byWzf as follows

ŝ(t) = Wzf r(t) (4.6)

= Wzf Hs(t) + Wzf n(t) (4.7)

= s(t) + Wzf n(t). (4.8)

An SIC such as BLAST [19,25] was not applied. Results obtained by this processing show
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Figure4.16: Average BER performance of ZF processing for the measured 2× 2 MIMO
channels (uncoded 4 bits/SDM-symbol).

the performance of the simplest MIMO system without any error-correcting codes. This
simulation also assumed that the receiver had perfect CSI.

Figures 4.16 and 4.17 show the average BER performances of 2× 2 and 4× 4 MIMO
SDM, respectively. In these figures, graphs (a) and (b) are graphs for the TX-x/RX-x and
TX-y/RX-y orientations, respectively. The bit rates are 4 bits/symbol and 8 bits/symbol for
2×2 and 4×4 MIMO cases, respectively. The abscissa is normalized total TX power. We
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Figure4.17: Average BER performance of ZF processing for the measured 4× 4 MIMO
channels (uncoded 8 bits/SDM-symbol).
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confirmedthat the LOS scenario gave higher correlations than the NLOS one (Figs. 4.3–
4.5). However, Figs. 4.16 and 4.17 clearly show that the BER performance for the LOS
scenario is better than that for the NLOS one. As mentioned in§4.2.1, the higher received
power level given by the LOS component improves the BER performance.

The channel capacities shown in Figs. 4.14 and 4.15 indicate that all the CDFs under the
LOS scenario are better than those under the NLOS one regardless of the array orientation.
In contrast, not all of the BERs under the LOS scenario show better performance than
those under the NLOS one because the cases of AS= 0.25λseriously deteriorate in both
scenarios. When considering the 4× 4 MIMO case, as stated in§4.1.3, the gain decrease
of the inner two antenna elements #2 and #3 is especially noticeable in the patterns of the
AS = 0.25λcase shown in Fig. 4.2(a). When we used this antenna array as the TX, more
bit errors occurred on the substreams from TX antennas #2 and #3. Average BER was
strongly affected by such deteriorated substreams.

The channel distributions shown in Figs. 4.6–4.9 indicate that the NLOS scenario gen-
erally gives the linear parts of CDFs an increase of one order of magnitude with an ampli-
tude increment of 10 dB, and also that the LOS case has steeper curves owing to the direct
wave. However, all the BER curves including those for the LOS scenario show almost
Rayleigh fading with first-order diversity in the high power region. That is, the BER is
reduced by an order of magnitude when the TX power increases by 10 dB. This behavior
will be explained by using the minimum eigenvalue distributions shown in Figs. 4.10–4.13.
That is, when employing a ZF spatial filtering at the receiver, its uncoded BER performance
is dependent on the gradient of its minimum eigenvalue distribution, i.e., one order of mag-
nitude with a TX power (or SNR) increment of 10 dB.

Although significant degradation occurs in the case of AS= 0.25λ for both array
orientations, under the LOS scenario the antenna spacing and array orientation affect per-
formance more than in the NLOS case. This is almost the same as the CDFs of capacities
stated in§4.2.1.

4.2.3 Conclusions

We have evaluated channel capacities and average BERs of 2×2 and 4×4 MIMO SDM by
using measured MIMO channel data in an indoor multipath environment for the 5.2 GHz
frequency band. The LOS and NLOS scenarios for various MIMO configurations were
analyzed in terms of the antenna patterns, fading correlations, CDFs of channel elements,
and CDFs of eigenvalues.

It is well known that an LOS environment does not produce independent fading be-
cause an LOS component causes high fading correlation. From the measurement results,
we confirmed this fact and also found that the LOS scenario is not an identically distributed
fading environment when each channel element is observed by antennas including mutual
coupling effects. However, MIMO SDM in the LOS environment provides higher capaci-
ties and lower BERs than in the NLOS environment under the same TX power condition.
Hence, the utility of MIMO SDM in an LOS environment has been proved. Meanwhile,
the antenna gain in an array with narrow antenna spacing deteriorates because of mutual
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couplingeffects. The decrease in gain will cause performance degradations in MIMO sys-
tems with numerous antennas. Under the LOS scenario, the performance of MIMO SDM
strongly depends on the MIMO configuration.

4.3 Performance of Narrowband E-SDM

Note that hereinafter the author does not present results in the case of AS= 0.25λ, which
has specific characteristics such as a remarkable antenna gain loss as shown before, because
the author would like to discuss E-SDM performances in practical conditions.

4.3.1 E-SDM Channel Capacity

The channel capacity has been used extensively for evaluating the MIMO channels and is
the maximum amount of information that could be transferred if we used an ideal commu-
nication method (coding and modulation). When the MIMO CSI is known only at the RX
side, the SDM channel capacityCSDM of the measured MIMO channel is given by (4.3) or
(4.4).

On the other hand, when the MIMO CSI is available at both the transmitter and receiver,
we can employ E-SDM transmission that uses orthogonal eigenchannels. In this case,
optimizing power allocation to each channel yields the maximum channel capacity in the
MIMO channel. The ideal capacity is given by

CE-SDM =
K∑

k=1

log2

(

1 +
Ptotal

PAEC

pkλk

)

. (4.9)

Here the power coefficientpk (k = 1, . . . , K) allocated to thekth eigenchannel is optimally
determined on the basis of the water-filling (WF) theorem [8,71] represented as

pk = max
(

η − PAEC

Ptotal

1

λk

, 0
)

, (4.10)

whereη is a constant determined to satisfy the constraint of
K∑

k=1
pk = 1. This equation

means that more power is allocated to a channel that has a larger eigenvalue (p1 ≥ · · · ≥
pK ≥ 0). Equations (4.4) and (4.9) are used in this subsection to calculate the CDFs of
the capacitiesCSDM andCE-SDM of MIMO channels when the normalized total TX power
is 20 dB.

The CDFs of the capacities of the measured 2×2 and 4×4 MIMO channels are shown
in Figs. 4.18 and 4.19, respectively. In each figure, data for the orientations TX-x/RX-xand
TX-y/RX-y are shown in parts (a) and (b). All theCSDM andCE-SDM in the LOS scenario are
higher than in the NLOS scenario. It is clear from (4.4) and (4.9) that channel capacities
CSDM andCE-SDM are given by the eigenvalues, and by comparing the capacity distributions
shown in Figs. 4.18 and 4.19 with the eigenvalue distributions shown in Figs. 4.10–4.13 we
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cansee that the CDFs of capacities and eigenvalues display similar behavior. In short, it
is clear that a MIMO case giving larger eigenvalues has a greater capacity than one giving
smaller eigenvalues. Also, like the CDFs of eigenvalues, the CDFs of channel capacities in
the LOS scenario appear to depend on the LOS gain variation.

ComparingCE-SDM with CSDM, we can see that in both the LOS and NLOS scenarios
theCE-SDM is a little higher in the low cumulative frequency region. These improvements in
the channel capacities is thought to be due to the optimum power coefficients that the WF
theorem allocates to eigenchannels. Moreover, the improvement in the 4×4 MIMO system
is greater than that in the 2× 2 MIMO system. Investigating the improvement ofCE-SDM

from CSDM at the 1% level, however, we cannot say that the effects of the WF theorem are
clear for any of the MIMO cases. The range of improvement is about 0.3–0.4 bps/Hz in the
2 × 2 MIMO system and about 0.5–0.7 bps/Hz in the 4× 4 MIMO system, respectively.
Therefore, the aforementioned dependence of channel capacities on the LOS gain variation
is almost the same inCSDM andCE-SDM.

The percentages of used substreams (eigenchannels) inCE-SDM at the normalized total
TX power of 20 dB are shown in Fig. 4.20 for the measured 4× 4 MIMO channels. Each
pie chart presents the proportion of substreams to which the WF theorem given by (4.10)
allocates positive power coefficients (pm > 0). That is, it shows the relative usages of var-
ious numbers of the available eigenchannels. We can see that none of the MIMO systems
utilize a single substream or two substreams, and that the 4×4 MIMO systems utilize three-
or four-substream parallel transmission. The proportion of four-substream transmission is
the largest and is greater in the LOS scenario than in the NLOS scenario. As demonstrated
by the eigenvalue CDFs shown in Figs. 4.12 and 4.13, not only the maximum eigenvalues
λ1 but alsoλ2, λ3, andλ4 tend to be larger in the LOS scenario. Hence the probability
that the WF theorem distributes the TX power even to the substream corresponding to the
minimum eigenvalueλ4 is higher in the LOS scenario. In other words, the control by the
WF theorem works in such a way that it utilizes more substreams. The results shown in
(4.4) and (4.9) indicate thatCSDM andCE-SDM are similar when all four of the substreams
are utilized. The measured data confirms that four-substream transmission increases the
E-SDM channel capacity by 0–0.5 bps/Hz and that three-substream transmission increases
it by 0.4–1.3 bps/Hz compared to the SDM channel capacity. Since the four-substream
transmission that uses all of the eigenvalues fromλ1 to λ4 is mainly used in the LOS sce-
nario, the performance of SDM and E-SDM tends to be similar. Although the pie charts
for the 2× 2 MIMO system are not shown, the proportions of used substreams inCE-SDM

indicate that in that system the two-substream transmission accounts for over 95% in the
LOS scenario and over 90% of all transmission in the NLOS scenario.

4.3.2 BER Performance of E-SDM

In the previous subsection, we evaluated the performance of E-SDM by using the chan-
nel capacity and compared it with the performance of the conventional SDM. The channel
capacity given by (4.9) is a continuous quantity, and the number of used eigenchannels
and their power allocation can be optimally determined by the WF theorem. The amount
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Figure4.18: Comparison of channel capacitiesCSDM andCE-SDM with a normalized total
TX power of 20 dB for the measured 2× 2 MIMO channels.

88



4.3. Performance of Narrowband E-SDM
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Figure4.19: Comparison of channel capacitiesCSDM andCE-SDM with a normalized total
TX power of 20 dB for the measured 4× 4 MIMO channels.
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Figure 4.20: Percentages of substreams in E-SDM determined according to the WF theo-
rem at the normalized total TX power of 20 dB for the measured 4× 4 MIMO channels.
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Table 4.2: MIMO E-SDM and SDM simulation parameters.

E-SDM SDM

Array orientation TX-x/RX-x, TX-y/RX-y

AS 0.50λ, 0.75λ, 1.00λ

Modulation
QPSK, 16QAM, 64QAM, and 256QAM

QPSK
(QPSK and 16QAM in the 2× 2 MIMO system)

Resource control
Minimum BER criterion

—
based on Chernoff upper-bound

RX signal processing MRC MLD

Data rates 2Ntx bits/SDM-symbol

Burst length 128 symbols (no coding)

Thermal noise White Gaussian noise

of information transmitted through each eigenchannel is a discrete quantity, however, and
cannotactually be controlled on the basis of the WF theorem. From the implementa-
tional viewpoint, therefore, a concept of bit assignment and TX power allocation based on
minimization of BER averaged over substreams has been proposed [30]. This subsection
examines the average BER performance of E-SDM transmission based on that resource
control method by using computer simulations.

The simulation parameters are listed in Table 4.2. As stated previously, 78,449 channel
data had been obtained for each MIMO configuration and all the BERs were averaged. The
author conducted simulations for E-SDM and also did for SDM for comparison. In SDM
it was assumed that an independent QPSK-modulated uncoded substream was transmitted
with equal power from each TX antenna, like the previous SDM simulation in§4.2.2. That
is, a total of 2Ntx bits/symbol were constantly transmitted (4 bits/symbol in the 2×2 MIMO
and 8 bits/symbol in the 4× 4 MIMO). In the simulations for E-SDM the transmitter was
also assumed to send data with a fixed rate of 2Ntx bits/symbol. Under this condition, in
the 2× 2 MIMO E-SDM the transmitter selected modulations from QPSK and 16QAM
and in the 4× 4 MIMO E-SDM it selected modulations from QPSK, 16QAM, 64QAM,
and 256QAM. Thus 2× 2 MIMO E-SDM had the following two selection patterns:

• 16QAM× 1(λ1)

• QPSK× 2(λ1, λ2)

And 4× 4 MIMO E-SDM had the following five selection patterns:

• 256QAM× 1(λ1)

• 64QAM× 1(λ1) + QPSK× 1(λ2)

• 16QAM× 2(λ1, λ2)

91



Chapter 4

• 16QAM× 1(λ1) + QPSK× 2(λ2, λ3)

• QPSK× 4(λ1, λ2, λ3, λ4)

From these patterns the transmitter selected the combination expected to give the minimum
BER averaged over utilized substreams by using the Chernoff upper-bound. Then La-
grange multipliers determined the optimum TX power coefficients for the substreams [30].
Maximum likelihood detection (MLD) was used for RX signal processing in the SDM
simulations because it is the method that gives the best performance [65]. The E-SDM
simulations also assumed that the TX and RX sides have perfect CSI, whereas the SDM
simulations assumed that only the RX side has perfect CSI.

The average BER performances of 2× 2 and 4× 4 MIMO systems are shown in
Figs. 4.21 and 4.22, respectively. Looking at the E-SDM BER performance, we see—as
we saw when comparing channel capacities (Figs. 4.18 and 4.19)—that under the same TX
power condition the LOS scenario gives better performance than the NLOS scenario does.
The availability of conventional SDM in LOS environments has already been reported in
the previous section and [43, 79, 80]1. E-SDM transmission never suffers degradation due
to a high channel correlation, which is one of the issues in SDM (see Figs. 4.3–4.5 for fad-
ing correlations). In LOS environments, eigenvalues become larger as the received power
increases, and we have better performance in E-SDM. The better performance in the LOS
scenario is thought to be due to the direct wave.

Figure 4.23 shows percentages of bit and substream assignments in 4× 4 MIMO E-
SDM at the normalized total TX power of 20 dB in order to explain some phenomena
raised below. The determination of these assignments was based on the minimum BER
criterion used in this simulation. Unlike the proportion of used substreams based on the
WF theorem shown in Fig. 4.20, when the minimum BER criterion is used, most of the
transmission is two- or three-substream transmission and there is no four-substream trans-
mission. Furthermore, while the WF theorem selects mostly four-substream transmission
in the LOS scenario, the minimum BER criterion selects fewer-substream transmission
more frequently in the LOS scenario than in the NLOS one. This means that when discrete
digital information is transmitted by forming eigenbeams, the BER performance obtained
when sending much information through fewer eigenchannels with larger eigenvalues is
better than that obtained when using many eigenchannels. This phenomenon is considered
to be the difference between an ideal case given by the information theory and an actual
case with limited finite modulations.

The differences in channel capacities between SDM and E-SDM are not large as de-
scribed in the previous subsection. The BER performance obtained with E-SDM, in con-
trast, clearly excels in all of the MIMO configurations. This is considered to be due to
fewer-substream transmission mentioned above. As stated in§4.1.4, overall minimum

1In [79, 80] and this dissertation, the author fairly compares the MIMO SDM performance in the LOS
and NLOS scenarios under the same TX power constraint, and reports that LOS channels provide better
performance due to higher received power. Note that, however, some NLOS performances outperform LOS
ones under the same SNR condition, where fading correlations determine major performance of MIMO SDM.
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Figure4.21: Average BER performance of SDM and E-SDM for the measured 2×2 MIMO
channels (uncoded 4 bits/SDM-symbol).
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Figure4.22: Average BER performance of SDM and E-SDM for the measured 4×4 MIMO
channels (uncoded 8 bits/SDM-symbol).
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Figure 4.23: Percentages of substreams in E-SDM determined according to the minimum
BER criterion at the normalized total TX power of 20 dB for the measured 4× 4 MIMO
channels.
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eigenvalues have noticeably lower values than the others. Hence, unlike the WF theo-
rem, the minimum BER criterion appears to judge minimum eigenvalues unavailable. In
addition, Figs. 4.10–4.13 show that eigenchannels provide spatial diversity gain except
the one with the minimum eigenvalue as described also in§4.1.4. Under a constant bit
rate, advantages of more diversity gain obtained by choosing fewer-substream transmis-
sion seem to greatly outweigh the degradation caused by multilevel modulation schemes
such as 16QAM and 64QAM.

The LOS gain variation appears to cause differences also in E-SDM BER performance
and to result in a variety of trends in resource allocation, especially for 4× 4 MIMO
systems. For example, when AS= 0.50λor 0.75λ in the TX-y/RX-y orientation in the LOS
scenario, predominant transmission is the two-substream transmission (in which 64QAM
modulation is allocated to the first eigenchannel with the maximum eigenvalueλ1 and
QPSK modulation is allocated to the second eigenchannel withλ2). Moreover, it is only in
these cases that we find one-substream transmission in which 256QAM is allocated to the
first eigenchannel. The first eigenchannel thus plays an important role in these cases. We
can see in Fig. 4.13 that the eigenvaluesλ1 for these two cases are remarkably large. As
stated in§4.1.1 and§4.1.4, the large values ofλ1 are due to higher gain in the 90◦ direction.
Since the higher gain was caused by the mutual coupling in antennas, we can say that the
BER performance of E-SDM tends to be affected by the mutual coupling effect. For this
reason, the E-SDM performance in the TX-y/RX-y array orientation in the LOS scenario
consequentially improves as the AS decreases.

Although as in the previous subsection the author does not present figures showing
the percentages of substreams for the 2× 2 MIMO system, it was confirmed that about
80% of the transmission in the NLOS scenario is one-substream transmission utilizing
only 16QAM. The percentage of one-substream transmission in the LOS scenario also
differs depending on the array configuration. In the TX-x/RX-x orientation it is 87.6%
for AS = 0.50λ, 93.6% for AS= 0.75λ, and 85.8% for AS= 1.00λ, while in the TX-
y/RX-y orientation it is 99.2% for AS= 0.50λ, 92.2% for AS= 0.75λ, and 74.2% for
AS = 1.00λ. As in the 4× 4 MIMO system, the results in the 2× 2 MIMO system, that
are obtained when the minimum BER criterion is used, differ from those obtained when
the WF theorem is used.

4.3.3 Conclusions

We have evaluated the performance of MIMO E-SDM in the 5.2 GHz frequency band by
using channel data measured in indoor LOS and NLOS environments. CDFs of channel
capacities and average BERs were examined with array element patterns and CDFs of
eigenvalues, and were compared with those of conventional SDM.

From the results, we found that the LOS scenario, in which there is the direct wave,
gives better E-SDM performance. Also, although channel capacities did not indicate clear
benefits of E-SDM, we obtained excellent BER performance by employing E-SDM com-
pared with conventional SDM. We also found that the maximum channel capacity cri-
terion (WF theorem) and the minimum BER criterion have different characteristics with
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regard to TX resource allocation. Moreover, in the LOS scenario the BER performance
especially in E-SDM strongly depends on the MIMO configuration.

4.4 Performance of Coded MIMO-OFDM SDM

So far, it has been clarified that the uncoded performance of SDM and E-SDM in LOS
environments generally outperforms that in NLOS ones under the same TX power con-
dition even though the existence of the direct wave increases fading correlations in LOS
environments.

Applying the OFDM technique to the MIMO system (MIMO-OFDM) is a practical
approach because OFDM is robust to multipath fading [5, 6, 14, 15]. In MIMO-OFDM
SDM, a transmitted data sequence can obtain space-frequency diversity effect by being
coded and interleaved over substreams and subcarriers. As mentioned above, the presence
of the LOS component causes high fading correlations, which result in low spatial diversity
gain. In addition, frequency selectivity in LOS environments tends to be lower due to such
a high level component. Hence, we cannot expect high space-frequency diversity gain in
LOS environments, therefore the performance may degrade unlike uncoded cases.

This section presents the practical performance of coded 2×2 and 4×4 MIMO-OFDM
SDM based on the measured channels. Note that typical cases of AS= 0.50λand 1.00λ
only are handled in order to simplify the discussion.

4.4.1 Simulation Conditions

Using measured channel data, the author examined the BER performance of spatially-
multiplexed 2×2 and 4×4 MIMO-OFDM systems by computer simulations. Figure 4.24
illustrates the MIMO-OFDM SDM system structure, and Table 4.3 lists MIMO-OFDM
SDM simulation parameters. Some of the simulation parameters were determined accord-
ing to the contents of the IEEE802.11n standardization [5,6]. The transmission bandwidth
was assumed to be 20 MHz, which corresponds to 128 measurement frequency samples in
the measurement (156.25 kHz× 128 = 20 MHz). Therefore, the total number of OFDM
channel data (i.e., the number of trial frames) became(1,601− 128)× 49 = 72,177.
Figure 4.25 illustrates an image of sampling of measured channels to obtain broadband
channel sets. Each set of 128-point channel data was decimated to 64 points (312.5 kHz
interval), spectrally shaped (Fig. 4.26), and normalized to the direct wave amplitude. After
applying the IFFT to the modified channel data, its first 16 samples (guard interval dura-
tion) were used as the corresponding channel impulse responses. 56 subcarriers out of 64
in total were used for data transmission, and a data frame was composed of eight OFDM
symbols. QPSK modulation was employed. A data sequence was coded by a convolu-
tional encoder (constraint length of seven and coding rate of 1/2) [6] and then randomly
bit-interleaved over substreams and subcarriers to obtain sufficient space-frequency diver-
sity gain. The receiver demultiplexed the received signal using an MMSE spatial filter at
each subcarrier and then passed the data to a soft-decision Viterbi decoder. To sufficiently
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Figure4.24: Structure of a MIMO-OFDM SDM system.

Table 4.3: Simulation parameters of MIMO-OFDM SDM.

Array orientation TX-x/RX-x, TX-y/RX-y

AS 0.50λ,1.00λ

Total channel sets 7× 7× 1,473= 72,177

Bandwidth 20 MHz

FFT size 64 points (312.5 kHz interval)

No. of active subcarriers 56

GI length 16 samples (800 ns)

Frame size 8 OFDM symbols

Modulation QPSK

RX processing MMSE spatial filtering

Thermal noise White Gaussian noise

Encoding
BCC (constraint length 7 and rate 1/2)

space-time-frequency random bit-interleaving

Decoding Viterbi algorithm

Bit rate
Uncoded case: 2Ntx bits/symbol/subcarrier

Coded case:Ntx bits/symbol/subcarrier
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reflect the space-frequency diversity effect after demultiplexing, the obtained LLR was
multiplied by the corresponding SINR at the MMSE spatial filter output, as in§2.5. It was
assumed that a fading condition was static over a frame, and that the receiver had perfect
CSI.

4.4.2 Simulation Results

BER performances for 2× 2 and 4× 4 MIMO-OFDM are shown in Figs. 4.27 and 4.28,
respectively. The author also presents fading correlations for all the MIMO configurations
in Table 4.4, where only RX correlations are listed because TX and RX correlations are
similar as seen in Figs. 4.3–4.5. For 4× 4 MIMO cases, each listed value is averaged over
six correlations. Details on the correlations are discussed in§4.1.2. Here the normalized
total TX power denotes the total TX power yielding averageEs/N0 of 0 dB in the case of
single-antenna OFDM transmission in an anechoic chamber with the same measurement
setup. In addition to the coded case, the performance without coding is demonstrated for
comparison. The uncoded case shows almost the same tendency as the narrowband case
discussed in§4.2.2. From the results of the uncoded case, we can see that the LOS scenario
provides better BER performance compared with the NLOS one. As reported in 4.2, this is
because of higher received power given by the LOS component whereas it makes channels
correlated as evidenced by Table 4.4. Also it should be noted that all the BER curves show
first-order diversity regardless of the MIMO configuration.

The highest fading correlation in the case of AS= 0.50λin the TX-y/RX-y orientation
is due to the LOS component equivalently-emphasized by the increased antenna gain as
discussed in§4.1.2. Such a high correlation tends to affect the diversity gain as discussed
in the following. We can evaluate the space-frequency diversity effect of a MIMO-OFDM
system with the gradient of its BER curve. While the LOS scenario still gives better per-
formance than the NLOS one even in the coded case, gradients of BER curves in LOS
cases tend to be gentler than those in NLOS cases and to depend on the array configura-
tion. Focusing on the case of TX-y/RX-y with AS = 0.50λ in 2 × 2 MIMO, its gradient
is clearly gentler compared with the other cases. This implies that relatively lower space-
frequency diversity gain was obtained in the case because the equivalently enlarged LOS
component caused higher fading correlations and lower frequency selectivity. However,
its performance is still better than that of the NLOS cases at a BER of 10−5. Although
similar diversity gain loss can be observed in the case of TX-y/RX-y with AS = 0.50λ
in 4× 4 MIMO, it does not appear evident compared with the case in 2× 2 MIMO. It is
supposed that a MIMO system equipped with more antennas can obtain higher spatial di-
versity effect even in a highly correlated case. From these results, we can say that a cyclic
delay diversity technique [5, 81] is effective for solving the low-diversity issue in LOS
environments, especially for a system equipped with fewer antennas such as 2× 2 MIMO.
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Figure4.27: BER performance of MIMO-OFDM SDM for measured 2× 2 MIMO chan-
nels.
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Figure4.28: BER performance of MIMO-OFDM SDM for measured 4× 4 MIMO chan-
nels.
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Table 4.4: RX fading correlations (averaged correlations for 4× 4 MIMO).

TX-x/RX-x TX-y/RX-y

AS = 0.50λ AS = 1.00λ AS = 0.50λ AS = 1.00λ

2× 2
LOS 0.63 0.54 0.86 0.47

NLOS 0.31 0.10 0.29 0.04

4× 4
LOS 0.41 0.47 0.82 0.32

NLOS 0.23 0.08 0.21 0.07

4.4.3 Conclusions

By using channel data measured in an indoor environment, the practical performance of
MIMO-OFDM SDM has been examined. It has been shown that even in a coded case the
LOS scenario still provides better performance than the NLOS one in the measurement
site. However, it should be noted that MIMO-OFDM SDM systems in LOS environments
may obtain lower space-frequency diversity effects.
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PseudoEigenbeam-Space Division
Multiplexing (PE-SDM) in
Frequency-Selective MIMO Channels

5.1 Introduction

In a frequency-selective MIMO channel, the use of OFDM transmission is effective be-
cause it is robust to delay paths [14,15,52,53]. The optimum processing at the transmitter
in a MIMO-OFDM system is beamforming based on eigenvectors at each subcarrier to
orthogonalize the MIMO channel [54,55]. Also in MIMO-SC transmission, we can apply
eigenbeams to space-frequency domain equalization where the eigenbeam is calculated at
each orthogonal frequency point [56]. However, since the computational complexity of
SVD or EVD is very high, the total calculation load of SVD or EVD increases in propor-
tion to the number of active frequency points. Hence, it is necessary to reduce the load.

In addition, conventional SVD or EVD has another problem. This procedure includes
phase ambiguity itself and is individually executed at each frequency point. Even if it
would be possible to remove such phase ambiguity, the order of eigenvalues/eigenvectors
may change at some frequency points in a frequency selective channel, and it is still difficult
to find such order switching over discrete frequency points. Thus, frequency continuity of
the transmit weight is difficult to be maintained. These emphasize frequency selectivity of
the effective channel, which is observed at the receiver through both the effects of transmit
weight and the MIMO channel. As a result, the impulse response has very large delay
spread.

In the case without beamforming, it has been reported that the receiver can accurately
estimate frequency-selective MIMO channels by using time windowing in both time- and
frequency-domain estimation [57–62]. These schemes are commonly based on the concept
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of improving SNR by limiting the impulse response duration and suppressing the noise
power outside the window. Unfortunately, it is difficult to employ these schemes to estimate
the effective channel because of its large delay spread, as will be shown later. Maintaining
frequency continuity of the effective channel is, therefore, one of the important issues in a
beamforming system.

Choi and Heath proposed an interpolation-based beamforming scheme with consider-
ing phases of weight vectors in a MIMO-OFDM system with limited weight feedback [63].
In the method, the phases of eigenvectors are adjusted to provide good interpolation prop-
erty at the transmitter side. However, the method does not guarantee maintaining frequency
continuity so that utilizing the method as a solution for frequency continuity is currently
inapplicable in that form.

To solve the issues raised above, the author proposes the pseudo eigenvector (PEV)
technique which can reduce the calculation load and maintain frequency continuity of
the effective channel. It will be shown that the pseudo E-SDM (PE-SDM) technique
can provide almost the same or better MIMO-OFDM performance compared with the
E-SDM when the receiver refines the effective channel estimate with time windowing.
Such frequency-domain beamforming can also be applied to SC systems with FDE at the
receiver [62]. Thus, in addition to MIMO-OFDM, the author evaluates the throughput
performance of PE-SDM in MIMO-SC systems with MMSE-FDE comparing with the E-
SDM where a similar concept proposed in [63] is applied to improve frequency continuity.
Also, focusing on the calculating process of PEVs, a spatial windowing scheme is pro-
posed for improving the accuracy of effective channel estimates. Furthermore, the author
also proposes an estimator of effective channels incorporating both the time and spatial
windowing schemes, i.e., space-time windowing.

This chapter is organized as follows.§5.2 defines the MIMO system model under a
frequency-selective fading environment and introduces the E-SDM transmission.§5.3 de-
scribes the concept and procedure of PEV calculation and presents PEV properties.§5.4
proposes a time windowing scheme improving accuracy of effective channel estimation in
the PE-SDM transmission.§5.5 reports the practical performance of the PE-SDM trans-
mission applied to MIMO-OFDM systems. In addition,§5.6 reports the PE-SDM through-
put performance in MIMO-SC systems with MMSE-FDE along with a proposal of spatial
windowing and space-time windowing in channel estimation and an evaluation of channel
estimation errors. Note that these two windowing schemes are discussed separately from
the time windowing scheme because they require a specific assumption on the system as
will be explained in§5.6.2. The author draws conclusions from these results in§5.7.

5.2 MIMO Broadband System Model and E-SDM

This section clarifies a MIMO broadband wireless system model under a frequency-selective
fading environment. Note that in the following a baseband system is discussed. To facil-
itate the following discussion in the frequency domain, it is assumed that a guard inter-
val (GI) is added to the beginning of each transmitted symbol in multicarrier transmission
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suchas OFDM or each transmitted block in a SC system. This assumption ensures that
the received sequence has periodicity within the FFT window duration and that there is
no inter-symbol interference in the multicarrier case or inter-block interference in the SC
case. When the transmitter beamforms at each frequency point to spatially multiplexK
substreams (K≤ min (Ntx, Nrx)), anNrx-dimensional RX signal vector at frequency point
f is expressed as

r(f) = HF (f)U (f)
√

P (f)s(f) + n(f), (5.1)

whereHF (f) is anNrx × Ntx channel matrix,U (f) is anNtx × K TX weight matrix,
√

P (f) is a K-dimensional diagonal matrix that is a square root of aK-dimensional TX
power matrixP (f) = diag [p1(f), . . . , pK(f)], s(f) is aK-dimensional TX signal vector1,
andn(f) is anNrx-dimensional thermal noise vector, which obeys a complex Gaussian
process of zero mean and variance ofσ2. Here, we define anNrx × K effective channel
matrixBF (f) in the following equation

BF (f) = HF (f)U (f)
√

P (f) (5.2)

= [bF,1(f) · · · bF,K(f)] . (5.3)

That is, the effective channel is composed of the actual channel and TX beams. Substituting
(5.2) into (5.1) yields

r(f) = BF (f)s(f) + n(f). (5.4)

Optimum beamforming is achieved by employing eigenvectors (hereinafter referred
to as true eigenvectors (TEVs)) as TX weight vectors. Under an assumption ofK =
min (Ntx, Nrx), the SVD of the channel matrix is expressed as

HF (f) = Ve(f)Σ(f)UH
e (f), (5.5)

where

Ve(f) = [ve,1(f) · · · ve,K(f)] (Nrx × K) (5.6)

Ue(f) = [ue,1(f) · · · ue,K(f)] (Ntx × K) (5.7)

Σ(f) = diag
[√

λ1(f), . . . ,
√

λK(f)
]

. (5.8)

Here,bothve,i(f) andue,i(f) (i = 1, . . . , K) are TEVs, andλ1(f), . . . , λK(f) are eigen-
values in descending order. When we utilizeUe(f) (= HH

F (f)Ve(f)Σ−1(f)) as the TX
weight matrixU(f), the receiver observes the effective channel as

BF,e(f) = HF (f)Ue(f)
√

P (f). (5.9)

1Notethat in this model the power allocated to the substreams
√

P (f) is separated from the transmitted
signals(f), unlike the case in§2.3.2. Here it is assumed that signal elementss1(f), . . . , sK(f) in the vector
s(f) have the same mean power, i.e.,E [s1(f)] = · · · = E [sK(f)] = 1.
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Figure 5.1: Two multipath fading scenarios.

In this case, the matrixVe(f) enables the receiver to separate the spatially multiplexed
signals without inter-substream interference as follows

y(f) = V H
e (f)r(f) (5.10)

= Σ(f)
√

P (f)s(f) + V H
e (f)n(f). (5.11)

Equation (5.11) indicates that the SNR of theith detected substream is in proportion to
λi(f). This is the E-SDM scheme, which is the optimum transmission also in a frequency-
selective MIMO channel.

Obtaining TEVs at each frequency point, however, increases the computational load.
Also, in general, TEVs are calculated without consideration of their frequency continuity
so that they enlarge the delay spread of the impulse response of the effective channel, as
will be demonstrated in§5.3.3. Addressing these issues, the author proposes the PEV
scheme in the next section.

In the following sections§5.3–5.5, we consider two multipath scenarios as illustrated
in Fig. 5.1, whereTd indicates the maximum time delay of paths. Scenario A is an envi-
ronment where there are 16 sample-spaced i.i.d. Rayleigh paths (Td = 15) with average
1-dB decaying. Therefore, its frequency selectivity is relatively high. On the other hand,
Scenario B has three sample-spaced i.i.d. Rayleigh paths (Td = 2) with average 8-dB de-
caying so that it results in lower frequency selectivity. In other words, Scenario B is close
to a frequency-flat fading environment.
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5.3. Pseudo Eigenvector Calculation

5.3 Pseudo Eigenvector Calculation

5.3.1 Virtual RX Weight Matrix

First, we define anNrx × Nrx RX autocorrelation function matrixRrx(τ) by

Rrx(τ) =
1

√

Nf

Nf−1
∑

t=0

HT (t)HH
T (t + τ) (5.12)

=
1

√

Nf

Td∑

t=0

HT (t)HH
T (t + τ), (5.13)

where botht andτ denote time point indices,Nf indicates the FFT size, andHT (t) repre-
sents the channel matrix of the path at timet, which can be obtained by applying the IFFT
to HF (f). The RX autocorrelation function matrix has the property ofRrx(−τ) = RH

rx(τ)
and is also in a Fourier transform pair relationship withHF (f)HH

F (f). That is, we have

Rrx(τ) = F−1
[

HF (f)HH
F (f)

]

, (5.14)

whereF−1 [·] indicates the IFFT operation. In the functionRrx(τ), only Rrx(0) is a non-
negative Hermitian matrix. The sum of its diagonal elementstr [Rrx(0)] corresponds to
the whole energy of the channel. Note thatRrx(0) is equivalent to the sum or average of
HF (f)HH

F (f) over all the frequency points as follows

Rrx(0) =
1

√

Nf

Nf−1
∑

f=0

HF (f)HH
F (f). (5.15)

The EVD ofRrx(0) is expressed as

Rrx(0) = V0 Λ0V
H

0 , (5.16)

whereΛ0 is anNrx-dimensional diagonal matrix composed of descending ordered eigen-
values ofRrx(0), andV0 is anNrx-dimensional unitary matrix. The proposal is based on
usingV H

0 as a tentative RX weight matrix. The next subsection describes the method to
obtain the TX weight matrix fromV H

0 .

5.3.2 Pseudo Eigenvector Calculation

In order to maintain the frequency continuity of the effective channel, the frequency con-
tinuity of the TX weight vectors must be accomplished. Here, the author proposes a PEV
for the TX weight. The following describes the concept and the calculation procedure of
the vectors.

We redefineK = min (Ntx, Nrx). Also, matricesV0,K andΛ0,K are defined as an
Nrx×K matrix composed of the firstK column vectors ofV0 and aK-dimensional diago-
nal matrix composed of the firstK diagonal elements ofΛ0, respectively. The matrixV H

0,K
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canbe considered as a frequency-flat RX weight matrix for the mean ofHF (f)HH
F (f)

averaged over all frequencies. If the channel characteristic is frequency-flat, i.e.,HF (f) =

HF , V H
0,K andHH

F V0,K

√

Λ0,K

−1
will be the optimum RX and TX weight matrices, re-

spectively. Expanding this assumption, we can assume thatHH
F (f)V0,K

√

Λ0,K

−1
ap-

proximates to the ideal TX matrixUe(f) in the frequency-selective channel. It is clear

that HH
F (f)V0,K

√

Λ0,K

−1
has frequency continuity. However, unlikeUe(f), the matrix

HH
F (f)V0,K

√

Λ0,K

−1
is not composed of orthonormal vectors that are required for the TX

weight vectors. Therefore, we ignore
√

Λ0,K

−1
and consider applying orthonormaliza-

tion to column vectors ofHH
F (f)V0,K to obtain a PEV matrix. Here, the author proposes

applying the Gram-Schmidt (GS) orthonormalization as

U ′
e(f) = GS

[

HH
F (f)V0,K

]

(5.17)

=
[

u′
e,1(f) · · · u′

e,K(f)
]

, (5.18)

whereGS [·] denotes the GS operation. Details on the GS orthonormalization are described
in Appendix B.

Tsunekawa et al. proposed a similar method, which obtains a TX weight matrix by
GS processing in a MIMO-OFDM system [82]. For simple hardware implementation, it
orthonormalizes column vectors of the channel itself, i.e.,GS

[

HH
F (f)

]

, in descending
order of their Euclidean norms. Orthonormalizing in this order is efficient in terms of
obtaining vectors that are similar to TEVs. However, such ordering may cause frequency
discontinuity of the obtained vectors because the order is not the same at all frequency
points. (The effect and frequency discontinuity due to ordering will be discussed in§5.3.6.)
Since the author’s major purpose is to maintain frequency continuity of TX vectors, in
(5.17) we naturally orthonormalize column vectors in the order of column number. The
first column vectoru′

e,1(f) has the best frequency continuity because only normalization
is applied. Since subsequent column vectors are affected by both orthogonalization and
normalization, their frequency continuity is expected to be less. However, since these
processings are applied to the vectors originally having frequency continuity, subsequent
column vectors also tend to have frequency continuity.

Consequently, the proposed method enables us to maintain frequency continuity of the
vectors and the effective channel with a reduced calculation load. In the following,§5.3.3
and§5.3.4 show its frequency continuity and low numerical complexity, respectively. It
should be noted that the orthogonality of received substreams might be lost when the dif-
ference between PEVs and TEVs cannot be ignored. That is,U ′H

e (f)HH
F (f)HF (f)U ′

e(f)
is nearly, but not quite, a diagonal matrix. Therefore, since in spatial multiplexing there is
inter-substream interference at the receiver, we need to suppress the interference to detect
substreams.
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Table 5.1: RMS delay spreads of effective channels for a 4× 4 MIMO case (Nf = 64).

RMS delay spread [samples]

PEV TEV

Scenario A

substream #1 2.97 10.24

substream #2 3.57 14.43

substream #3 4.41 17.36

substream #4 4.45 17.67

multipath 3.47

Scenario B

substream #1 0.30 4.33

substream #2 0.37 7.05

substream #3 0.48 9.01

substream #4 0.60 9.61

multipath 0.43

5.3.3 Power Delay Profile of Effective Channels

This subsection demonstrates that PEVs can achieve frequency continuity of effective
channels. Here, we define an impulse response matrixBT (f) by

BT (t) = F−1 [BF (f)] (5.19)

= [bT,1(t) · · · bT,K(t)] , (5.20)

wherebT,i(t) is anNrx-dimensional impulse response vector corresponding to theith sub-
stream. Although it is difficult to examine frequency continuity from the frequency-domain
characteristics, we can easily see it in the time domain. That is, as the effective channel
BF (f) has better frequency continuity, its delay spread is lower. The delay spread for
the ith substream can be examined by calculatingE

[

‖bT,i(t)‖2
]

, whereE [·] denotes an
expectation, and‖ · ‖ denotes the Euclidean norm. Accordingly, we evaluate frequency
continuity of effective channels by using their delay spreads.

Figures 5.2 and 5.3 illustrate mean power delay profiles of effective channels in a
4 × 4 MIMO system under the two multipath scenarios. In addition, their root mean
square (RMS) delay spreads are listed in Table 5.1. The FFT size wasNf = 64, and
TX weights with equal power were multiplied at allNf frequency points. Results were
averaged over 100,000 different effective channels. It should be noted that, for TEV cases,
the EVD ofHH

F (f)HF (f) was calculated under a constraint forcing the first element of
each TEV to be real.

Unlike actual channelsHT (t), effective channels have responses also in the region of
t < 0 as shown in Figs. 5.2 and 5.3 because TX beams have their own frequency char-
acteristics, and their impulse responses are not causal. Since TEVs naturally do not have
frequency continuity, they obviously cause large delay spread regardless of the multipath
scenario and substream. This means that TEVs generally cause frequency discontinuity
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Figure 5.2: Mean power delay profiles of effective channels in a 4× 4 MIMO case in
Scenario A (Nf = 64).
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Figure 5.3: Mean power delay profiles of effective channels in a 4× 4 MIMO case in
Scenario B (Nf = 64).
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of the effective channels. Note that mean power delay profiles for TEV cases would show
almost flat characteristics regardless of the scenario and substream if TEVs were calculated
without the constraint mentioned above. On the other hand, PEVs concentrate impulse re-
sponses in the region of|t| ≤ Td and give high peaks att = 0 regardless of the substream.
Also, the responses in the region of|t| > Td are at a significantly low level, especially for
Scenario B. This means that the delay spreads of effective channels are highly reduced by
using PEVs. Consequently, we can say that PEVs as TX weights can maintain frequency
continuity of effective channels. Thus, time windowing can be utilized to improve accuracy
of the effective channel estimation, as will be shown later.

5.3.4 Numerical Complexity

The proposed PEV scheme has lower computational complexity compared with calcula-
tion of TEVs. To verify it, this subsection examines their mean and maximum numbers of
complex multiplications per frame for 2×2 and 4×4 MIMO cases with the same setup as
the previous subsection, as listed in Table 5.2. The complexity in the PEV scheme was ex-
amined for the EVD ofRrx(0) and the GS operation ofHH

F (f)V0,K , and that in the TEV
scheme was examined for the EVD ofHH

F (f)HF (f) for comparison, where EVD was
solved by Jacobi method. Therefore, it should be noted that they do not contain calculation
of FFT, matrix multiplication, and the summation in (5.13). For the TEV scheme, to speed
up the convergence in EVD,Ue(f − 1) obtained at the adjacent frequency pointf − 1
was utilized as an initial unitary matrix forUe(f). Since Scenario B has lower frequency
selectivity, this initial value setting decreases number of iterations in EVD. Although, for
the 2×2 MIMO case, both schemes have almost the same complexity, for the 4×4 MIMO
case the PEV scheme can reduce it to about 1/11 (Scenario A) – 1/9 (Scenario B) of that in
the TEV one when comparing mean numbers of complex multiplications. Even in compar-
ison of maximum numbers which are important factors for evaluating implementability of
algorithms, PEVs for the 4×4 MIMO can be computed with about 1/8 complexity of TEV
calculation in both scenarios. Independence of complexity on the multipath scenario for the
2×2 MIMO case is because both the GS orthonormalization and a two-dimensional eigen-
value problem can be solved with simple equations of fixed complexity (without iterative
calculations).

5.3.5 Pseudo Eigenvalue

Here, let us define a pseudo eigenvalueλ′
i(f) of theith substream at frequency pointf by

λ′
i(f) =

∥
∥
∥HF (f)u′

e,i(f)
∥
∥
∥

2
(5.21)

= u′H
e,i(f)HH

F (f)HF (f)u′
e,i(f). (5.22)

The pseudo eigenvalueλ′
i(f) is in proportion to the received SNR of theith substream in

the case of single-beam transmission usingu′
e,i(f). In the above equation,λ′

i(f) becomes
the true eigenvalueλi(f) by replacingu′

e,i(f) by theith TEV ue,i(f).
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Figure5.4: Examples of pseudo and true eigenvalues for a 4× 4 MIMO case.
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Table 5.2: Mean and maximum numbers of complex multiplications per fading state for
2× 2 and 4× 4 MIMO cases.

Number of complex multiplications (mean/max)

PEV TEV

2× 2
Scenario A 1,074/1,074 1,152/1,152

Scenario B 1,074/1,074 1,152/1,152

4× 4
Scenario A 6,581/11,784 73,674/86,604

Scenario B 6,453/11,784 59,994/88,338

Figure 5.4 shows examples of true and pseudo eigenvalues for a 4× 4 MIMO system
under the two multipath scenarios. Since both true and pseudo eigenvalues for Scenario A
fluctuate in the frequency domain, we can say that the scenario has high frequency selec-
tivity. On the other hand, for Scenario B its fading appears closer to frequency-flat fading,
which is the assumed condition in the PEV calculation as described in§5.3.2. Thus, pseudo
eigenvalues for Scenario B are in good agreement with eigenvalues so that PEVs are ex-
pected to be similar to TEVs. However, especially for Scenario A, some pseudo eigen-
values do not agree well with corresponding true eigenvalues. It is conjectured that PEVs
in such regions mismatch with the channel, and that inter-substream interference may be
larger. Note that, especially for Scenario A, while true eigenvalues are in descending order
regardless of the frequency point, the order of pseudo eigenvalues can change depending
on the frequency selectivity. This is expected to relate to high frequency continuity, i.e.,
low delay spreads, of effective channels shown in Figs. 5.2 and 5.3.

5.3.6 On Effects of Ordering in GS Processing

As stated in§5.3.2, vector norm-based ordering in GS processing is effective to obtain
vectors similar to TEVs. However, since the order changes at some frequency points in a
frequency selective fading environment, such ordering may cause frequency discontinuity
of the vectors and effective channels. This subsection examines and proves these effects
of ordering. For the sake of convenience, hereinafter the PEV scheme using GS operation
with norm-based ordering is referred to as PEV with norm-ordered GS.

Figure 5.5 illustrates the example of pseudo eigenvalues of 4× 4 MIMO obtained by
PEVs with norm-ordered GS in Scenario B, where the multipath channel state is the same
as that in Fig. 5.4(b). Compared with the conventional PEV case shown in Fig. 5.4(b),
PEVs with norm-ordered GS provide pseudo eigenvalues closer to true eigenvalues. We
can say that the ordering is effective to obtain better weight vectors. However, it is seen
that frequency discontinuity points occur due to the ordering. Let us discuss the impact of
the discontinuity on delay spreads in the following.

Figure 5.6 shows mean power delay profiles of effective channels obtained by PEVs
with norm-ordered GS in a 4× 4 MIMO system. Here, figures (a) and (b) are comparable
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Figure 5.5: Example of pseudo eigenvalues of 4× 4 MIMO obtained by PEVs with norm-
ordered GS in Scenario B.

to Figs. 5.2 and 5.3 because of the same setups and scenarios, respectively. It is obvious that
in both scenarios the ordering causes larger delay spreads compared with the conventional
PEV cases shown in Figs. 5.2(a) and 5.3(a). Consequently, while ordering is an effective
solution to calculate weight vectors closer to TEVs, it may cause frequency discontinuity
and enlarge delay spreads of effective channels. In the study, therefore, such ordering in
the PEV calculation is not employed.

5.4 Estimation Scheme of Effective Channel in PE-SDM

The previous section clarified characteristics of the PEVs. This section proposes an effec-
tive channel estimation scheme in PE-SDM transmission, in which PEVs are employed as
TX weight vectors. Although a beamforming technique in the frequency domain can be
applied to SC systems [56] as will be shown later, in this section the author discusses it in
a MIMO-OFDM system.

5.4.1 Frequency Domain Estimation of Effective Channel

It is presumed that the data frame has a long preamble to estimate the effective channel
at the receiver. The preamble is composed ofNLP = 2n OFDM symbols, which have
a space-time orthogonal Walsh-Hadamard code, and is different in each substream. The
number of the training symbols is determined by the maximum number of substreams
Kmax = min (Ntx, Nrx). WhenKmax = 2, the preamble hasNLP = 21 = 2 training
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Figure5.6: Mean power delay profiles of effective channels in a 4× 4 MIMO case of PEV
with norm-ordered GS.
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Figure 5.7: Frame formats.
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Figure 5.8: Time window function.

symbolsas shown in Fig. 5.7(a). SinceKmax = 4 in a 4× 4 MIMO system, the preamble
hasNLP = 22 = 4 training symbols to separateKmax substreams at the receiver as shown
in Fig. 5.7(b). The receiver can estimate the effective channel of the desired substream in
the frequency domain by linearly combining theNLP symbols after the correspondent code
multiplication [55].
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Figure 5.10: Process flow chart of effective channel estimation with time windowing.

5.4.2 Time-Windowing Scheme in PE-SDM

In addition to the above channel estimation method, we can improve the accuracy of the
estimated effective channel in PE-SDM by applying the following simple processing. As
stated in§5.3.3, the impulse responses of effective channels in PE-SDM are concentrated
in the range of|t| ≤ Td and are at a significantly lower level in|t| > Td (Figs. 5.2 and
5.3). Accordingly, when the effective channel is estimated using the above method, its
impulse response in|t| > Td ought to be dominated by thermal noise. Then the author
proposes to reduce thermal noise components included in the effective channel estimates
by time windowing. For the sake of simplicity, in the study the author considers applying
a simple time window function as illustrated in Fig. 5.8, whereTw is defined as the time
window width, andGout denotes the attenuation level outside the window (Gout ≤ 1).
The impulse response, which is obtained by applying the IFFT to the effective channel
estimate, is multiplied by the window. When we setTw ≥ Td, we can efficiently capture
the impulse response concentrated in|t| ≤ Td, and thermal noise components outside
the window, i.e.,|t| > Tw, are reduced. However, when some subcarriers are not used
for transmission, such as guard bands, the IFFT distorts the impulse response [59]. To
avoid this, values at the unused subcarriers are interpolated before the IFFT. Under the
assumption that the effective channel is cyclic in the frequency domain, linear interpolation
is simply done by using estimated values of the used subcarriers, which are the closest
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Figure5.11: Block diagram.

to unused subcarriers (Fig. 5.9). After time windowing, we obtain the refined effective
channel estimate by applying the FFT to the impulse response. A process flow chart of the
effective channel estimation with time windowing is illustrated in Fig. 5.10.

5.5 MIMO-OFDM Computer Simulations

To evaluate the proposed pseudo eigenbeam technique and time windowing scheme, this
section examines BER performance of PE-SDM comparing with that of E-SDM by com-
puter simulations.

5.5.1 System Structure

Figure 5.11 illustrates both the transmitter and receiver structures. A transmitted data se-
quence is encoded and randomly interleaved before multiplexing. This process yields an
effect of space-frequency diversity in a decoded sequence at the receiver. Then encoded
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Table 5.3: MIMO-OFDM simulation parameters.

MIMO systems 2× 2 (NLP = 2), 4× 4 (NLP = 4)

No. of FFT points Nf = 64

No. of subcarriers 56

GI duration 16 samples

Channel model
Quasi-static i.i.d. Rayleigh fading

Scenario A, Scenario B

Substream detection MMSE spatial filtering

Encoding
BCC (constraint length 3 and rate 1/2)

with space-time-frequency random bit-interleaving

Decoding Soft-decision Viterbi algorithm

No. of data symbols 8

Bit rate 8 coded bits/symbol/subcarrier

Modulation schemes QPSK, 16QAM, 64QAM, 256QAM

Substream quality E-SDM:E [λi(f)]/σ2, PE-SDM:E [λ′

i(f)]/σ2

No. of trial frames 100,000

0-1-2-27 1 2-28 2827 3029 31-30 -29-31-32
f

Lower guard band Upper guard bandDC tone

Figure 5.12: Subcarrier arrangement.

bits are mapped to constellations for each substream and beamformed based on power-
allocated weight matricesU (f)

√

P (f) at all subcarriers. According to the IEEE802.11a
standard [5,6], a modulation scheme is common to all the subcarriers in each substream. It
is also assumed that TX power allocation is common to all the subcarriers, i.e.,P (f) = P ,
to simplify TX processing and not to enlarge the delay spread of the effective channel.

At the receiver, GIs are removed from the received signals, and then the FFT is applied
to them. Substreams are detected at each subcarrier by a spatial filter based on the effective
channel estimate. The demultiplexed sequence are deinterleaved and decoded, and then we
obtain an estimated data sequence.
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5.5.2 Simulation Conditions

Table 5.3 lists the MIMO-OFDM simulation parameters. The performance for 2× 2 and
4×4 MIMO systems was examined. Referring to the IEEE802.11a standard and contents in
the IEEE802.11n standardization [5,6], the FFT size was set toNf = 64, and 56 subcarriers
were used for transmission, except for those in guard bands and at the center as illustrated
in Fig. 5.12. Each OFDM symbol had 80 samples because of the GI duration of 16 samples.

It was assumed that the transmitter had perfect CSI by feedback through an error-free
channel in a frequency division duplex system [55, 63, 83] or by channel estimation at the
transmitter in a time division duplex system [32, 84]. On the other hand, it was assumed
that only the number of substreams and modulation schemes were known at the receiver
except in the “perfect CSI case” where the CSI is also known. In the estimated CSI case, the
time window widthTw was set toTd under the assumption that the receiver could accurately
estimate the maximum time delay of paths. The attenuation levelGout = −10 dB was used
because it provided stable improvement of effective channel estimates in various MIMO
cases. The MMSE criterion was used for determining spatial filter weights. AK × Nrx

MMSE weight matrixW (f) at subcarrierf is given by

W (f) = B̂H
F (f)

{

B̂F (f)B̂H
F (f) + σ2INrx

}−1
(5.23)

= [w1(f) · · · wK(f)]T , (5.24)

whereB̂F (f) indicates an effective channel estimate,INrx
denotes anNrx-dimensional unit

matrix. AK-dimensional MMSE output vector is obtained by multiplyingr(f) by W (f).
A data sequence was coded by a BCC encoder with constraint length of three and coding
rate of 1/2. A data frame was composed of eight OFDM symbols. The random bit in-
terleaver size corresponded to the frame size. Soft-decision Viterbi decoding was applied.
LLR calculation for the decoding was the same as in§2.5. In order to reflect channel quality
depending on the substream and subcarrier, the obtained LLR was multiplied by the corre-
sponding SINR at the MMSE spatial filter output, i.e.,wT

i (f)b̂F,i(f)/
{

1−wT
i (f)b̂F,i(f)

}

(see§2.4.4).
Eight coded bits were assigned per OFDM symbol per subcarrier. The system pre-

pared four modulation schemes: QPSK, 16QAM, 64QAM, and 256QAM. Under these
conditions and total TX power constraint, the transmitter optimally determines the mod-
ulation scheme and TX power per substream so as to give the minimum BER averaged
over utilized substreams after Viterbi decoding2 [30, 71]. The transmitter employed mean
eigenvalueE

[

λi(f)
]

or mean pseudo eigenvalueE
[

λ′
i(f)

]

averaged over all subcarriers
in each substream as the substream-quality measure in the decision.

2Specifically, it was assumed at the transmitter that the SNR after Viterbi decoding is equivalently in-
creased bydfree times that before decoding, wheredfree denotes the minimum free distance which is inherent
to the BCC encoder [71]. See [71] for the details of an analysis on BCC. Note that the BCC used in this
simulation hasdfree = 5.
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Figure5.13: Average BER performance for the perfect CSI case.

5.5.3 Simulation Results

Figure 5.13 shows the average BER performance versus normalized total TX power for the
case of perfect CSI at the receiver. Here, the normalized total TX power, which is intro-
duced for fair comparison of PE-SDM and E-SDM, denotes the total TX power normalized
to the TX power yielding averageEs/N0 of 0 dB in a case of single-antenna OFDM trans-
mission in the corresponding multipath fading scenario. Thus, note that actual TX power
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5.5. MIMO-OFDM Computer Simulations

dependson the total power of multipaths.

It is evident that the performance for the 4× 4 MIMO system is significantly improved
compared with that for the 2× 2 MIMO system regardless of PE-SDM/E-SDM and the
scenario. This is yielded by an increase in the MIMO channel capacity. Let us compare
the basic performance of PE-SDM with that of E-SDM. In E-SDM, since the transmitter
utilizes TEVs of the channel at each subcarrier, the optimum beamforming gives excellent
performance in both 2× 2 and 4× 4 MIMO systems. Compared with E-SDM, the perfor-
mance for PE-SDM deteriorates due to gain loss, which occurs in reducing inter-substream
interference by spatial filtering. At the BER of 10−5, the degradation of PE-SDM for Sce-
nario A is about 2 dB and 1 dB for 2× 2 and 4× 4 MIMO cases, respectively. However,
that for Scenario B is less than 0.5 dB for both MIMO cases. The difference between
the scenarios is due to the accuracy of produced PEVs as stated in§5.3.5. The PE-SDM
scheme is, hence, more effective in lower delay spread environments.

The BER performance for the estimated CSI case is shown in Fig. 5.14. When the
receiver estimates the effective channel only in the frequency domain, both the E-SDM
and PE-SDM performances deteriorate by 2–3 dB compared with the perfect CSI case
regardless of the number of antennas. However, with time windowing in addition to the
frequency-domain estimation, the PE-SDM obtains about 1 dB and 2 dB gain for Sce-
nario A and Scenario B, respectively. This implies that the impulse responses of the ef-
fective channels in the PE-SDM are well concentrated within the window and that thermal
noise components outside the window are effectively reduced. Because of these benefits,
the PE-SDM performance is almost the same as the E-SDM one for Scenario A, and the
PE-SDM for Scenario B provides better performance than the E-SDM. The significant gain
for Scenario B is because the receiver could narrow the time window width optimally since
it was assumed that the receiver could accurately estimate the maximum time delayTd. It
is difficult in practice, however, to achieve such accurate estimation, and the time window
width Tw depends on the delay profile of the effective channel, i.e., its frequency continu-
ity. In a practical case whereTw is set more roughly, the effect of the time windowing may
decrease. Therefore, setting ofTw and window shape should be examined in the future
work. Note that error floors are observed for the E-SDM performance with time window-
ing regardless of the fading scenario and number of antennas because time windowing
caused distortion in the impulse responses of the effective channel estimates as evidenced
by Figs. 5.2(b), 5.3(b), and 5.8.

Here, let us discuss additional complexity at the receiver for time windowing, sepa-
rately from the numerical complexity required at the transmitter for obtaining PEVs/TEVs
(see§5.3.4). We compare the complexity with substantial calculation at the receiver com-
posed of conventional frequency-domain channel estimation (FDCE) and MMSE weight
generation. Table 5.4 lists the maximum numbers of complex multiplications needed at the
receiver for FDCE, MMSE, and time windowing. These numbers were counted under a
full-substream transmission case in each MIMO system, i.e., two-substream transmission
in 2 × 2 MIMO and four-substream transmission in 4× 4 MIMO. We can see that time
windowing costs 48.2% and 35.9% increases in computational complexity in 2× 2 and
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Figure5.14: Average BER performance for the estimated CSI case.
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Table 5.4: Maximum numbers of complex multiplications at the receiver per frame for
conventional frequency-domain channel estimation (FDCE), MMSE weight calculation,
and time windowing (TW).

Number of complex multiplications (maximum value)

FDCE + MMSE TW

2× 2 MIMO
1,376 + 1,876 = 3,252 1,566

(2 substreams)

4× 4 MIMO
6,528 + 10,920 = 17,448 6,264

(4 substreams)

4× 4 MIMO cases, respectively, from the substantial calculation load (FDCE + MMSE).
As illustrated in Fig. 5.10, time window processing is composed of interpolation, IFFT,
windowing, and FFT, and about 98% cost for time windowing is occupied by FFT and
IFFT. Thus, the hardware implementation cost would be negligible if we can reuse the FFT
and IFFT circuits for other purposes.

5.6 Numerical Analysis in MIMO-SC Systems

So far, the author has proposed the PEV technique which can reduce the calculation load
and maintain frequency continuity of the effective channel. The result showed that the PE-
SDM technique can provide almost the same or better MIMO-OFDM performance com-
pared with the E-SDM when the receiver refines the effective channel estimate with time
windowing. Such frequency-domain beamforming can also be applied to SC systems with
FDE at the receiver [62]. This section evaluates the throughput performance of PE-SDM
in a SC system with MMSE-FDE and is compared with E-SDM, in the latter a similar
concept proposed in [63] is applied to improve frequency continuity. Also, focusing on the
calculating process of PEVs, a spatial windowing scheme is proposed for improving the
accuracy of effective channel estimates. In addition, the author also proposes an estima-
tor of effective channels incorporating both the time and spatial windowing schemes, i.e.,
space-time windowing.

5.6.1 Power Delay Profile of Effective Channels

Figure 5.15 illustrates mean power delay profiles of effective channels for a 4× 4 MIMO
case. In addition, RMS delay spreads for 2× 2, 3× 3, and 4× 4 MIMO cases are listed in
Table 5.5. The FFT size wasNf = 256, and TX weights with equal power were multiplied
at all Nf frequency points. The multipath scenario was the same as Scenario A in the
above sections. That is,HT (t) was assumed to have 16 sample-spaced paths (Td = 15)
with average 1-dB decaying as illustrated by vertical lines in Fig. 5.15. Delay profiles were
averaged over 100,000 different channels. As a first step to improve frequency continuity
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Figure5.15: Power delay profiles of effective channels (4× 4 MIMO, Nf = 256).
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Table 5.5: RMS delay spreads of effective channels in samples (Nf = 256).

substream

#1 #2 #3 #4

2× 2
TEV 18.05 21.82 — —

TEV w/ PC 5.40 7.69 — —

PEV 3.03 3.44 — —

3× 3
TEV 25.74 38.11 41.94 —

TEV w/ PC 5.65 7.27 9.24 —

PEV 2.99 3.84 4.21 —

4× 4
TEV 22.99 36.36 47.24 49.33

TEV w/ PC 5.88 7.57 8.52 10.52

PEV 2.97 3.58 4.53 4.85

multipath 3.47

for the TEV case, the EVD ofHH
F (f)HF (f) was calculated under a constraint forcing the

first element of each TEV to be real, as in§5.3.3.
Figure 5.15(a) illustrates delay profiles of effective channels in the TEV case. Like the

case in§5.3.3, since TEVs naturally have very limited frequency continuity, delay spread
of each substream becomes quite large. Note that mean power delay profiles for the TEV
case would be almost flat for all substreams if TEVs were calculated without the constraint
mentioned above.

To mitigate the frequency discontinuity in the TEV case, the author introduces the fol-
lowing compensation scheme based on a phase rotation arising from the concept in [63].
We first estimate a phase difference in an average sense between two consecutiveith eigen-
vectors in the frequency domain by

∆i(f) =
uH

e,i(f)ue,i(f − 1)
∣
∣
∣uH

e,i(f)ue,i(f − 1)
∣
∣
∣

. (5.25)

Then we reduce the phase difference betweenue,i(f−1) andue,i(f) by multiplyingue,i(f)
by ∆i(f) since arbitrary phase rotation does not change eigenvector properties ofue,i(f).
By applying the procedure fromf = 1 toNf − 1 successively, we can prevent a fast phase
rotation in the frequency domain. Figure 5.15(b) shows results of TEVs after the phase
compensation (PC). Although this compensation scheme is not a global optimization to
achieve frequency continuity, all substreams have lower delay spreads compared with the
TEV case without the PC shown in Fig. 5.15(a). Therefore, in computer simulations in
§5.6.4 and§5.6.5 TEVs after the PC are used in order to apply time windowing even for
the E-SDM case.

In contrast, we can see that such efforts are unnecessary for PEVs as shown in
Fig. 5.15(c). PEVs concentrate impulse responses in the region of|t| ≤ Td and give high
peaks att = 0 regardless of the substream. Also, the responses in the region of|t| > Td
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areat a significantly low level. This means that the delay spreads of effective channels are
highly reduced by using PEVs, as evidenced by Table 5.5. Consequently, we can say that
PEVs as TX weights can maintain frequency continuity of effective channels.

5.6.2 Spatial Windowing and Space-Time Windowing

In the following, it is assumed that beamformed training blocks, which are composed of
Ntr = 2n blocks with space-time orthogonal codes, are transmitted prior to actual data
blocks to estimate the effective channel in the frequency domain at the receiver [55], i.e.,
under the same assumption as in§5.4. Then the receiver can obtain the effective channel
estimateB̂F (f).

Here, it is assumed that the receiver shares the unitary matrixV0 based on (5.16) with
the transmitter. It is known that a GS operation achieves QR decomposition of a target
matrix. Therefore, according to (5.17), anNtx×Nrx matrixHH

F (f)V0 can be decomposed
by usingU ′

e(f) as follows

HH
F (f)V0 = U ′

e(f)T (f), (5.26)

whereT (f) is aK × Nrx upper triangular matrix (K≤ Nrx). We can rewrite (5.26) as

T H(f) = V H
0 HF (f)U ′

e(f). (5.27)

In the PE-SDM, an effective channel matrix is expressed as

BF (f) = HF (f)U ′
e(f)

√

P (f). (5.28)

Whenthe effective channelB(f) is multiplied byV H
0 on the left, i.e.,V H

0 BF (f), it is
transformed to a lower triangular matrix as follows

V H
0 BF (f) = V H

0 HF (f)U ′
e(f)

√

P (f) (5.29)

= T H(f)
√

P (f) (5.30)

=










a11 0 · · · 0

a21 a22
.. . 0

...
...

.. .
...

aNrx1 aNrx2 · · · aNrxK










(5.31)

=
[

V H
0 bF,1(f) · · · V H

0 bF,K(f)
]

(5.32)

Thus, the multiplication ofV H
0 triangulates the effective channel matrix. For an estimated

effective channelB̂F (f), however, upper triangular elements inV H
0 B̂F (f) are not zero

unlike the above ideal case due to thermal noise. The proposal is to add zero padding
to the corresponding elements inV H

0 B̂F (f) to improve the accuracy of effective channel
estimates. This can be thought as spatial windowing. After the zero padding, we obtain
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Figure 5.16: Process flow chart of channel estimation with space-time windowing.

a refined estimatẽBF (f) by multiplying it by (V H
0 )−1 on the left. SinceV0 is a unitary

matrix, both multiplications ofV H
0 and(V H

0 )−1 do not cause noise enhancement.
We can formulate the above procedure as follows. A diagonal zero-padding matrix for

theith substream is defined as

Zi = diag(0, · · · , 0, 1, · · · , 1
︸ ︷︷ ︸

ith∼Nrxth

), (5.33)

where the first (i−1) diagonal elements in the matrix are 0, and the other diagonal elements
are 1. Thus,Z1 for the first substream becomes anNrx-dimensional unit matrixINrx

. Using
Zi andV H

0 , spatial windowing for an initial effective channel estimate of theith substream
b̂F,i(f) can be expressed as

b̃F,i(f) = (V H
0 )−1ZiV

H
0 b̂F,i(f). (5.34)

Note that spatial windowing for the first substream is meaningless because we have

(V H
0 )−1Z1V

H
0 = INrx

. (5.35)

The spatial windowing scheme can be combined with the time windowing scheme, i.e.,
space-time windowing. Its process flow chart is illustrated in Fig. 5.16. SinceV H

0 is a
frequency-flat weight matrix, it does not change the frequency characteristics. Thus, the
V H

0 (and(V H
0 )−1) filtering is applicable independently of time windowing.

Moreover, we can reduce the number of target channel elements that need FFT/IFFT
when time windowing is applied after multiplication ofV H

0 . For example, in a four-
substream transmission in a 4× 4 MIMO system, all 16 channel elements in̂BF (f) need
FFT/IFFT processing. On the other hand, the number of lower triangular channel elements
in V H

0 B̂F (f) is 10 so that we can reduce the FFT/IFFT complexity in the time windowing
part to 10/16= 62.5% with space-time windowing.

5.6.3 System Structure

Figure 5.17 illustrates both the transmitter and receiver structures. A transmitted data se-
quence is encoded and randomly bit-interleaved before multiplexing. This process yields
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Figure5.17: Block diagrams of transmitter and receiver.

an effect of spatial diversity in a decoded sequence at the receiver. Each modulated se-
quence is beamformed based on power-allocated weight matricesU(f)

√

P (f) after ap-
plying the FFT. In the study, TX power allocation is common to all the frequency points,
i.e.,P (f) = P , to simplify TX control and not to enlarge the delay spread of the effective
channel. After the IFFT, a GI is added at beginning of a signal transmitted from each TX
antenna.

At the receiver, after GI removal and FFT operation, the received signals are equal-
ized and separated to substreams by the MMSE-FDE based on the effective channel esti-
mate [62, 85, 86]. As in (2.41), aK × Nrx MMSE weight matrix at frequency pointf is
given by

W (f) = B̂H
F (f)

{

B̂F (f)B̂H
F (f) + σ2INrx

}−1
(5.36)

=







wT
1 (f)
...

wT
K(f)







, (5.37)

where(·)T denotes the transpose. AK-dimensional MMSE output vector is obtained by
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Table 5.6: MIMO-SC simulation parameters.

No. of antennas Ntx = Nrx = 4 (4× 4 MIMO)

No. of FFT points Nf = 256(symbols)

GI duration 16 symbols

Channel model
1-dB decaying 16 symbol-spaced paths (Td = 15)

Quasi-static i.i.d. Rayleigh fading

Training sequence 8-stage PN sequence (BPSK)

Training blocks Ntr = 4 blocks with 4× 4 Walsh-Hadamard code

Time window width Tw = 15,31,47

Attenuation level Gout = 0 (−∞ dB)

Equalization MMSE-FDE

Encoding BCC (constraint length of 7 and original rate of 1/2)

Decoding Max-log-MAP

No. of PIC iterations 2 iterations (maximum)

Modulation schemes QPSK, 16QAM, 64QAM

Coding rate 1/2 (original), 3/4 (punctured)

Substream quality E-SDM:E [λi(f)]/σ2, PE-SDM:E [λ′

i(f)]/σ2

multiplying r(f) by W (f) on the left, i.e.,W (f)r(f). The demultiplexed sequence is
deinterleaved and decoded, and then we obtain an estimated data sequence. In PE-SDM,
inter-substream interference may occur at the receiver as stated before. In addition to
the MMSE-FDE, the receiver therefore applies a frequency-domain PIC using soft replica
symbols [87] when a cyclic redundancy check detects errors in the estimated data sequence.

5.6.4 Simulation Conditions

Table 5.6 lists the simulation parameters. The throughput performance for a 4× 4 MIMO
system was examined. The FFT sizeNf and the GI were set to 256 and 16, respectively.
Thus, the transmitted block size became 272 symbols in total.

It was assumed that the transmitter had perfect CSI by feedback through an error-free
channel, where channel transition during the feedback interval was negligible [55]. To
shareV0 between the both sides,V0 calculated at the receiver was also fed back to the trans-
mitter simultaneously. It can be said that the additional feedback amount due toV0 is not
serious since feedback information for estimated impulse responsesĤT (0), . . . , ĤT (Td)
is dominant. On the other hand, in data transmission, it was assumed that only the modu-
lation schemes and coding rate were known at the receiver except the “perfect CSI case”
where the CSI of effective channels is also known.

To estimate an effective channel for each substream at the receiver, the transmitter sent
four training blocks composed of a BPSK-modulated PN sequence prior to data blocks.
Here, we had four training sequences orthogonalized by a four-dimensional Walsh-Hadamard
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code.The receiver estimated the effective channel in the frequency domain by combining
the four blocks after the correspondent Walsh-Hadamard code multiplication. The attenua-
tion level of time windowing was simply set toGout = 0. LLR calculation for decoding was
the same as in§2.5. In order to give consideration to channel-quality difference among the
substreams, the obtained LLR was multiplied by the estimated SINR at the MMSE-FDE
output of theith substream, which is calculated by

γi =

1

Nf

Nf−1
∑

f=0
wT

i (f)b̂F,i(f)

1 − 1

Nf

Nf−1
∑

f=0
wT

i (f)b̂F,i(f)

. (5.38)

The maximum number of iterations in the PIC was two because more iterations did not
provide visible improvement on performance.

A data sequence was coded by a BCC encoder with constraint length of seven and
original coding rate of 1/2. In addition, coding rate 3/4 was also prepared with puncturing
to increase the data rate. See [6] for the details of the puncturing pattern. The system
used three modulation schemes: QPSK, 16QAM, and 64QAM. Considering the number of
substreams, we had a total of 66 transmission patterns, or modulation and coding schemes
(MCS), ranging from 1 to 18 bits per SDM-symbol as listed in Tables 5.7 and 5.8. For
each pattern, the transmitter determined the optimum TX power allocation so as to give
the minimum BER averaged over utilized substreams after Viterbi decoding, as in§5.5.23.
Note that, while the original BCC with constraint length of seven and rate 1/2 hasdfree =
10, the punctured BCC with rate 3/4 hasdfree = 5 [6,71]. The transmitter employed mean
eigenvalueE

[

λi(f)
]

or mean pseudo eigenvalueE
[

λ′
i(f)

]

averaged over all frequency
points as the substream-quality measure.

3Actually, TX power allocation was determined so as to give the same BERs in all the utilized substreams
because the Lagrange multiplier method giving the minimum BER has a tendency to give the same BER in
each substream.
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Table 5.7: MCS for a 4× 4 MIMO system part 1 (1–7 bits per SDM-symbol).

index
modulation schemes

coding rate bits/symbol
substream #1 substream #2 substream #3 substream #4

#1 QPSK — — — 1/2 1

#2 QPSK — — — 3/4 1.5

#3 16QAM — — — 1/2 2

#4 QPSK QPSK — — 1/2 2

#5 64QAM — — — 1/2 3

#6 16QAM QPSK — — 1/2 3

#7 QPSK QPSK QPSK — 1/2 3

#8 16QAM — — — 3/4 3

#9 QPSK QPSK — — 3/4 3

#10 16QAM 16QAM — — 1/2 4

#11 64QAM QPSK — — 1/2 4

#12 16QAM QPSK QPSK — 1/2 4

#13 QPSK QPSK QPSK QPSK 1/2 4

#14 64QAM — — — 3/4 4.5

#15 16QAM QPSK — — 3/4 4.5

#16 QPSK QPSK QPSK — 3/4 4.5

#17 64QAM 16QAM — — 1/2 5

#18 64QAM QPSK QPSK — 1/2 5

#19 16QAM 16QAM QPSK — 1/2 5

#20 16QAM QPSK QPSK QPSK 1/2 5

#21 64QAM 64QAM — — 1/2 6

#22 64QAM 16QAM QPSK — 1/2 6

#23 16QAM 16QAM 16QAM — 1/2 6

#24 64QAM QPSK QPSK QPSK 1/2 6

#25 16QAM 16QAM QPSK QPSK 1/2 6

#26 16QAM 16QAM — — 3/4 6

#27 64QAM QPSK — — 3/4 6

#28 16QAM QPSK QPSK — 3/4 6

#29 QPSK QPSK QPSK QPSK 3/4 6

#30 64QAM 64QAM QPSK — 1/2 7

#31 64QAM 16QAM 16QAM — 1/2 7

#32 64QAM 16QAM QPSK QPSK 1/2 7

#33 16QAM 16QAM 16QAM QPSK 1/2 7
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Table 5.8: MCS for a 4× 4 MIMO system part 2 (7.5–18 bits per SDM-symbol).

index
modulation schemes

coding rate bits/symbol
substream #1 substream #2 substream #3 substream #4

#34 64QAM 16QAM — — 3/4 7.5

#35 64QAM QPSK QPSK — 3/4 7.5

#36 16QAM 16QAM QPSK — 3/4 7.5

#37 16QAM QPSK QPSK QPSK 3/4 7.5

#38 64QAM 64QAM 16QAM — 1/2 8

#39 64QAM 64QAM QPSK QPSK 1/2 8

#40 64QAM 16QAM 16QAM QPSK 1/2 8

#41 16QAM 16QAM 16QAM 16QAM 1/2 8

#42 64QAM 64QAM 64QAM — 1/2 9

#43 64QAM 64QAM 16QAM QPSK 1/2 9

#44 64QAM 16QAM 16QAM 16QAM 1/2 9

#45 64QAM 64QAM — — 3/4 9

#46 64QAM 16QAM QPSK — 3/4 9

#47 16QAM 16QAM 16QAM — 3/4 9

#48 64QAM QPSK QPSK QPSK 3/4 9

#49 16QAM 16QAM QPSK QPSK 3/4 9

#50 64QAM 64QAM 16QAM 16QAM 1/2 10

#51 64QAM 64QAM QPSK — 3/4 10.5

#52 64QAM 16QAM 16QAM — 3/4 10.5

#53 64QAM 16QAM QPSK QPSK 3/4 10.5

#54 16QAM 16QAM 16QAM QPSK 3/4 10.5

#55 64QAM 64QAM 64QAM 16QAM 1/2 11

#56 64QAM 64QAM 64QAM 64QAM 1/2 12

#57 64QAM 64QAM 16QAM — 3/4 12

#58 64QAM 64QAM QPSK QPSK 3/4 12

#59 64QAM 16QAM 16QAM QPSK 3/4 12

#60 16QAM 16QAM 16QAM 16QAM 3/4 12

#61 64QAM 64QAM 64QAM — 3/4 13.5

#62 64QAM 64QAM 16QAM QPSK 3/4 13.5

#63 64QAM 16QAM 16QAM 16QAM 3/4 13.5

#64 64QAM 64QAM 16QAM 16QAM 3/4 15

#65 64QAM 64QAM 64QAM 16QAM 3/4 16.5

#66 64QAM 64QAM 64QAM 64QAM 3/4 18
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Figure 5.18: MSE performance in the PE-SDM case with spatial windowing.

5.6.5 Analysis of Channel Estimation Error

Before presenting the throughput performance, we evaluate channel estimation error with
various windowing schemes in this subsection. Mean square error (MSE) of effective
channel estimates for theith substream is defined as

ei = E
[∥
∥
∥b̂F,i(f) − bF,i(f)

∥
∥
∥

2
]

. (5.39)

This subsection examines MSE performance in the 4× 4 MIMO system under a four-
substream transmission constraint.

Figure 5.18 shows MSE performance versus SNR per substream in the PE-SDM case
with spatial windowing. Here, “SW” denotes spatial windowing, and “FDCE only” de-
notes a result of FDCE without any windowing schemes. Note that spatial windowing was
not applied to the first substream as mentioned in§5.6.2. We can see that with spatial win-
dowing, MSE decreases as the substream index increases, and that channel estimates of the
fourth substream are significantly refined. This is because the most zero-padded substream
is the fourth substream as seen from (5.34). Therefore, we can expect that effect of spatial
windowing appears as more substreams are utilized.

Figure 5.19 demonstrates effects of time windowing and space-time windowing on the
MSE in the PE-SDM case. In addition, Fig. 5.20 shows MSE performance in the E-SDM
case with time windowing. Here, “TW” and “STW” denote time windowing and space-
time windowing, respectively.

In most time windowing cases of the PE-SDM, MSE floors can be seen in the high SNR
region, whereas channel estimation accuracy is improved in the low SNR region. Those
MSE floors become worse in the E-SDM case. These phenomena can be explained by de-
lay profiles of effective channels illustrated in Figs. 5.15(b) and (c). Unlike actual multipath
channels, effective channels have large delay spreads beyond time window widthTw, es-
pecially in the E-SDM case shown in Fig. 5.15(b). Also, the delay spread becomes larger
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(a) Tw = 15
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(b) Tw = 31
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(c) Tw = 47

Figure5.19: MSE performance in the PE-SDM case with time windowing and space-time
windowing.
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(c) Tw = 47

Figure5.20: MSE performance in the E-SDM case with time windowing.
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Figure 5.21: Throughput performance for the perfect CSI case.

asthe substream index increases. Therefore, suppressing the channel impulse responses
outside the time window simply causes a distortion in the effective channel estimation.

MSE floors in the PE-SDM case are, however, at lower levels compared with those in
the E-SDM case. In the case ofTw = 31, while all the substreams in the E-SDM case
show MSE floors, MSE of the first substream in the PE-SDM case linearly decreases as
SNR increases. This is a benefit of frequency continuity of effective channels yielded by
PEVs. Moreover, we can refine channel estimates by combining time windowing with
spatial windowing, i.e., by space-time windowing, as shown in Fig. 5.19.

5.6.6 Throughput Performance

Figure 5.21 shows the throughput performance versus normalized total TX power for
the case of perfect CSI at the receiver. Here, the normalized total TX power, which
is introduced for fair comparison of PE-SDM and E-SDM, denotes the total TX power
normalized to the TX power yielding average SNR of 0 dB in a case of single-antenna
transmission under the same multipath environment. Note that the normalized total TX
power is a different measure from SNR per substream used in Figs. 5.18, 5.19, and 5.20.
The dotted horizontal line denotes the maximum throughput of 16.94 bps/Hz which is
achieved when a transmission of 64QAM× 4 substreams with coding rate 3/4 succeeds
(6× 4× (3/4)× (256/272)= 16.94 bps/Hz).

Let us compare the basic performance of PE-SDM with that of E-SDM. In E-SDM,
since the transmitter utilizes TEVs at each frequency point, the optimum beamforming
gives excellent performance. Compared with E-SDM, the performance for PE-SDM de-
teriorates due to gain loss, which occurs in reducing inter-substream interference by the
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Table 5.9: Maximum numbers of complex multiplications at the receiver per block for
FDCE, MMSE, and three windowing schemes in the 4× 4 MIMO case.

Maximum number of complex multiplications

FDCE + MMSE 30,720 + 48,641 = 79,361

TW 32,768

SW 12,288

STW (TW + SW) 20,480 + 12,288 = 32,768

MMSE-FDE. At the throughput of 10 bps/Hz, the degradation of PE-SDM is about 1 dB.
By applying the PIC, however, we can compensate for the degradation and obtain better

performance than E-SDM in the high TX power region over 10 dB. Achievement of higher
throughput is yielded by use of more substreams so that the benefit of the PIC appears more
clearly in this region. Meanwhile, it should be said that a part of the numerical complexity
of TEV calculation is somewhat shifted into the PIC. However, the maximum additional
computational load of the PIC with two iterations is only 26,113 complex multiplications
in these cases. As in the later discussion, considering the calculation complexity required
at the receiver, we can say that employment of the PIC is quite reasonable.

Next, the author examines the effect of time windowing on the performance in the
estimated CSI case in Fig. 5.22. Here, the PIC is not used. Recalling Figs. 5.8 and 5.15, it is
expected for PE-SDM that effective channel estimates can be improved as the time window
width Tw becomes narrower up toTd. As shown in the low SNR region in Fig. 5.19(a),
although the narrowest case ofTw = Td = 15 provides performance improvement in a low
TX power region less than 20 dB, the throughput saturates before reaching the maximum
one of 16.94 bps/Hz due to channel distortion caused by the window. As a result, the
case ofTw = 31 provides stable improvement in the PE-SDM performance over a wide
SNR range, where obtained gains at the throughput of 10 bps/Hz and 15 bps/Hz are 2.5 dB
and 3 dB, respectively. (The optimumTw and window shape should be examined in the
future work because they depend on the multipath scenario.) Note that all the E-SDM cases
with time windowing could not achieve the maximum throughput due to channel distortion
shown in Fig. 5.20. It is confirmed that E-SDM in the case ofTw = 63 can achieve
the maximum throughput whereas no improvement gain is obtained at the throughput of
15 bps/Hz.

Figure 5.23 shows the PE-SDM performance with time windowing, spatial windowing,
and space-time windowing, where the time window width was set toTw = 31. In com-
parison to the case of FDCE without any windowing schemes, spatial windowing provides
1 dB and 1.5 dB gains at the throughput of 10 bps/Hz and 15 bps/Hz, respectively. More-
over, space-time windowing yields higher gains of 2.8 dB and 3.8 dB at those throughput
levels, respectively.

Here, let us discuss additional complexity at the receiver for the windowing
schemes, separately from the numerical complexity required at the transmitter for
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Figure5.22: Effect of time windowing on throughput performance.
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Figure 5.23: Effects of spatial windowing and space-time windowing on throughput per-
formance.

obtainingPEVs/TEVs. Table 5.9 lists the maximum numbers of complex multiplications
required at the 4× 4 MIMO receiver for three windowing schemes: time windowing,
spatial windowing, and space-time windowing. As a reference, the complexity of manda-
tory calculations (FDCE and MMSE weight generation) at the receiver is also listed at the
top of Table 5.9. These numbers were counted under a four-substream transmission case.
We can see that time windowing costs 41.3% increase in computational complexity from
the substantial calculation load (FDCE + MMSE). As illustrated in Fig. 5.16, time win-
dow processing is composed of IFFT, windowing, and FFT, and about 98% cost for time
windowing is occupied by FFT and IFFT (as mentioned in§5.5.3). Thus, the hardware im-
plementation cost would be negligible if we can reuse the FFT and IFFT circuits for other
purposes.

On the other hand, spatial windowing costs only a 15.5% increase. In addition, since
space-time windowing can reduce the number of target channel elements which require
FFT/IFFT as stated in§5.6.2, the total calculation load becomes less than the sum of time
and spatial windowing. Actually, it is identical to that of the time windowing in this case.
Considering the improvement gain mentioned above, space-time windowing can be said to
be an effective solution.

Figure 5.24 shows the throughput performance with/without the PIC and space-time
windowing in the estimated CSI case. Although the PIC can be applied to E-SDM in the
estimated CSI case, the author does not consider it because the PIC did not provide visible
improvement. In space-time windowing, the time window width was set toTw = 31. For
PE-SDM only with space-time windowing, a 3–4 dB gain is obtained compared with the
case without space-time windowing, and a 1.5–3 dB gain is obtained compared with the
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Figure 5.24: Throughput performance for the estimated CSI case.

E-SDMcase in the high throughput region over 10 bps/Hz. Consequently, with space-time
windowing, the performance difference between the perfect and estimated CSI cases is
only 1 dB and 1.5 dB at the throughput of 10 bps/Hz and 15 bps/Hz, respectively. Both
with the PIC and with space-time windowing, the PE-SDM obtains gains of 3 dB and
5.5 dB over the E-SDM at those throughput levels, respectively.

5.7 Conclusions

The author has proposed pseudo eigenvectors for frequency-selective MIMO channels.
They can be calculated with less complexity than that of conventional EVD or SVD, and
they can maintain frequency continuity of the effective channel observed at the receiver.
Although the subchannel orthogonality in PE-SDM is lost due to the disagreement be-
tween the pseudo and true eigenvectors, the author confirmed that there was less perfor-
mance degradation in a less frequency-selective fading environment, and it is possible to
compensate for the degradation by the channel estimation improvement arising from the
frequency-continuity property. Thus, when the receiver incorporates a channel estimator
exploiting the property such as time windowing, PE-SDM can provide almost the same or
even better performance compared with E-SDM.

Moreover, the author has also proposed spatial windowing and space-time windowing
schemes exploiting pseudo eigenvector properties in order to improve the accuracy of es-
timation of effective channels. Although these two windowing schemes require a share
of the matrixV0 between the transmitter and receiver, a channel estimator incorporating
space-time windowing can refine channel estimates more than time windowing only. In
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contrast,time windowing is currently inapplicable to E-SDM due to larger delay spread
even though phase ambiguity of eigenvectors can be reduced in some degree by intro-
ducing the phase compensation scheme. Consequently, it has been shown that PE-SDM
provides better throughput performance compared with E-SDM because of benefit arising
from the space-time windowing.
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Chapter 6

PE-SDM Performance Evaluation Using
Measured Channel Data

In Chapter 5, the author clarified the availability of proposed PE-SDM in broadband sys-
temsbased on typical channel models, which are assumed to be i.i.d. Rayleigh fading.
Actual communication environments, however, might be LOS environments. Frequency
selectivity in LOS environments tends to be lower due to a direct wave component, i.e.,
a high level component as described in§4.4. That is, we might have more frequency-flat
channels in LOS environments. In the procedure of PEV calculation derived in§5.3.2, it is
tentatively assumed that the channel is frequency-flat. Therefore, it is considered that LOS
conditions are relatively closer to the assumption, so we can expect to obtain better PEVs
in LOS environments. This chapter presents PE-SDM performance in actual environments
by using the measured indoor LOS and NLOS channel data. Note that, as well as in§4.4, in
the following the cases of AS= 0.50λand 1.00λ are examined to simplify the discussion.

6.1 System Structure

To evaluate PE-SDM performance in actual environments, here MIMO-OFDM systems
are employed. Figure 6.1 illustrates the transmitter and receiver structures. The transmitter
is the same as that in§5.5. A transmitted data sequence is encoded and randomly inter-
leaved before multiplexing. This process yields an effect of space-frequency diversity in a
decoded sequence at the receiver. Then encoded bits are mapped to constellations for each
substream and beamformed based on power-allocated weight matricesU (f)

√

P (f) at all
subcarriers. According to the IEEE802.11a standard [5, 6], a modulation scheme is com-
mon to all the subcarriers in each substream. It is also assumed that TX power allocation
is common to all the subcarriers, i.e.,P (f) = P , to simplify TX processing and not to
enlarge the delay spread of the effective channel.
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Figure6.1: Block diagram of a MIMO-OFDM beamforming system.

At the receiver, GIs are removed from the received signals, and then the FFT is applied
to them. Substreams are detected at each subcarrier by a MMSE spatial filter based on
the effective channel estimate. The demultiplexed sequence is deinterleaved and decoded,
and then we obtain an estimated data sequence. In PE-SDM, inter-substream interference
may occur at the receiver. In addition to the MMSE spatial filtering, the receiver therefore
applies a frequency-domain PIC-MMSE using soft replica symbols [87] when a cyclic
redundancy check detects errors in the estimated data sequence.

Figure 6.2 illustrates the process flow chart of PE-SDM channel estimation in a MIMO-
OFDM system. As in§5.4.1, it is presumed that the data frame has a long preamble with
appropriate length (two OFDM symbols for 2× 2 MIMO cases and four OFDM symbols
for 4 × 4 MIMO cases) to separate and estimate effective channels for the utilized sub-
streams at the receiver. Unlike the case of SC systems in§5.6, generally in OFDM systems
we have unloaded subcarriers such as a DC tone or guard bands (see Fig. 5.12). When some
subcarriers are not used for transmission, applying the IFFT to frequency-domain channel
estimates distorts their impulse responses as stated in§5.4.2. To compensate estimates at
those subcarriers, the effective channel estimator in this chapter therefore incorporates the
same linear interpolator as shown in Fig. 5.9 for each channel element before the subse-
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Figure 6.2: Process flow chart of PE-SDM channel estimation in a MIMO-OFDM system
with inactive subcarriers.

quent time-windowing processing, i.e., IFFT, time windowing, and FFT.

6.2 Simulation Conditions

Table 6.1 lists the MIMO-OFDM simulation parameters. Referring to the IEEE802.11a
standard and contents in the IEEE802.11n standardization [5, 6], the FFT size was set to
Nf = 64, and 56 subcarriers were used for transmission, except for those in guard bands
and at the center as illustrated in Fig. 5.12. Each OFDM symbol had 80 samples (4µs)
because of the GI duration of 16 samples.

It was assumed that the transmitter had perfect CSI by feedback through an error-free
channel in a FDD system [55,63,83]. On the other hand, it was assumed that only the num-
ber of substreams and modulation schemes were known at the receiver except the “perfect
CSI case” where the CSI is also known. To shareV0 between the both sides,V0 calculated
at the receiver was also fed back to the transmitter simultaneously. It can be said that the
additional feedback amount due toV0 is not serious since feedback information for esti-
mated impulse responseŝHT (0), . . . , ĤT (Td) is dominant. In the estimated CSI case, the
time window widthTw was set to the GI length, i.e., 16-sample duration. The attenuation
levelGout = 0 (−∞ dB) was used for the sake of simplicity. For comparison, performance
of the conventional SDM was also examined. Since channel impulse responses in the SDM
case are within the GI interval, time windowing for SDM was applied to channel estimates
as illustrated in Fig. 6.3.

The MMSE criterion was used for determining the spatial filter weights. A data se-
quence was coded by a BCC encoder with constraint length of seven and coding rate of
1/2. A data frame was composed of eight OFDM symbols. The random bit interleaver size
corresponded to the frame size. Soft-decision Viterbi decoding was applied.

In addition to the rate 1/2, coding rate 3/4 was also prepared with puncturing to increase
the data rate [6]. In this case, the system used three modulation schemes: QPSK, 16QAM,
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Table 6.1: MIMO-OFDM simulation parameters.

MIMO systems 2× 2 (NLP = 2), 4× 4 (NLP = 4)

Array orientation TX-x/RX-x, TX-y/RX-y

AS 0.50λ, 1.00λ

Total channel sets 7× 7× 1,473= 72,177

Bandwidth 20 MHz

FFT size 64 points (312.5 kHz interval)

No. of active subcarriers 56 (Fig. 5.12)

GI length 16 samples (800 ns)

OFDM symbol length 80 samples (4µs)

Frame size 8 OFDM symbols

No. of FFT points Nf = 64

No. of subcarriers 56

GI duration 16 samples

Substream detection MMSE spatial filtering

Encoding
BCC (constraint length 7 and rate 1/2)

with space-time-frequency random bit-interleaving

Decoding Soft-decision Viterbi algorithm

Substream quality E-SDM:E [λi(f)]/σ2, PE-SDM:E [λ′

i(f)]/σ2

Time window widthTw 16 samples (GI length)

Attenuation level in time windowingGout 0 (−∞ dB)

0 15

GI length

1

Gout = 0
t

Time window

Impulse response

Figure 6.3: Time window function for the conventional SDM.
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and64QAM. Considering the number of substreams, we had a total of 66 transmission
patterns as listed in Tables 5.7 and 5.8, where, note that, rates marked in bits/symbol in
these tables become bits/symbol/subcarrier in the MIMO-OFDM systems. Also, since the
number of substreams in 2×2 MIMO-OFDM cases is up to two substreams, corresponding
transmission patterns in these tables (#1–#6, #8–#11, #14, #15, #17, #21, #26, #27, #34,
and #45) were used, and the maximum achievable rate was 9 bits/symbol/subcarrier. TX
power allocation at the transmitter was the same as in§5.6.4. Note that, in the conventional
SDM, transmission pattern indices #4, #9, #10, #21, #26, and #45 were used for 2×
2 MIMO-OFDM SDM, and #13, #29, #41, #56, #60, and #66 were used for 4× 4 MIMO-
OFDM SDM because of equal resource allocation.

6.3 Throughput Performance of MIMO-OFDM PE-SDM
in Actual Indoor Environments

Figures 6.4–6.7 show throughput performances of PE-SDM, E-SDM, and SDM for the per-
fect CSI cases. Here the throughput was calculated as follows; each transmission pattern
is first tried, and the packet having the maximum rate is found among successful pack-
ets without any errors after RX processing. Considering the OFDM symbol length, the
achievable throughput in the fading state was calculated by

Throughput=
Nb × Nc

Ts

, (6.1)

whereNb andNc denotethe achievable number of information bits/symbol/subcarrier and
the number of active subcarriers, respectively, andTs indicates the OFDM symbol length
(4 µs). Thus, the maximum throughput was(9×56)/(4.0×10−6) = 126 Mbps and(18×
56)/(4.0×10−6) = 252 Mbps for 2×2 and 4×4 MIMO cases, respectively. Note that the
above throughput calculation does not consider the insertion loss due to the long preamble.
The mean throughput was obtained by averaging achievable throughputs for all 72,177
fading states. Also, the maximum number of PIC iterations was set to two and five for PE-
SDM and SDM, respectively, because further iterations did not yield visible improvement
on the performance. Hence, we can say that computational complexity of E-SDM and
SDM is dominant at the transmitter and receiver because of TX weight calculation and
PIC processing, respectively, and that of PE-SDM is distributed over the transmitter and
receiver.

In the 2×2 MIMO cases, the three transmission schemes PE-SDM, E-SDM, and SDM
provide almost the same performance except the case of AS= 0.50λ in the LOS sce-
nario. In the 4× 4 MIMO cases, however, beamforming schemes PE-SDM and E-SDM
clearly outperform SDM especially in the LOS scenario. The improvement is because
of beamforming and fading correlations. As stated in Chapter 4, the presence of a LOS
component yields high fading correlations as seen in Figs. 4.3–4.5. In particular in the
case of AS= 0.50λ, the LOS gain variation due to mutual coupling enlarges correlations
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Figure6.4: Throughput performance in the case of TX-x/RX-xarray orientation in the LOS
scenario (perfect CSI).

152



6.3. Throughput Performance of MIMO-OFDM PE-SDM in Actual Indoor Environments

Normalized total TX power [dB]

Th
ro

ug
hp

ut
 [M

bp
s]

PE-SDM w/ PICx2
E-SDM
SDM w/ PICx5

252 Mbps

126 Mbps

4x4

2x2

20 30 40 50 60
0

50

100

150

200

250

300

(a) AS= 0.50λ

Normalized total TX power [dB]

Th
ro

ug
hp

ut
 [M

bp
s]

PE-SDM w/ PICx2
E-SDM
SDM w/ PICx5

252 Mbps

126 Mbps

4x4

2x2

20 30 40 50 60
0

50

100

150

200

250

300

(b) AS = 1.00λ

Figure6.5: Throughput performance in the case of TX-y/RX-y array orientation in the LOS
scenario (perfect CSI).
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Figure 6.6: Throughput performance in the case of TX-x/RX-x array orientation in the
NLOS scenario (perfect CSI).
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Figure 6.7: Throughput performance in the case of TX-y/RX-y array orientation in the
NLOS scenario (perfect CSI).

155



Chapter 6

so that channels become undesirable for SDM. On the other hand, the issue of correlated
channels can be resolved by beamforming and substream control. Not only in E-SDM but
also in PE-SDM in which generally there is inter-substream interference at the receiver, we
can obtain stable performance by limiting the number of substreams and adapting resource
allocation.

When comparing PE-SDM with E-SDM for the 4× 4 MIMO cases, we can see that
PE-SDM outperforms E-SDM in the high throughput region over 150 Mbps. However,
the difference between them appears less in the LOS scenario. As stated in§4.4, LOS
environments generally have less frequency-selective channels due to a LOS component.
The component has larger amplitudes so that it is highly considered in calculation ofRrx(0)
andV0 in (5.15) and (5.16), respectively. As well, PEV calculation tentatively assumes that
the channel is frequency-flat as explained in§5.3.2. As a result, these factors are considered
to yield near-optimal beamforming in PE-SDM.

Figures 6.8–6.11 demonstrate throughput performances for the estimated CSI cases,
i.e., more practical cases, where the channel estimator in PE-SDM incorporated the space-
time windowing. In SDM, both cases of channel estimators with/without the time window-
ing explained in the previous section were examined. We notice that performances of SDM
with time windowing cannot reach the maximum throughput for both 2×2 and 4×4 MIMO
cases. The reason for the saturation can be explained by using Fig. 6.12 which shows an
example of time-domain channel distortion in SDM under the case of Scenario A, i.e., the
1-dB decaying 16-path model. When we have unloaded subcarriers such as guard bands,
time-domain channel estimates obtained by the IFFT are distorted without compensation
for the subcarriers as shown by “w/o interpolation.” While the distortion can be mitigated
by introducing linear interpolation to compensate for the blind channels as shown by “w/
interpolation,” we still have residual distortion outside the time window especially in the
range of−10 < t < 0. It is considered that it may cause the saturation in SDM throughput
performances. Although the issue can be resolved by introducing other channel estimation
schemes proposed in [59] or [88], in the case the receiver would require large additional
memory space to store the channel estimation matrix and also would require a large number
of complex multiplications.

As proved in§5.6, PE-SDM with space-time windowing provides remarkable perfor-
mance improvement even for the measured channels. The validity of space-time window-
ing depends on the channel property as discussed in Chapter 5; that is, time windowing is
more applicable in fading environments with lower delay spread where we can expect more
frequency continuity of the effective channels, and the effect of spatial windowing appears
more when utilizing more substreams, i.e., when channels are less correlated. Therefore,
it is considered that the LOS scenario is more suitable for time windowing, and the NLOS
scenario is a more appropriate condition to apply spatial windowing. We can say that
the proposed space-time windowing scheme is based on a complementary property across
delay spread and fading correlation issues.
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Figure6.8: Throughput performance in the case of TX-x/RX-x array orientation in the LOS
scenario (estimated CSI).
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Figure6.9: Throughput performance in the case of TX-y/RX-yarray orientation in the LOS
scenario (estimated CSI).
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Figure6.10: Throughput performance in the case of TX-x/RX-x array orientation in the
NLOS scenario (estimated CSI).
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Figure6.11: Throughput performance in the case of TX-y/RX-y array orientation in the
NLOS scenario (estimated CSI).
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Figure 6.12: Example of time-domain channel distortion caused by time windowing (Sce-
narioA).

6.4 Conclusions

The author has evaluated throughput performance of PE-SDM in actual fading environ-
ments by using measured data. PE-SDM and E-SDM results showed that beamforming
schemes with adaptive resource allocation provide better performance compared with the
conventional SDM. Even in actual environments, PE-SDM outperforms E-SDM even de-
spite of the low computational complexity at the transmitter, so that we can say that it
has more implementability. Also, of course communication systems cannot choose actual
propagation environments, but the proposed space-time windowing scheme enables us to
improve PE-SDM communication quality irrespective of the environment.
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Chapter 7

Conclusionsand Future Work

In this dissertation the author has considered MIMO spatial multiplexing as one of the
promisingways to meet the growing demand of higher-speed wireless communications.
Both experimental and implementational approaches toward spatial multiplexing have been
taken. The former is a performance evaluation of spatial multiplexing through an indoor
channel measurement campaign, and the latter is a proposal of a practical and near-optimal
beamforming scheme named PE-SDM for broadband MIMO wireless systems. The author
finally integrated these two approaches of the work into an experimental evaluation of PE-
SDM transmission to explore the availability and implementability of PE-SDM in actual
fading environments.

7.1 Summary

After giving the background and motivation of the dissertation in Chapter 1, an overview
of MIMO spatial multiplexing was presented in Chapter 2. In addition, for simulating
i.i.d. time-varying MIMO channels using multiple Jakes rings, the author proposed simple
and effective conditions for the arrangement of scattering points to achieve stable fading
properties. The results showed that the proposed arrangement provides higher statistical
stability in generating time-varying i.i.d. channels.

Chapter 3 outlined the conducted 5.2 GHz-band MIMO indoor channel measurement
campaign and described characteristics of the measured LOS and NLOS scenarios includ-
ing example measurements, TOA/DOA estimation, and Nakagami-RiceK-factor estima-
tion. It was proved that the measurement site was a multipath-rich environment, and that
the K-factor in the LOS scenario was relatively small (1.6 dB≤ K ≤ 2.0 dB). On the
other hand, the author found that the NLOS scenario provided Rayleigh fading.

Chapter 4 clarified the basic performance of SDM and E-SDM in actual fading envi-
ronments using the measured channels along with analysis of channel and antenna char-
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acteristicsincluding azimuthal antenna patterns, fading correlations, channel distributions,
and eigenvalue distributions. It is well known that an LOS environment does not have
independent fading because an LOS component causes high fading correlation. From the
measurement results, the author verified this fact and also found that the LOS scenario
is not an i.i.d. fading environment when each channel element is observed by antennas
including mutual coupling effects. However, MIMO SDM in the LOS scenario provides
higher capacities and lower bit error rates than in the NLOS scenario under the same trans-
mit power constraint. Hence, the utility of MIMO SDM in an LOS environment has been
proved. Meanwhile, the antenna gain in an array with narrow antenna spacing deteriorates
due to mutual coupling effects. The decrease in gain will cause performance degradation
in MIMO systems equipped with numerous antennas. Under the LOS scenario, the per-
formance of MIMO SDM depends on the array configuration, i.e., the array orientation
and antenna spacing. Also, it was found that the LOS scenario gives better E-SDM per-
formance than the NLOS one does due to higher received power, i.e., presence of a direct
wave. Although channel capacities did not indicate clear benefits of E-SDM, we obtained
excellent BER performance by employing E-SDM compared with conventional SDM. It
was also found that the maximum channel capacity criterion, i.e, water-filling theorem, and
the minimum BER criterion have different tendencies in resource allocation. Moreover, in
the LOS scenario the BER performance of E-SDM is more dependent on the MIMO con-
figuration than SDM. In addition to these studies, the behavior of coded MIMO-OFDM
SDM in the same scenarios was examined as a practical case of spatial multiplexing. It
was shown that even in a coded case the LOS scenario still provides better performance
than the NLOS one in the measurement site. However, it was also proved that MIMO-
OFDM SDM systems in LOS environments may obtain lower space-frequency diversity
effects.

For frequency-selective fading MIMO channels in broadband systems, Chapter 5 pro-
posed a pseudo eigenvector scheme for the purposes of reducing computational complexity
in transmit weight calculation and maintaining frequency continuity of effective channels
observed at the receiver. Also, the practical performance of the pseudo E-SDM (PE-SDM)
transmission in MIMO-OFDM systems is evaluated. The simulation results showed that
PE-SDM provides almost the same or better performance compared with E-SDM when
the receiver employs a time-windowing-based channel estimation available in the low de-
lay spread cases. Then, the author evaluated throughput performance of PE-SDM in a
MIMO single-carrier system with MMSE-FDE and compared it with one of the E-SDM
systems considering frequency continuity. In addition, focusing on the calculating process
of pseudo eigenvectors, the author also proposed spatial windowing and space-time win-
dowing schemes improving the accuracy of effective channel estimates. The simulation
results showed that PE-SDM provides almost the same or better throughput performance
with less complexity even in single-carrier transmission in comparison to E-SDM, and that
the PE-SDM performance difference between perfect CSI and estimated CSI cases is only
1 dB and 1.5 dB at throughput levels of 10 bps/Hz and 15 bps/Hz, respectively, when the
receiver refines channel estimates using the space-time windowing.
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Chapter6 showed an integrated work that explored the practical utility of PE-
SDM based on the measured channel data. Through a performance evaluation assum-
ing IEEE802.11n, it was clarified that even in actual environments PE-SDM outperforms
E-SDM in despite of low computational complexity at the transmitter. Also, the author
confirmed that the proposed space-time windowing scheme is effective irrespective of the
channel property. As a result, in the estimated CSI case, it was proved in the 4× 4 MIMO-
OFDM system that PE-SDM can achieve the throughput of 200 Mbps with lower transmit
power by at least 5 dB compared with the conventional SDM in the measurement site.

Summarizing, the main contributions in this dissertation are as follows.

• Despite higher fading correlations and non i.i.d. channel characteristics, the perfor-
mance of MIMO SDM in the LOS scenario is better than that in the NLOS one.
However, the performance in the measured LOS scenario largely depends on the
array configuration.

• The BER of E-SDM outperforms that of SDM not only in i.i.d. channels but also
in measured channels, and E-SDM gives better performance in the LOS scenario.
Also, the performance of E-SDM in the LOS scenario is more dependent on the
array configuration than that of the conventional SDM.

• With the proposed pseudo eigenvector scheme, we can maintain frequency continu-
ity of the effective channel with low computational complexity in frequency-selective
fading. PE-SDM, in which pseudo eigenvectors are used as transmit weights, pro-
vides almost the same or better performance compared with E-SDM when the re-
ceiver exploits specific properties of pseudo eigenvectors in channel estimation.

7.2 Future Work

Although the author has investigated the availability of spatial multiplexing for future wire-
less communications, there are several issues left that should be considered for future work.

In Chapter 4, the performance of SDM and E-SDM in a measurement site was exam-
ined. The author also conducted a 2× 2 MIMO measurement campaign in another indoor
environment [79,80]. These measurement campaigns yielded almost the same conclusions.
However, measurement setups in these two environments were not practical but artificial,
e.g., a large metal partition for the NLOS conditions and symmetric placement of TX and
RX tables. Therefore, to confirm the tendencies shown in the chapter, we should carry out
more practical measurement campaigns assuming actual wireless systems such as WLANs
for future work.

Considering the work on PE-SDM, the calculation of pseudo eigenvectors gives the
priority of frequency continuity to the first substream as stated in§5.3.2 and seen from
Tables 5.1 & 5.5, Figs. 5.2, 5.3, 5.15, and 5.19. Thus, further work to maintain frequency
continuity of the second and subsequent substreams would be an important issue. Adap-
tation of time windowing including window shape, window width, and attenuation level
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shouldbe considered as well. Also, a global solution to achieve frequency continuity of
eigenvectors is our ultimate goal1, and individual assignment of transmit power over entire
frequency points under the frequency continuity constraint would be a challenging theme.
The author thinks that it is necessary to investigate implementability of PE-SDM not only
by computer simulations but also by using actual processing devices.

Through all the work in the dissertation, the author has assumed that the channel is
quasi-static when transmitting a block. However, generally actual mobile communications
can be conducted in time-variant fading environments. It has been reported that the perfor-
mance of beamforming schemes deteriorates when the channel is time-varying [32,84,90,
91]. To assess the mobility of PE-SDM, therefore, we should analyze its performance over
time-variant channels. The author also expects that PE-SDM will be expanded to multiuser
MIMO systems [92–101] in future wireless systems.

1TheEVD scheme investigated in [89] may provide us with a clue to consider the global solution.
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Appendix A

ScatteringCoefficients for the Measured
Antenna Arrays
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FigureA.1: |S11| performance (return loss) for each two-element array with mutual cou-
pling.
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Figure A.2: |S12| performance for two-element arrays with mutual coupling (calibration
by the data that had been obtained when the cables to the antenna ports were directly
connected).
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FigureA.3: |S11| performance (return loss) for each four-element ULA with mutual cou-
pling, extracting antennas #1 and #2.
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FigureA.4: |S12| performance for four-element ULAs with mutual coupling in the AS=
0.25λcase (calibration by the data that had been obtained when the cables to the antenna
ports were directly connected).
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FigureA.5: |S12| performance for four-element ULAs with mutual coupling in the AS=
0.50λcase (calibration by the data that had been obtained when the cables to the antenna
ports were directly connected).
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FigureA.6: |S12| performance for four-element ULAs with mutual coupling in the AS=
0.75λcase (calibration by the data that had been obtained when the cables to the antenna
ports were directly connected).
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FigureA.7: |S12| performance for four-element ULAs with mutual coupling in the AS=
1.00λcase (calibration by the data that had been obtained when the cables to the antenna
ports were directly connected).
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Appendix B

Gram-Schmidt Orthonormalization

In the following GS orthonormalization is briefly explained.
Considerthat there areM linearly independent vectorsa1, . . . , aM of which dimen-

sions areN (N ≥ M ), and that we convert them into an orthonormal system. Note that
none of the vectors are a zero vector, i.e.,ai 6= 0 for i = 1, . . . , M . First, one of the vectors
a1 is normalized, and the normalized vector is defined ase1:

e1 =
a1

‖a1‖
. (B.1)

Next, another vectora2 is orthogonalized toe1. A nonorthogonal component included in
a2 is given by

(

eH
1 a2

)

e1. (B.2)

By subtracting the above component froma2, we obtain an orthogonalized vectora′
2 as

a′
2 = a2 −

(

eH
1 a2

)

e1. (B.3)

Orthogonal relation betweena1 anda′
2 is verified as follows:

aH
1 a′

2 = aH
1

{

a2 −
(

eH
1 a2

)

e1

}

(B.4)

= aH
1 a2 − aH

1

(

eH
1 a2

)

e1 (B.5)

= aH
1 a2 −

(

eH
1 a2

)

aH
1 e1 (B.6)

= aH
1 a2 −

aH
1

‖a1‖
a2

‖a1‖2

‖a1‖
(B.7)

= aH
1 a2 − aH

1 a2 (B.8)

= 0. (B.9)
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Table B.1: Algorithm of GS orthonormalization.

for i = 1, . . . , M

for j = 1, . . . , i − 1

ai ← ai −
(

eH
j ai

)

ej

nextj

ei ←
ai

‖ai‖
next i

Then, a vector orthonormalized toe1 (or a1) is obtained by

e2 =
a′

2

‖a′
2‖

. (B.10)

Whenapplying the above calculation to the subsequent vectorsa3, . . . , aM , we obtainM
orthonormal vectorse1, . . . , eM . This procedure is GS orthonormalization and summa-
rized in Table B.1. For example, orthonormalization to the third vectora3 is expressed as
follows:

a′
3 = a3 −

(

eH
1 a3

)

e1 (B.11)

a′′
3 = a′

3 −
(

eH
2 a′

3

)

e2 (B.12)

e3 =
a′′

3

‖a′′
3‖

. (B.13)

Here, let us define anN×M matrixA composed ofa1, . . . , aM , i.e.,A = [a1 · · · aM ].
And, an orthonormal matrixU = [e1 · · · eM ] is also defined. In this dissertation, the au-
thor expresses the above procedure by using a GS operatorGS [·] as follows:

U = GS [A] . (B.14)

Norm-ordered GS orthonormalization (see§5.3.6) is achieved by selecting the maximum-
norm vector among orthogonalized vectors in each stage. For example, norm-ordered GS
orthonormalization in the second stage is expressed as follows:

a′
2 = a2 −

(

eH
1 a2

)

e1 (B.15)

... (B.16)

a′
M = aM −

(

eH
1 aM

)

e1 (B.17)

m2 = arg max
m; 2≤m≤M

‖a′
m‖ (B.18)

e2 =
a′

m2

‖a′
m2

‖ , (B.19)
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Table B.2: Algorithm of norm-ordered GS orthonormalization.

for i = 1, . . . , M

for j = i, . . . , M

bj ← aj

for k = 1, . . . , i − 1

bj ← bj −
(

eH
k bj

)

ek

nextk

nextj

mi = arg max
m; i≤m≤M

‖bm‖

ei ←
bmi

‖bmi
‖

for j = 1, . . . , mi − 1

ami−j+1 ← ami−j

nextj

nexti

where it is assumed thata1 is the maximum-norm vector in the first stage. The algorithm
is listed in Table B.2.

As stated in§5.6.2, GS orthonormalization achieves QR decomposition of a target ma-
trix. A matrix Q = U suitable for SIC-QRD (see§2.4.4) is obtained by selecting the
minimum-norm vector in each stage instead of the maximum-norm vector. For example,
in the second stage, the following evaluation is used instead of (B.18)

m2 = arg min
m; 2≤m≤M

‖a′
m‖. (B.20)
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Appendix C

Amplitude Correction for MMSE
Outputs

The MMSE algorithm has been introduced in§2.4.2,and SINR of its output has also been
discussed in§2.4.4. The algorithm provides good performance while it is a linear detection
scheme. However, it involves an issue on amplitudes of output signals. In the following,
the author would like to clarify the issue and to introduce a countermeasure, which has
been taken in this dissertation.

Let us assume a MIMO SDM system which hasN antennas at both ends, i.e.,Ntx =
Nrx = N . Also, it is assumed that a given MIMO channel is anN -dimensional unit
matrix, i.e.,H = IN . That is, in this assumption, the channel nature is already orthogonal
so that there is no inter-substream interference at the receiver. According to the derivation
in §2.4.2, an MMSE weight matrix is calculated as

Wmmse= HH

(

HHH +
σ2

N
IN

)−1

(C.1)

= IN

(

ININ +
σ2

N
IN

)−1

(C.2)

=
1

1 +
σ2

N

IN . (C.3)

We can notice that the above coefficient is less than 1. When multiplying the received
signal vector by the calculated weight matrix, an MMSE output signal vector is expressed

187



Appendix C

as

Wmmser(t) = Wmmse{Hs(t) + n(t)} (C.4)

=
1

1 +
σ2

N

ININs(t) +
1

1 +
σ2

N

INn(t) (C.5)

=
1

1 +
σ2

N

s(t) +
1

1 +
σ2

N

n(t). (C.6)

Unlike the ZF case in (2.21), it is clear from the above equation that we do not have an
output signal vector with correct amplitudes, especially when thermal noise powerσ2 is
relatively high, i.e., low SNR. The amplitude error does not have a serious impact on PSK-
modulated signals, where detection is independent of their amplitudes. However, when
we employ a modulation scheme having information on its amplitude, such as 16QAM
or 64QAM, the accuracy of symbol detection may be deteriorated by the error. Also,
even in a PSK modulation, LLR calculation in a coding case may be affected because
a Euclidean distance between the output symbol and replica symbol is dependent on the
error. Therefore, we should compensate for the error for more accurate signal detection.

Here, theNrx × Ntx MIMO channelH is redefined as a general i.i.d. channel, unlike
the above case. When multiplying the received signal vectorr(t) by thekth MMSE weight
vectorwmmse,k, the output symbol is expressed as

ŝk(t) = wT
mmse,kr(t) (C.7)

= wT
mmse,kHs(t) + wT

mmse,kn(t) (C.8)

= wT
mmse,khksk(t) +

Ntx∑

i=1,i 6=k

wT
mmse,khisi(t) + wT

mmse,kn(t). (C.9)

In the above equation, the first and second terms denote the desired signal and residual
inter-substream interference signal components, respectively. An amplitude coefficient of

the desired signal component, which corresponds to
1

1 + (σ2/N)
in (C.6), is defined as

camp,k = wT
mmse,khk < 1, (C.10)

which corresponds to thekth diagonal element in the matrixWmmseH. We can obtain the
desired signal component with correct amplitude by multiplying the output signal by an
inverse ofcamp,k:

1

camp,k
ŝk(t) = sk(t) +

1

camp,k

Ntx∑

i=1,i 6=k

wT
mmse,khisi(t) +

1

camp,k
wT

mmse,kn(t). (C.11)

This is the amplitude correction for MMSE output signals. By applying the multiplication
of 1/camp,k to the MMSE weight vector in advance, we can compensate for the error without
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post processing. Expanding to all theNtx signals, an amplitude-corrected MMSE weight
matrix is given by

W ′
mmse= C−1

ampWmmse, (C.12)

where

Camp = diag (camp,1, camp,2, . . . , camp,Ntx
) . (C.13)

We should consider the same issue also in a broadband SC system with MMSE-FDE.
However, in the system, the demultiplexing (equalization) and detection domains are the
frequency and time domains, respectively. Amplitude correction in each frequency point
does not make sense in terms of obtaining frequency diversity gain because it may cause
noise enhancement depending on the channel, i.e., the frequency point. Therefore, we
should take a global approach toward the issue. The author considers that multiplication of
a constant value to the FDE output does not change its SNR or SINR. In the SC system with
MMSE-FDE, therefore, the author estimates an amplitude coefficient in the same average
sense as the output SINR in (5.38) as follows:

camp,k =
1

Nf

Nf−1
∑

f=0

wT
mmse,k(f)hk(f). (C.14)

This can be regarded as a scaled direct current (DC) component, i.e., a component att = 0,
of the IFFT output of an equivalent channelwT

mmse,k(f)hk(f) because the above equation
is also expressed as

camp,k(t = 0) =
1

Nf

Nf−1
∑

f=0

wT
mmse,k(f)hk(f) ej2πf ·0. (C.15)

The DC component of the equivalent channel is considered as a desired channel component
in FDE. Therefore, we can compensate for an amplitude error included in thekth MMSE-
FDE output signals by dividing them bycamp,k.

Figure C.1 demonstrates the effect of the amplitude correction mentioned above on
the BER performance. Figure C.1(a) shows average BER performance of MIMO SDM
with MMSE spatial filtering, where simulation conditions are the same as in the COS case
shown in§2.5.2 and Fig. 2.16 except modulation schemes. While we cannot see the effect
of the correction in the QPSK case, a visible improvement is obtained in the QAM cases,
especially in the 16QAM case. In the 64QAM case, however, the improvement seems less
than the 16QAM case. The 64QAM modulation has more closely-arrayed signal points
than 16QAM. So, the accuracy of signal detection may not sufficiently benefit from the
correction. Although there are differences in improvement, we can say that the amplitude
correction scheme is still effective. Figure C.1(b) also shows the performance in a SISO-
SC system with MMSE-FDE, where the FFT size was 256, i.e., the block size was 256
symbols, and the multipath channel had 16 symbol-spaced paths which corresponded to
the CP length. Also, BCC with constraint length of three and coding rate 1/2 was applied,
and then a coded sequence was randomly bit-interleaved. Even in the system, we can see
almost the same tendency as in the MIMO SDM case mentioned above.
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FigureC.1: Effect of amplitude correction on average BER performance.
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