Complex Adjoint Variable Method for Finite-Element Analysis of Eddy Current Problems
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This paper presents the adjoint variable method (AVM) for finite-element (FE) analysis of eddy current problems based on complex variables. In the sensitivity analysis based on FE analysis of time-harmonic eddy current fields, the functions for which sensitivity is evaluated are often real-valued, while unknown variables in the FE analysis are complex. When the AVM is applied to such problems, the real-valued functions are differentiated with respect to the complex variables. However, such differentiation cannot be defined because the Cauchy–Riemann equation does not hold. In this paper, the AVM for complex systems is introduced and applied to linear and nonlinear eddy current problems, in the latter of which the harmonic balance method is employed.
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I. INTRODUCTION

The adjoint variable method (AVM) has widely been applied to various problems in computational electromagnetism to compute sensitivity of global and field quantities in the post processing as well as to evaluate derivative of objective functions in optimization and inverse problems [1]–[3]. It is one of the advantages in AVM that its computational costs are almost independent of the number of design parameters by which objective quantities are differentiated in contrast to finite difference (FD) computations of the derivative.

In AVM, the adjoint equation must be solved before the computation of sensitivity. The right-hand side vector in the adjoint equation is composed of the derivatives of the objective quantity with respect to the unknown variable of the field analysis. When time-harmonic eddy current fields are analyzed using finite-element method (FEM), the unknown variables are complex. On the other hand, the objective quantities are real-valued when they express, for example, energy, loss and effective values of field variables. In such cases, the derivative cannot be defined because the Cauchy–Riemann equation does not hold. The similar situations can also be found in microwave problems [4] as well as other field problems.

In this paper, the AVM for complex systems will be introduced by adequate modification of the conventional AVM and be applied to sensitivity analysis of linear and nonlinear eddy current problems, in the latter of which the harmonic balance technique with the fixed point method [5] is employed.

II. LINEAR EDDY CURRENT PROBLEMS

To address the problem clearly, let us consider first a steady-state linear eddy current problem formulated with A method in which

\[ \mathbf{\nabla} \times (\mu \mathbf{\nabla} \mathbf{A}) + j \omega \mathbf{J} = \mathbf{J} \]  

(1)

is solved, where \( \mathbf{A} \) and \( \mathbf{J} \) are vector potential and current density, \( \mu, \omega, \) and \( \sigma \) are the inverse of magnetic permeability which is constant, angular frequency and conductivity. The edge element-based FE method applied to (1) yields a system of linear equations

\[ \mathbf{K} \mathbf{a} = \mathbf{b} \]  

(2)

where \( \mathbf{K} \in \mathbb{C}^{E \times E}, \mathbf{a} \in \mathbb{C}^{E}, \mathbf{b} \in \mathbb{R}^{E} \) and \( E \) denotes the number of edges in the FE mesh. The FE matrix is decomposed as \( \mathbf{K} = \mathbf{N} + j \omega \mathbf{S} \), where \( \mathbf{N} \) and \( \mathbf{S} \) are given by

\[ N_{ij} = \int_{V} \mathbf{n} \cdot \mathbf{N}_{i} \cdot \mathbf{n} \cdot \mathbf{N}_{j} \, dv \]

\[ S_{ij} = \int_{V} \sigma \mathbf{n} \cdot \mathbf{N}_{i} \cdot \mathbf{n} \cdot \mathbf{N}_{j} \, dv \]

\[ b_{i} = \int_{V} \mathbf{n} \cdot \mathbf{J} \, dv \]  

(3)

where \( \mathbf{N}_{i} \) is the basis function for the edge-based element.

Now, it is assumed that the electromagnetic field depends on finite number of parameters \( \mathbf{p} = [p_1, p_2, \ldots, p_n]^T \), which express, for example, device shapes and material characteristics. In this situation, we can write \( \mathbf{a} = \mathbf{a}(\mathbf{p}) \). Moreover, let us consider the numerical evaluation of sensitivity \( \partial W / \partial p_k \), \( k = 1, 2, \ldots, n \) for a real valued function \( W(\mathbf{a}) \). In practical applications, the function \( W \) expresses quantities such as electromagnetic energy, loss, and effective values of magnetic induction. In order to evaluate the sensitivity effectively, we employ the AVM, where the adjoint equation to (2)

\[ \mathbf{K} \mathbf{\bar{a}} = \frac{\partial W}{\partial \mathbf{a}} \]  

(4)

is solved to obtain the adjoint variable \( \mathbf{\bar{a}} \). As shown below, by solving (2), (4), the sensitivity can be computed from \( \mathbf{a} \) and \( \mathbf{\bar{a}} \). However, the right-hand side of (4), which is the derivative of the real-valued function with respect to the complex variable, cannot be defined because the function \( W \) does not satisfy the Cauchy–Riemann differential equation

\[ \frac{\partial W_r}{\partial x} = \frac{\partial W_i}{\partial y} = -\frac{\partial W_i}{\partial x} \]  

(5)

where the indices \( r \) and \( i \) denote real and imaginary components, and \( \mathbf{x} = \mathbf{R}(\mathbf{a}), \mathbf{y} = \mathbf{I}(\mathbf{a}) \). Similar notations will be used.
hereafter. For example, when we compute the sensitivity in the magnetic energy, that is

$$ W = \frac{1}{2} \sum_i \sum_j a_i a_j^* \int_\nu \nabla \mathbf{N}_i \cdot \mathbf{rot} \mathbf{N}_j \, dv $$

(6)

it is obvious that (5) does not hold. To overcome this difficulty, we will modify the adjoint equation below. Assuming that $W$ is differentiable by the real variables, $x$ and $y$, its sensitivity with respect to a parameter $p$ can be computed from

$$ \frac{\partial W}{\partial p} = \left( \frac{\partial x}{\partial p} \right)^t \frac{\partial W}{\partial x} + \left( \frac{\partial y}{\partial p} \right)^t \frac{\partial W}{\partial y}. $$

(7)

Note that (7) becomes

$$ \frac{\partial W}{\partial p} = \left( \frac{\partial a}{\partial p} \right)^t \frac{\partial W}{\partial a}, $$

(8)

if (5) holds. It would be computationally ineffective to perform FD approximation for, e.g., $\partial x / \partial p$ when the sensitivity (7) must be evaluated for more than a few parameters. To evaluate the sensitivity more effectively, the AVM is employed. By taking differentiation of (2) with respect to $p$ under the assumption that $b$ is independent of $p$, we have

$$ K \frac{\partial a}{\partial p} = -\frac{\partial K}{\partial p} a. $$

(9)

Taking the inner product of both sides of (9) with an adjoint variable $\mathbf{a}$ and taking its transpose, we have

$$ \left( \frac{\partial a}{\partial p} \right)^t K \mathbf{a} = -a^* \frac{\partial K}{\partial p} \mathbf{a}. $$

(10)

Now, it can be found that if

$$ K \mathbf{a} = \frac{\partial W}{\partial x} - j \frac{\partial W}{\partial y} $$

(11)

holds, the real part of the right-hand side of (10) coincides with (7). Thus, the sensitivity can be computed from

$$ \frac{\partial W}{\partial p} = -\text{Re} \left( a^* \frac{\partial K}{\partial p} \mathbf{a} \right). $$

(12)

A formula similar to (12) has been obtained for microwave circuit problems [6].

### III. NONLINEAR EDDY CURRENT PROBLEMS

In this section, the complex AVM presented in the previous section is extended to nonlinear eddy current problems.

#### A. Harmonic Balance With Fixed Point Method

To consider the nonlinear eddy current problems in which magnetic saturation is taken into account, the harmonic balance method based on the fixed point method [5], governed by

$$ \nu F \text{rot} \mathbf{A} + \sigma \frac{\partial \mathbf{A}}{\partial t} = \mathbf{J} + \text{rot} \mathbf{M}_F (\mathbf{B}) $$

(13)

is employed in this work, where $\nu F$ is a constant which has a significant influence on convergence of this method, and $\mathbf{M}_F$ is the magnetization-like vector which satisfies

$$ \mathbf{H} (\mathbf{B}) = \nu F \mathbf{B} - \mathbf{M}_F (\mathbf{B}), $$

(14)

Note that $\mathbf{M}_F$ identifies with the magnetization vector when $\nu F = \nu_0$. One of the merits of this method is that the equations for each Fourier mode are decoupled so that the size of system equations is effectively reduced in comparison with the original harmonic balance method which solves the coupled equation for all the Fourier modes.

Finite-element discretization of (13) with the Fourier decomposition of the unknowns

$$ \mathbf{a} (t) = \frac{\mathbf{a}_0}{2} + \text{Re} \left( \sum_{n=1}^{N} a_n e^{jn\omega t} \right) $$

(15)

results in the semi-decoupled equation

$$ K_n \mathbf{a}_n = \mathbf{g}_n (\mathbf{a}_0 \cdot \mathbf{a}_1 \ldots \mathbf{a}_N) $$

(16)

for $n = 0, 1, 2, \ldots, N$ where $K_n = N \nu F + j \nu_0 S$. In (16), $\nu$ is replaced by $\nu F$ in the first equation of (3) to obtain $N \nu F$ and $\mathbf{g}_n$ is defined by

$$ \mathbf{g}_n = \frac{2}{T} \int_0^T \mathbf{g} (t) e^{-jn\omega t} d t $$

(17)

where the entities of $\mathbf{g} (t)$ are given by

$$ g_k (t) = \int_\nu (N_i \cdot \mathbf{J} + \mathbf{M}_F (\mathbf{B}) \cdot \mathbf{rot} \mathbf{N}_i) d v $$

(18)

$i = 1, 2, \ldots, E, T$ and $M$ denote the time period of the fundamental wave and number of divisions per $T$. In the computation, (16) are solved to obtain $\mathbf{a}_n$ for $n = 0, 1, 2, \ldots, N$ which are inserted to (15) to have $\mathbf{a} (t)$. Then, $\mathbf{H} (\mathbf{B})$ as well as $\mathbf{M}_F (\mathbf{t})$ are computed from (14), where $\mathbf{H} (\mathbf{B})$ is obtained from the assumed BH curve. Moreover, $\mathbf{g}_n$ is computed from (17) and (18) to be substituted into the right-hand side of (16). These iterative processes are continued until convergence.

#### B. Complex Adjoint Equation for Nonlinear Systems

We will formulate the complex AVM for the nonlinear eddy current problem (16). In this case, the sensitivity for a function $W = W (\mathbf{a}_0, \mathbf{a}_1, \ldots, \mathbf{a}_N)$ can be obtained by

$$ \frac{\partial W}{\partial p} = \sum_{n=0}^{N} \left[ \left( \frac{\partial a_n}{\partial p} \right)^t \frac{\partial W}{\partial x_n} + \left( \frac{\partial y_n}{\partial p} \right)^t \frac{\partial W}{\partial y_n} \right]. $$

(19)

The AVM will be formulated to make effective evaluation of (19). Differentiation of (16) with respect to $p$ yields

$$ K_n \frac{\partial a_n}{\partial p} = -\sum_{m=0}^{N} \left( X_{mn} \frac{\partial x_m}{\partial p} + Y_{mn} \frac{\partial y_m}{\partial p} \right) = -\frac{\partial K_n}{\partial p} a_n $$

(20)
for \( n = 0, 1, 2, \ldots, N \), where \( X_{nm} = \partial g_n/\partial x_m \), \( Y_{nm} = \partial g_n/\partial y_m \), which will be shown to be symmetric but not commutative between \( n \) and \( m \). In derivation of (20), it is assumed that \( J \) and \( M_F \) are not explicit functions of \( p \). In a matrix form, (20) can be expressed as

\[
(K - X) \frac{\partial \mathbf{x}}{\partial p} + (jK - Y) \frac{\partial \mathbf{y}}{\partial p} = -jK \frac{\partial \mathbf{a}}{\partial p} \tag{21}
\]

where \( \mathbf{a} = [a_0, a_1, \ldots, a_N]^t \), and \( K \), \( X \), and \( Y \) are the matrices expressing relations among the Fourier components, which are defined by \( K = \text{diag}(K_0, K_1, \ldots, K_N) \)

\[
X = \begin{bmatrix}
X_{00} & X_{01} & \cdots & X_{0N} \\
X_{10} & \ddots & & \\
X_{N0} & \cdots & X_{NN}
\end{bmatrix} \tag{22}
\]

and \( Y \) is similarly defined.

Introducing an adjoint variable \( \mathbf{a} \in \mathbb{C}^{EN} \), and taking an inner product between \( \mathbf{a} \) and (21), we have

\[
\left( \frac{\partial \mathbf{x}}{\partial p}^t (K - X^t) + (jK - Y^t) \right) \mathbf{a} = \mathbf{a}^t \frac{\partial K}{\partial p} \mathbf{a} \tag{23}
\]

Hence, it can be found from (19) and (23) that the sensitivity can be obtained from

\[
\frac{\partial W}{\partial p} = -\text{Re} \left( \sum_{n=0}^{N} a_n^t \frac{\partial K_n}{\partial p} \mathbf{a}_n \right) \tag{24}
\]

if \( \mathbf{a} \) satisfies

\[
\text{Re}\{(K - X^t)\mathbf{a}\} = \frac{\partial W}{\partial \mathbf{x}} \quad \text{and} \quad \text{Re}\{(jK - Y^t)\mathbf{a}\} = \frac{\partial W}{\partial \mathbf{y}} \tag{25}
\]

which can also be expressed as

\[
\begin{bmatrix}
K_{n0} - X_{n0}^t & -K_{n1}^t & \cdots & -K_{nN}^t \\
K_{n1} & K_{n1} + Y_{n1}^t & \cdots & K_{nN} + Y_{nN}^t \\
\vdots & \vdots & \ddots & \vdots \\
K_{nN} & K_{nN} + Y_{nN}^t & \cdots & K_{n0} - X_{n0}^t \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{x} \\
\mathbf{y}
\end{bmatrix}
= \begin{bmatrix}
\partial W/\partial \mathbf{x} \\
-\partial W/\partial \mathbf{y}
\end{bmatrix}. \tag{26}
\]

The adjoint variable \( \mathbf{a} \), which contains all the Fourier components, can be obtained by solving (26).

The solution of the coupled (26) would become impractical when the number of involved Fourier components increases. To overcome this difficulty, the coupling matrices \( X \), \( Y \) in (26) are moved to the right-hand side to obtain

\[
K_n \mathbf{a}_n = \frac{\partial W}{\partial \mathbf{x}_n} + j \frac{\partial W}{\partial \mathbf{y}_n} + \sum_{m=0}^{N} \left( \text{Re}(X_{nm} \mathbf{a}_m) - j \text{Re}(Y_{nm} \mathbf{a}_m) \right) \tag{27}
\]

for \( n = 0, 1, \ldots, N \), which can be seen as the generalization of (11). Equation (27) could be solved by the Jacobi-type iterations; at the first step, each equation in which the coupling terms are neglected is solved for \( \mathbf{x}^n_1, \mathbf{y}^n_1 \), then the coupling terms are evaluated using \( \mathbf{x}^n_1, \mathbf{y}^n_1 \) in the equations which are solved for \( \mathbf{x}^n_2, \mathbf{y}^n_2 \).

### C. Evaluation of Coupling Matrices

This section derives the explicit forms for \( X_{nm}, Y_{nm} \), the former of which is given by

\[
X_{nm} = \frac{2}{T} \int_0^T \frac{\partial g(t)}{\partial x_m} e^{-jm\omega t} dt \tag{28}
\]

where the \( i \)th entity of \( \partial g(t)/\partial x_m \) is given by

\[
\frac{\partial g_i(t)}{\partial x_m} = \int_v \frac{\partial M_F}{\partial x_m} \cdot \vec{r}_F \cdot \vec{N} \, dv. \tag{29}
\]

Assuming that \( M_F \) is expressed by \( M_F = \vec{v}_F(B) \vec{B}, \) \( \partial M_F/\partial x_m \) can be written as

\[
\frac{\partial M_F}{\partial x_m} = \frac{\partial \vec{v}_F}{\partial x_m} \frac{\partial B}{\partial x_m} B + \vec{v}_F \frac{\partial B}{\partial x_m}. \tag{30}
\]

The derivatives \( \partial B^2/\partial x_m, \partial B/\partial x_m \) in (30) are shown to be given by

\[
\frac{\partial B^2}{\partial x_m} = 2d_m [B \cdot \text{rot} \vec{N}_1, B \cdot \text{rot} \vec{N}_2, \ldots, B \cdot \text{rot} \vec{N}_E]^t \tag{31}
\]

and

\[
\frac{\partial B}{\partial x_m} = d_m [\text{rot} \vec{N}_1, \text{rot} \vec{N}_2, \ldots, \text{rot} \vec{N}_E]^t \tag{32}
\]

where \( d_m = 1/2 \) if \( m = 0 \), otherwise \( d_m = \cos(m \omega t) \). Consequently, the entities of the matrix \( \partial g(t)/\partial x_m \) are given by

\[
\left( \frac{\partial g}{\partial x_m} \right)_{ij} = 2d_m \int_v \frac{\partial \vec{v}_F}{\partial B^2}(B \cdot \text{rot} \vec{N}_i)(B \cdot \text{rot} \vec{N}_j) \, dv
\]

\[
+d_m \int_v \vec{v}_F(\text{rot} \vec{N}_i \cdot \text{rot} \vec{N}_j) \, dv. \tag{33}
\]

It can be shown that replacing \( d_m \) in (33) by \( -\sin(m \omega t) \), we can have the corresponding formula for \( \partial g(t)/\partial y_m \).

When there is no magnetic saturation, that is, \( \vec{v}_F \) is constant, it can be found from (28) and (33) that \( X_{nm} \) and \( Y_{nm} \) vanish for \( m \neq n \), and otherwise

\[
X_{nm} = \int_v \vec{v}_F(\text{rot} \vec{N}_i \cdot \text{rot} \vec{N}_j) \, dv, \quad Y_{nm} = jX_{nm}. \tag{34}
\]

Insertion of (34) into (27) yields the decoupled adjoint equation of the form

\[
K_n \mathbf{a}_n = \frac{\partial W}{\partial \mathbf{x}_n} - j \frac{\partial W}{\partial \mathbf{y}_n} \tag{35}
\]

which is the same as (11) as expected, where \( K_n \) is redefined by \( K_n = N + j\omega S \).

### IV. Numerical Examples

#### A. Toy Problem

For an illustrative example, a simple problem

\[
\begin{bmatrix}
1 & 2 \\
2 & 1
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
+
\begin{bmatrix}
\sigma a_1 \\
\sigma a_2
\end{bmatrix}
= -\begin{bmatrix}
c_1 a_1^2 \\
c_2 a_2^2
\end{bmatrix}
+ \begin{bmatrix}
\omega \cos \omega t \\
\omega \cos \omega t
\end{bmatrix} \tag{36}
\]

is considered. When \( c_1 = c_2 = 0 \), (36) becomes linear equations for which monochromatic equations like (1) can be derived and analytical solutions can be obtained. The energy function...
The sensitivity is computed by direct differentiation of $W$ with respect to $\sigma$ to have the result $dW/d\sigma = -2\omega^2\sigma/(9 + \sigma^2)^2$. On the other hand, by solving the adjoint (11), we have $\mathbf{a} = [\omega/(9 + \sigma^2), \omega/(9 + \sigma^2)]^k$, which is substituted to (12) to evaluate $dW/d\sigma$. It is finally found that both results for $dW/d\sigma$ are identical.

The nonlinear equation (36) is then solved using the harmonic balance method mentioned in Section II. The sensitivity in $W = \sum_n \mathbf{a}_n \mathbf{a}_n$ is evaluated by the FD method, where (36) is solved twice for different $\sigma$ to compute $\Delta W/\Delta \sigma$, and by the present method. In the computations, we set $\omega = 2\pi$, $\sigma = 1$ and $M = 100$. As a result, both results for $dW/d\sigma$ are found to agree well being independent of $c_1$, $c_2$, for example, both are $-0.479$ when $c_1 = 8$, $c_2 = 4$. It is found that the convergence in (16) becomes slow as $c_1$, $c_2$ increases, that is, nonlinearity becomes strong.

B. Nondestructive Testing

The present method is applied to the sensitivity analysis of a nondestructive testing system, shown in Fig. 1. In this model, the alternative current of 1 [kAT] flows along the coil at 10 [kHz]. The metallic plate contains a rectangular flaw whose thickness $h$ is set to 1 [mm]. The sensitivity $dB/dh$ in the magnetic induction $B$ measured at point $p$ against the thickness $h$ of the flaw is computed using the present method and finite differentiation $\Delta B/\Delta h$. The whole system including the air region is subdivided into 102,580 tetrahedral elements with 123,555 unknowns.

For a linear problem, the metallic plate is assumed to be made of aluminum, whose conductivity is set to $36 \times 10^6$ [S/m]. In the present method, the value of $dB/dh$ is computed from (12) after solving the adjoint (11).

The numerical results are summarized in Table I. It is clear that $\Delta B/\Delta h$ approaches $dB/dh$, computed by the present method as $\Delta h$ decreases.

For a nonlinear problem, the metallic plate is assumed to be made of the carbon steel S45C whose conductivity is $7 \times 10^6$ [S/m] and its BH curve can be found in [7]. The frequency of the coil current is now set to 100 [Hz]. In the harmonic balance method, first, third, and fifth harmonics are considered. The convergence for the decoupled adjoint (27) is shown in Fig. 2. The values of $dB_{max}/dh$ computed from the FD method, where $\Delta h = 0.005$ [mm] and the present method are 0.202 and 0.171 [T/m], respectively. The discrepancy between these results would be due to round-off errors in the FD method, where $\Delta B$ is computed by $(0.17246222 - 0.17246121)/\Delta h$. In contrast, the result of the present method is not suffered from such round-off errors.

V. Conclusion

In this paper, the AVM for complex systems has been presented and applied to linear and nonlinear eddy current problems, in the latter of which the harmonic balance technique with the fixed point method is employed. It has been shown that the sensitivity computed by the present method agrees well with those obtained by analytical method and finite difference method. In the last test problem, there is a discrepancy between the results obtained by the present method and finite difference method, in the latter of which accuracy would be deteriorated by round-off errors.
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