Stochastic phase transition operator
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In this study a Markov operator is introduced that represents the density evolution of an impulse-driven stochastic biological oscillator. The operator’s stochastic kernel is constructed using the asymptotic expansion of stochastic processes instead of solving the Fokker-Planck equation. The Markov operator is shown to successfully approximate the density evolution of the biological oscillator considered. The response of the oscillator to both periodic and time-varying impulses can be analyzed using the operator’s transient and stationary properties. Furthermore, an unreported stochastic dynamic bifurcation for the biological oscillator is obtained by using the eigenvalues of the product of the Markov operators.
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I. INTRODUCTION

The convergence of a system to asymptotic dynamics such as the equilibrium point, limit cycle, and chaos often requires more time than the time scale of realistic phenomena of the system. Examples of systems showing slow convergence are nervous and ecological systems [1–4]. In such a situation of slow convergence, the system behavior can be better understood using its transient dynamics than its asymptotic dynamics. In many cases, stochasticity greatly improves the lifetime of a transient [4–6]. This highlights the importance of transient dynamics in noisy systems such as nervous systems.

A neuron or neural network is in the transient regime if its input changes much faster than the convergence speed to its asymptotic dynamics. Transient dynamics are also related to the following problem of the information carriers in nervous systems. Spike sequences are key information carriers in nervous systems; however, the exact spike statistic that is the information carrier remains unclear [7]. Since spikes contain encoded information in the transient regime, transient dynamics of neurons and neural networks are important for understanding the coding scheme. Several studies have actually found that neurons and neural networks function in the transient regime; examples of findings include the transition of several response regimes in pacemaker neurons in response to time-varying synaptic inputs [1,8] and the sensitive dependence of neuronal activity on the stimulus in an olfactory system [2]. Since transient dynamics can occur far from the invariant structure of a system, it is necessary to understand the dynamics of the entire phase space.

One possible way to analyze the dynamics of the entire phase space is to use Markov operators, which are linear integral operators that can be applied to describe the evolution of densities corresponding to given stochastic differential equations [9,10]. Markov operators have a wide range of applications; for example, they can be applied to analyses of coupled map lattices [11,12], nonlinear oscillators driven by stochastic inputs [5,6,13,14], neuronal dynamics [15–21], and neural networks [22].

Markov operators can be constructed using stochastic kernels, which are transition densities corresponding to the given stochastic differential equations. In this case, the transition densities are governed by the corresponding Fokker-Planck equation. This equation can be solved analytically for some cases; however, for most cases, solving it is generally very difficult [23]. This difficulty can be avoided by either assuming a known transition density [18] or using the first passage time approach [5,6,13,17,20]. However, these approaches have a limited range of application and this restricts the applicability of Markov operators.

In this study a Markov operator of an impulse-driven stochastic biological oscillator is introduced whose deterministic version is called a radial isochron clock or Poincaré oscillator, one of the canonical models of neuronal oscillators [1,18,19,24–26]. Furthermore, the small-disturbance asymptotic theory [27] is applied, which is a theory of asymptotic expansion of stochastic processes, to calculate the transition densities. Using this theory, the construction of a Markov operator that governs the density evolution of the impulse-driven stochastic biological oscillator is shown. It is also shown that the product of the Markov operators can approximate the density evolution of oscillators driven by time-varying impulses far from the limit cycle of the oscillator. The eigenvalues and eigenfunctions of the Markov operator are used to analyze the dynamics of the stochastic oscillator driven by periodic impulses. These analyzed dynamics are then used to analyze the oscillator dynamics in response to time-varying impulses. An unreported stochastic bifurcation is obtained in the case of time-varying impulses on the basis of eigenvalues of the product of the Markov operators and components governing the transient dynamics of neurons are discussed.

This paper is organized as follows. Section II presents the stochastic biological oscillator used in this study. Section III introduces the Markov operator that represents the evolution of the densities of this oscillator. Section IV summarizes the properties of the Markov operator and presents a derivation of the properties of the stochastic biological oscillator in response to time-varying impulses. Section V describes a numerical analysis of the oscillator in response to periodic impulses and time-varying impulses using the Markov operator. Finally, Sec. VI discusses the results in relation to the neural coding problem and the generalization of the operator constructed in this study.
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II. STOCHASTIC BIOLOGICAL OSCILLATOR

An impulse-driven stochastic biological oscillator is expressed as

\[ dX_t^{(c)} = \left[ k \left[ 1 - \left( X_t^{(c)} \right)^2 + Y_t^{(c)} \right]^{1/2} \right] X_t^{(c)} - 2\pi Y_t^{(c)} \]

\[ + \sum_{t_n < t} A_n \delta(t - t_n) \right] dt + c dW_t, \]  

(1)

\[ dY_t^{(c)} = \left[ k \left[ 1 - \left( X_t^{(c)} \right)^2 + Y_t^{(c)} \right]^{1/2} \right] Y_t^{(c)} + 2\pi X_t^{(c)} dt, \]

where \( X_t^{(c)} \) and \( Y_t^{(c)} \) denote the membrane potential and refractoriness, respectively, and their superscript and subscript represent the dependence of the random variables on the parameter \( \epsilon \in [0, 1] \) and time \( t \), respectively. \( k \) is a positive parameter and \( W_t \) is a one-dimensional standard Wiener process. The \( n \)th impulse is added at time \( t_n \) \((n = 1, 2, \ldots)\) with amplitude \( A_n \); the \( n \)th interimpulse interval is defined as \( \tau_n = t_{n+1} - t_n \). Without the impulse term Eq. (1) is called a stochastic Poincaré oscillator in this paper since the deterministic version is called a Poincaré oscillator [24].

The solution of Eq. (1) between the \( n \)th and \((n + 1)\)th impulses is considered. In this case Eq. (1) needs to be considered without the impulses term. First, the equation is translated into the polar coordinate system, i.e., \( R_t^{(c)} = (\sqrt{2}^{-1} X_t^{(c)} \right)^{1/2} \) and \( \Phi_t^{(c)} = (2\pi)^{-1} \arctan(Y_t^{(c)}/X_t^{(c)}) \), where the latter is a normalized angular coordinate varying in \([0, 1]\), to solve Eq. (1) analytically. In this case Eq. (1) is written in the Itô formulation as follows (see Itô’s formula for this translation in Ref. [28]):

\[ dR_t^{(c)} = k R_t^{(c)} (1 - R_t^{(c)^2}) dt + \frac{\epsilon^2 \sin^2(2\pi \Phi_t^{(c)})}{2 R_t^{(c)^2}} dt \]

\[ + \epsilon \cos(2\pi \Phi_t^{(c)}) dW_t, \]

\[ d\Phi_t^{(c)} = dt + \frac{\epsilon^2 \sin(4\pi \Phi_t^{(c)})}{4\pi R_t^{(c)^2}} dt - \frac{\epsilon \sin(2\pi \Phi_t^{(c)})}{2\pi R_t^{(c)^2}} dW_t, \]  

(2)

The solution of Eq. (2) with \( \epsilon = 0 \) is considered. First the initial conditions (Fig. 1) are considered. According to Ref. [24], the \( n \)th impulse with amplitude \( A_n \) shifts a state point \((r, \phi)\) to \((r', \phi')\), where

\[ r' = r^2 + A_n^2 + 2 A_n r \cos(2\pi \phi) \]

\[ = (2\pi)^{-1} \arccos\left( r \cos(2\pi \phi) + A_n \right) \]

The preceding arc-cosine function must be evaluated as \( 0 < \phi' < 0.5 \) for \( 0 < \phi < 0.5 \) and \( 0.5 < \phi' < 1 \) for \( 0.5 < \phi < 1 \). This relation corresponds to the two-dimensional version of the phase transition curve of this oscillator, which represents the phase shift due to a single isolated impulse. Similarly, according to Ref. [24], a trajectory starting from \((r', \phi')\), which is just after the \( n \)th impulse, after a time interval \( \tau_n \) is expressed as follows:

\[ R_{t_n}^{(0)} = r'/(1 - r') e^{-k\tau_n} + r', \]

\[ \Phi_{t_n}^{(0)} = \phi' + \tau_n, \]

where \( \Phi_{t_n}^{(0)} = \Phi_{t_n}^{(c)} \) is just after the \((n + 1)\)th impulse. Therefore, in what follows, an asymptotic expansion of stochastic processes, called the small-disturbance asymptotic theory [27,29], is applied to the calculation of the transition density starting from \((r, \phi)\). As explained above, the state point \((r, \phi)\) is shifted to the state point \((r', \phi')\) by the \( n \)th impulse. After this discontinuous shift, the dynamics of the oscillator is determined by Eq. (3). Applying the theory of the asymptotic

\[ R_{t_n}^{(c)} = r' + k \int_0^{t_n} R_{s}^{(c)} (1 - R_{s}^{(c)}) ds \]

\[ + \frac{\epsilon^2}{2} \int_0^{t_n} \sin^2 \left( \frac{2\pi \Theta_{s}^{(c)}}{R_{s}^{(c)}} \right) ds + \epsilon \int_0^{t_n} \cos(2\pi \Theta_{s}^{(c)}) dW_s, \]

\[ \Theta_{t_n}^{(c)} = \phi' + \tau_n + \frac{\epsilon^2}{4\pi} \int_0^{t_n} \sin \left( \frac{4\pi \Theta_{s}^{(c)}}{R_{s}^{(c)^2}} \right) ds \]

\[ - \frac{\epsilon^2}{2\pi} \int_0^{t_n} \sin \left( \frac{2\pi \Theta_{s}^{(c)}}{R_{s}^{(c)^2}} \right) dW_s. \]  

(3)

As mentioned earlier, Markov operators can be constructed using stochastic kernels, i.e., transition densities corresponding to the given stochastic differential equations. However, the corresponding Fokker-Planck equation governing these densities is difficult to solve analytically in most cases [23]. Therefore, in what follows, an asymptotic expansion of stochastic processes, called the small-disturbance asymptotic theory [27,29], is applied to the calculation of the transition density starting from \((r, \phi)\). As explained above, the state point \((r, \phi)\) is shifted to the state point \((r', \phi')\) by the \( n \)th impulse. After this discontinuous shift, the dynamics of the oscillator is determined by Eq. (3). Applying the theory of the asymptotic
where $A \in \mathbb{R}^n$, a random variable $S_t = (U_t - U_0)/\epsilon$ is introduced. Expansion of $S_t$ with respect to $\epsilon$ gives

$$S_t^{(\epsilon)} = A_{1L} + o(1).$$

The asymptotic expansion of the characteristic function of $S_t^{(\epsilon)}$ with respect to $\epsilon$ is

$$
\Psi(\xi) = E[\exp(i\xi \cdot (A_{1L} + o(1)))]
= E[\exp(i\xi \cdot A_{1L})] + o(1)
= \exp(-\langle \xi \cdot \Sigma_{1L}, \xi \rangle/2) + o(1),
$$

where $\xi \in \mathbb{R}^2$. The matrix $\Sigma_{1L}$ is constructed using $A_{1RL}$ and $A_{10L}$, as

$$
\Sigma_{1L} = \begin{bmatrix} E[A_{1RL}^2] & E[A_{1RL} A_{10L}] \\ E[A_{1RL} A_{10L}] & E[A_{10L}^2] \end{bmatrix},
$$

$$
E[A_{1RL}^2] = \int_0^{t_n} \exp \left\{ 2k\epsilon(\xi - s) - 4k \int_s^{t_n} R_u^{(0)} du \right\} \cos (2\pi \Theta_u^{(0)}) \sin (2\pi \Theta_u^{(0)}) ds,
$$

where $\epsilon = (u_1, u_2) \in \mathbb{R}^2$, $0 = (0, 0) \in \mathbb{R}^2$, and $n[u; 0, \Sigma_{1L}]$ is the density of a two-dimensional Gaussian distribution with zero mean and the variance-covariance matrix $\Sigma_{1L}$. Equation (6) is derived by expansion around the solution $U_0^{(0)}$. The obtained density expressed in Eq. (6) is the two-dimensional Gaussian distribution in the directions...
FIG. 3. Comparison of invariant densities obtained by the (a) Euler method and (b) SPTO. Both densities are plotted in the $r$-$\phi$ system (i.e., polar coordinate system) for comparison. The parameters used are $\epsilon = 0.6$, $A = 0.9$, $I_1 = 1.0$, and $k = 1.0$. For case (a), the time step is $0.0001$, the number of impulses is $50$, and the number of different sample paths used is $500,000$.

of $R$ and $\Theta$; that is, $u_1$ and $u_2$ are coordinates in the directions of $R$ and $\Theta$, respectively. The first term of Eq. (6) is used to approximate the density of $U^{(e)}_n$ as follows:

$$f^{U^{(e)}_n}(u) \sim n\left[u; U^{(0)}_n, \epsilon^2 \Sigma_n\right].$$ (7)

Equation (7) is used to construct the stochastic kernel; however, $r' = 0$ is not used in the construction. Since $u_1$ and $u_2$ are coordinates in the directions of $R$ and $\Theta$, respectively, point $(u_1, u_2)$ is equal to point $(-u_1, u_2 + 0.5)$ [Fig. 2(a)]. The density values at both $(u_1, u_2)$ and $(-u_1, u_2 + 0.5)$ should be included in the kernel to construct the kernel starting from $(r, \phi)$. Thus the stochastic kernel expressed in polar coordinates is

$$g_{A_n, I_n}(v, \psi; r, \phi)$$

$$= \sum_{p=-\infty}^{p=+\infty} \left\{ n\left[v, \psi + p; U^{(0)}_n(r, \phi), \epsilon^2 \Sigma_n\right] + n\left[-v, \psi + 0.5 + p; U^{(0)}_n(r, \phi), \epsilon^2 \Sigma_n\right] \right\},$$ (8)

where $v \in \mathbb{R}^+$, $\psi \in [0, 1)$, and $U^{(0)}_n(r, \phi)$ explicitly denote the initial values of $U^{(0)}_n$ (it should be noted that $r$ and $\phi$ are included in the equations of $r'$ and $\phi'$, respectively). The summation in Eq. (8) takes into account the possibility of multiple rotations around the origin; the subscripts in $g_{A_n, I_n}$ represent the dependence of the kernel on the input parameters $A_n$ and $I_n$, respectively. Figure 2(b) shows an example of the kernel.

Finally, the Markov operator that expresses the relation between the density just before the $n$th impulse and that just before the $(n + 1)$th impulse is written as

$$h_{n+1}(v, \psi) = P_{A_n, I_n} h_n(v, \psi)$$

$$= \int_0^1 \int_0^\infty g_{A_n, I_n}(v, \psi; r, \phi) h_n(r, \phi) dr d\phi,$$ (9)

where $h_n$ is the density of the stochastic Poincaré oscillator just before the $n$th impulse in polar coordinates. We call this operator a stochastic phase transition operator (SPTO), which is a generalization of the phase transition curve. It should be noted that the stochastic kernel of the SPTO is derived explicitly. This allows one to know the structure of the stochastic kernel, which cannot be known from the numerical methods used to calculate the density evolution. In the following section the properties of the SPTO are explained using the structure of Eq. (8).
IV. PROPERTIES OF THE STOCHASTIC PHASE TRANSITION OPERATOR

The properties of the SPTO are now described in its most basic form. To analyze the SPTO’s properties, the operator \( P_{A,n} \) is discretized. The analyzed properties in response to periodic impulses having a constant amplitude \( A \) and interimpulse interval \( I = I_{n+1} - I_n \) \((n = 1, 2, \ldots)\) are summarized. Since the SPTO is a linear operator, its properties are determined by its eigenvalues and eigenfunctions. Let \( \{\alpha_i\} \) and \( \{\epsilon_i\} \) \((i = 1, 2, \ldots, n)\) be the eigenvalues of \( P_{A,I} \), sorted in descending order according to their moduli, and the corresponding eigenfunctions, respectively. Since the transition kernel satisfies \( g_{A,I} > 0 \), \( \alpha_1 \) is 1; the multiplicity of \( \alpha_1 \) is one and its corresponding eigenfunction has a unique invariant density \( h^* \) with positive coordinates. This means that the SPTO is ergodic [10] and \( h^* \) has stationary dynamics. Furthermore, \( |\alpha_i| < 1 \) for all eigenvalues other than 1. Therefore, these eigenvalues and their corresponding eigenfunctions have information about the transient dynamics of the operator \( P_{A,I} \).

Using these properties, one can decompose the SPTO into two parts:

\[
P_{A,I} h(r, \phi) = V_{A,I} h(r, \phi) + Q_{A,I} h(r, \phi),
\]

where \( V_{A,I} \) represents stationary dynamics, i.e., \( V_{A,I} h(r, \phi) = h^*(r, \phi) \), and \( Q_{A,I} \) corresponds to transient dynamics [10].

Generally, if the stochastic Poincaré oscillator receives \( n \) time-varying impulses whose amplitude and interimpulse interval depend on time, the density just before the \((n+1)\)th impulse becomes

\[
h_{n+1}(r, \phi) = h^*_{\alpha_n, I_n}(r, \phi) + \prod_{i=1}^{n} Q_{\alpha_i, I_i} h_1(r, \phi)
+ \left[ P_{\alpha_n, I_n} h_{\alpha_{n-1}, I_{n-1}}(r, \phi) - h^*_{\alpha_n, I_n}(r, \phi) \right]
+ \sum_{j=1}^{n-2} \prod_{i=1}^{j} Q_{\alpha_i, I_i} \left[ P_{\alpha_{j}, I_j} h_{\alpha_{j-1}, I_{j-1}}(r, \phi) - h^*_{\alpha_{j}, I_j}(r, \phi) \right].
\]
Equation (11) can be derived by using only those properties that are inherent to the SPTO. The first term on the right-hand side is the invariant density of the operator at the last impulse. The transient dynamics of the product $P_{A_{n-1}} P_{A_{n-2}} \cdots P_{A_1}$ are determined by the second and third terms. The second term represents the dependence of the present density on the initial density. The third term originates from the difference between invariant densities of adjacent SPTOs in the product.

V. NUMERICAL RESULTS

Figure 3 shows a comparison between the invariant densities obtained by the SPTO and those obtained by a simulation using the Euler method in the $r$-$\phi$ plane. It is clear that the SPTO can reproduce the invariant density obtained by the simulation. The SPTO captures the dynamics away from the limit cycle. Furthermore, to check whether or not the product of the SPTOs can reproduce the response to the time-varying impulses, the response of the oscillator to two impulses with different interimpulse intervals $I_1$ and $I_2$ is examined. In this case, the corresponding SPTOs are $P_{A, I_1}$ and $P_{A, I_2}$, respectively. Figure 4 shows a comparison between the densities obtained from the simulation using the Euler method and those obtained using the product $P_{A, I_2} P_{A, I_1}$ in the $r$-$\phi$ plane. It can be seen that the product of the SPTOs can reproduce the response of the oscillator to these impulses.

To understand the structure of the SPTO, the eigenvalues are investigated as a function of the interimpulse interval [Fig. 5(a)]. Since the second eigenvalue of $P_{A, I}$ corresponds to the eigenvalue with the largest modulus of $Q_{A, I}$, we focus on this second eigenvalue. Figure 5(a) demonstrates that the second eigenvalue as a function of the interimpulse interval becomes real abruptly at some points, which are termed stochastic bifurcation points [6]. Several $p$:$q$ stochastic phase-locking regions, where $p$ times rotations occur roughly per $q$ impulses [Fig. 5(b)], are observed in Fig. 5(a); the period of the second eigenvalue is determined from its angle. These structures are the basis for analyzing the response of the stochastic Poincaré oscillator to time-varying impulses.

Figure 6 shows the eigenvalues of the product of the SPTOs corresponding to impulses with a monotonically increasing or decreasing interimpulse interval. Observation of the numerically calculated eigenvalues reveals that they are distinct at each moment. In this case, the second eigenvalue describes the contribution of the second eigenfunction—the largest transient component of the product of the SPTOs—to the dynamics of a given impulse-driven stochastic nonlinear system. Thus the second eigenvalue of the product of the SPTOs reflects the contribution of the past activity to the present density as shown in Eq. (11). The modulus of the second eigenvalue shows an overall decreasing trend with increasing number of impulses and its angle alternates between $0$ and $\pi$ in the 2:1 stochastic phase-locking region. This response is an extension of stochastic phase locking to the time-varying parameter and we call it dynamic stochastic phase locking. Bifurcations in this region, which are an extension of the dynamic bifurcation [30], show hysteresis and delay, depending on the inputs. Furthermore, dynamic stochastic phase-locking regions that do not appear in the case of periodic impulses are also observed (indicated in Fig. 6 by arrows). These phenomena are possibly responsible for the hysteresis in the spike activity of pacemaker neurons [31].

FIG. 6. Modulus and angle of the second eigenvalue of the product of SPTOs for (a) increasing and (b) decreasing inputs, where the interimpulse interval is given as $I_n = I_1 + I_{\text{step}}(n-1)$. The abscissa plots the interimpulse interval in arbitrary units and the ordinate plots the angles in radians. The moduli of the second to fifth eigenvalues and the angle of the second eigenvalue are shown. The input parameters are (a) $\epsilon = 0.3$, $A = 0.9$, $k = 1.0$, $I_1 = 1.5$, and $I_{\text{step}} = 0.001$ and (b) $I_1 = 1.55$ and $I_{\text{step}} = -0.001$. 
VI. DISCUSSION

History-dependent dynamics are observed at several levels of organization in nervous systems [32,33]. The second eigenvalue reflects the past activity of the system; in other words, it describes the degree to which the current state of the neuron model is affected by past activity and how the model conveys this historical information. This is particularly important since identification of the carrier of information implies determination of the range of past events that a spike can carry. Furthermore, this study presents an equation that clearly shows the relation between the neuron model’s stochastic bifurcation structure and its response to arbitrary impulsive inputs.

In this study a SPTO for the stochastic Poincare oscillator was constructed. Since the small-disturbance asymptotic theory is not an ad hoc method, it is believed that the SPTO derived in this study can be generalized to other models such as the FitzHugh-Nagumo model. Further, the following can be achieved with the use of the present method, which is based on the small-disturbance asymptotic theory: (a) derivation of stochastic kernels systematically with the possibility of their improvement using higher-order expansion, and (b) definition of an appropriate product of the SPTOs for rapidly changing impulses. The generalization of the SPTO is beyond the scope of this paper.

ACKNOWLEDGMENTS

The author thanks Professor A. Takahashi for providing preprints. The author also thanks Professor K. Aihara for helpful comments. This work was supported by the Japan Science and Technology Agency, Precursory Research for Embryonic Science and Technology program.


011924-7