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**Abstract**

We propose a new data mining method called frequentness-transitional pattern mining for finding patterns with interesting sequential behavior specified by a user's query. For a series of databases, we introduce the frequentness-sequence of a pattern that is a sequence of the two symbols 'H' and 'L,' which represent the frequency or infrequency in each segment of a database, respectively. The problem is finding patterns whose frequentness-sequences satisfy the query. The goal of this research is to develop an efficient algorithm and its implementation that accepts various models and that can be widely used in practice with large-scale data. Thus, we chose an itemset as a pattern, and regular expression for the query language to accept various models. To cope with the unavoidably large number of candidate patterns, we use Zero-suppressed Binary Decision Diagrams (ZDDs or ZBDDs) to store and operate a large number of candidate itemsets in a short time. Our algorithm performed quite well in our computational experiments, such that it is competitive with the standard itemset mining algorithms that can be used only to find frequent itemsets. To the best of our knowledge, this is the first study on detecting distinctive itemsets of user-specific models of sequential behaviors.

**1 Introduction**

Discovering useful knowledge from large-scale databases has attracted considerable attention during the last decade. Frequent pattern mining is one of the fundamental problems for data mining and knowledge discovery. The task is to find all frequent patterns included in at least \(\sigma\) records of the database where \(\sigma\) is the user-specified threshold. Since the pioneering work by Agrawal et al. \([1]\), various algorithms have been proposed to solve the frequent itemset mining problem (cf., \([4, 15]\)). Recently, Minato et al. \([9]\) proposed a fast algorithm “LCM over ZDDs” for generating very large-scale frequent itemsets using Zero-suppressed BDDs (ZDDs) \([8]\), a compact graph-based data structure. Their method is based on LCM algorithm \([12]\), one of the most efficient state-of-the-art techniques for itemset mining, and also based on the ZDD-based data structure, which directly generates compact output data structures on the main memory, to be efficiently post-processed by using algebraic operations.

We apply these efficient itemset mining techniques to sequential databases. There have also been many studies on finding patterns from sequential databases. One of these approaches is known as sequence mining or episode mining to find patterns of sequential structures such as sequences, sequences with gap constraints, and directed acyclic graphs \([10, 11, 14]\). Another approach is finding combinatorial (non-sequential) patterns whose occurrence has an interesting sequential property. We considered this kind of problem. In practice, we often want to know such patterns. For example, if we obtain combinations of keywords, which were not frequently used in Web searches one month ago, but are frequently used now, then perhaps we can find some recent hot topics. Naturally, we understand that this kind of analysis is quite important in many areas such as marketing, web analysis, IT security, financial engineering, and natural science experimentation.

Emerging pattern mining \([3]\) is an early work dealing with such problems. For two databases \(D_1\) and \(D_2\), a pattern \(P\) is called an emerging pattern if the ratio of \(P\)'s frequencies in the two databases is greater than a given threshold value \(\theta\) (i.e. \(\text{freq}_{D_1}(P) / \text{freq}_{D_2}(P) \geq \theta\)). This method can be used to capture the distinctive differences between the two databases, or between two different periods of one sequential database. There are many extensions or variations of emerging pattern mining. A recent proposal is Transitional pattern mining \([13]\) for time-stamped sequential databases. A pattern \(P\) is transitional if there is a segmentation of the database into former and latter such that \(P\)'s frequency in the former is considerably larger or considerably smaller than that of the latter. Transitional patterns can capture the time point (they call milestone) of the frequency changes, and do not need a given segmentation, while
the emerging patterns need a good segmentation before mining.

Those differential mining methods are aiming to find distinctive behaviors of itemsets that cannot be detected with ordinary frequent itemset mining, so they have to explore many more candidates with lower frequencies. In addition, the useful Apriori property no longer holds, and we cannot prune the search space. Thus, the computation cost is a serious problem in this kind of pattern mining. Recently, Loeck and Bailey proposed using ZDDs for emerging pattern mining to accelerate computation [7]. We expect that the ZDD-based post-processing approach has a large potential for solving these problems.

We propose a pattern mining algorithm which allows users to query to specify the interesting frequency changes in a sequential database. This idea enables us to handle not only the difference in the two time periods but also more sophisticated models of sequential behavior. If we implement this method in a straightforward way, the computational complexity will become much higher than existing mining problems. To cope with this, we propose a new method, as shown below.

- Digitizing the time frame of sequential databases.
  We consider a time-segmented database, which is a sequence of non-sequential databases of the same type. For example, the sequence of POS database of a supermarket for each day can be considered as a time-segmented database.

- Quantization of the pattern frequencies. For a time-segmented database \( D = \{D_1, \ldots, D_T\} \), we consider the frequentness-sequence of a pattern, which is a sequence of length \( T \), consisting of two symbols 'H' and 'L,' where 'H' ('L') on the \( i \)-th position means the pattern is frequent (in frequent) in \( D_i \) (for example, "L...LH...H")

- Using ZDDs for post-processing a large number of patterns. LCM over ZDDs can efficiently extract a large number of frequent itemsets and directly generate compact representations of all solutions using ZDDs. After digitization and quantization of the database model, we can use this state-of-the-art technique.

- Using regular expressions for the query language.
  We call this frequentness-transition query, which is a regular expression of 'H' and 'L.' For example, a query "L.L*H*H*" represents a set of sequences such that "the pattern is not frequent at the beginning, but at some point it becomes frequent and remains so until the end." Many users easily understand regular expressions, and it has a good trade-off between expressive power and complexity.

We call a pattern whose frequentness-sequence belongs to the model of the frequentness-transition query a frequentness-transitional pattern. We propose an efficient algorithm for solving the frequentness-transitional pattern mining problem.

This paper is organized as follows. In Section 2, we start with preliminaries and explain straightforward algorithms for understanding the difficulty of the problem. Section 3 describes our algorithm for solving the problem, and Section 4 describes the ZDD and LCM over ZDDs for understanding how to reduce the computational cost. Experimental results are shown in Section 5, followed by our conclusions.

2 Preliminaries

Let \( \mathcal{E} = \{1, \ldots, n\} \) be the set of items. A transaction database on \( \mathcal{E} \) is a multiset \( D = \{T_1, \ldots, T_m\} \) where each \( T_i \) is included in \( \mathcal{E} \). Each \( T_i \) is called a transaction (or tuple). We denote the sum of all transaction sizes in \( D \) as \( \|D\| \) that is, the size of database \( D \). A set \( P \subseteq \mathcal{E} \) is called an itemset.

For itemset \( P \), a transaction including \( P \) is an occurrence of \( P \). The denotation of \( P \), which is denoted by \( \text{Occ}(P) \), is the set of the occurrences of \( P \). \( |\text{Occ}(P)| \) is the frequency of \( P \) and is denoted as \( \text{freq}(P) \). For a given constant \( \rho \), called a minimum support ratio, itemset \( P \) is frequent if \( \text{freq}(P) \geq m \times \rho \). Note that usually the threshold value is called minimum support and is given by the absolute number of transactions; however, to adopt the difference in the sizes of the databases in a time-segmented database, we use the ratio for the threshold. A frequent itemset not included in another frequent itemset is called maximal. An itemset not included in another itemset with the same frequency is called closed.

For a given \( \rho \), the set of frequent itemsets in database \( D \) is denoted as \( \text{FI}(D) \). The problem of frequent itemset mining is to enumerate all frequent itemsets for given database \( D \) and a minimum support ratio \( \rho \). In other words, the problem is to generate a representation (such as a list of itemsets) of \( \text{FI}(D) \).

A time-segmented database is a sequence of the same type of databases. We may consider any type of databases such as transaction, text, and graph, but hereafter, a time-segmented database \( D \) is a sequence of transaction databases, i.e., \( D = \{D_1, \ldots, D_T\} \) such that each \( D_i \) is a transaction database. Each \( D_i \) is called a segment database. The size of \( D \), denoted by \( \|D\| \), is the sum of the database sizes comprising \( D \), i.e., \( \|D\| = \sum_{i=1}^{T} \|D_i\| \). For an itemset \( P \), frequentness-
sequence \( f_{\ell}(P) \) for time-segmented database \( D \) is a sequence composed of ‘H’ and ‘L’ of length \( T \) such that the \( i \)-th position of the sequence is ‘H’ if and only if \( P \) is frequent in \( D_i \). \( F(D) \) denotes the set of itemsets which are frequent in at least one \( D_i \in D \).

Let \( \Sigma = \{a_1, a_2, \ldots, a_k\} \) be a finite alphabet; then the class of regular expressions over \( \Sigma \) is defined recursively as follows:

1. Any \( a_1, a_2, \ldots, a_k \) alone is a regular expression, as are the null sequence \( \lambda \) and empty set \( \phi \).
2. If \( P_1 \) and \( P_2 \) are regular expressions, then so is their concatenation \( P_1P_2 \) and their union \( P_1 \cup P_2 \). If \( P \) is a regular expression, then so is its closure \( P^* \).

\[ A = [\Sigma, Q, \delta, q_0, F] \] is said to be a non-deterministic finite automaton (NFA) if:

1. \( \Sigma \) is an alphabet,
2. \( Q \) is a finite non-empty set, the set of states,
3. \( \delta : Q \times \Sigma \rightarrow 2^Q \), the state transition relation,
4. \( q_0 \in Q \), the initial state, and
5. \( F \subseteq Q \), the set of final states.

A sequence \( S \in \Sigma^* \) is said to be accepted by an NFA \( A = [\Sigma, Q, \delta, q_0, F] \) if and only if \( \delta^*(q_0, S) \cap F \neq \phi \), where \( \delta^* : Q \times \Sigma^* \rightarrow 2^Q \) is defined as follows:

1. \( \delta^*(q, \lambda) = \{q\} \) for any \( q \in Q \) and
2. \( \delta^*(q, aS) = \bigcup_{q' \in \delta(q, a)} \delta^*(q', S) \) for any \( q \in Q \), \( a \in \Sigma \), and \( S \in \Sigma^* \).

A state transition graph is a directed graph for visualizing an NFA. Its vertex set is the set of states \( q_0, q_1, \ldots \), and a directed edges \((q, q')\) with label \( a \) means \( q' \in \delta(q, a) \) in the state transition relation.

It is a well-known theorem that any regular expression can be transformed into a state transition graph of an NFA accepting all sequences generated by the regular expression. The size of the state transition graph is linear to the size of the regular expression.

A frequency-transition query is a regular expression which describes a set of sequences composed of ‘H’ and ‘L’. For a frequency-transition query \( X \), a finite automaton accepting the sequences belonging to the set given by \( X \) is denoted as \( A(X) \). We call an itemset whose frequency-sequence is in \( X \) a frequency-transition itemset.

Examples of frequency-sequences are “L...LH...H”, “L...LHH...LLH...H”, where ‘L’ means infrequent and ‘H’ means frequent. The regular expressions representing the sequences are “LL*HH*”, “L*HHH*”, and “HH*LL*HH*”. Using regular expression also enables us to model periodical patterns of being frequent, such as “frequent only one day a week”.

We address the following problem.

**Frequentness-Transitional Itemset Mining Problem:**

**Input:** a time-segmented transaction database \( D \), a minimum support ratio \( \rho \), and a frequency-transition query \( X \)

**Output:** all itemsets \( P \) whose frequency-sequences belong to the model given by \( X \).

The frequency-sequences and frequency-transitional patterns can also be defined in the same way for other kinds of patterns such as sequences, graphs, and geometric objects. Thus, this problem can be easily considered in other kinds of pattern mining applications.

In this paper, we only consider the two symbols ‘H’ and ‘L’ for frequency-sequences and frequency-transition queries. However, we can easily extend the model using the three symbols ‘H’, ‘M’, and ‘L’ to represent a ternary quantization of high, middle, and low, respectively. More multi-valued quantization will be possible.

### 2.1 Straightforward Algorithms

To understand the difficulty of this problem and non-triviality of the algorithm, this subsection discusses straightforward algorithms. The simplest way to solve the problem is to compute the frequency-sequences of all itemsets and input the obtained sequences to the finite automaton \( A(X) \). It takes, roughly speaking, \( O(2^{|F|} \times |D||) \) time, where \( 2^{|F|} \) is the number of itemsets and \( O(|D||) \) is the time to compute the frequency-sequences of an itemset. Note that the evaluation of a frequency-sequence using the finite automaton \( A(X) \) can be done in \( O(T) \) time.

With this method, the frequency-sequence “L...L” should not be in the model of \( X \); otherwise, many itemsets will be output. Thus, we can restrict the itemsets to \( F(D_i) \). Let \( T(D_i) \) be the time to enumerate all frequent itemsets in \( D_i \). Then, the computation time will be \( O(\sum_{i=1}^{T} T(D_i) \times |F|) \).

This can be further reduced by computing all the frequency-sequences in a breadth-first manner. First, we compute \( F(D_i) \). Then, we compute \( F(D_i) \), and set the first position of the frequency-sequence of each itemset according to whether the itemset is included in \( F(D_i) \). Iteratively, we compute \( F(D_i) \) and determine the \( i \)-th position of each frequency-sequence. In
3 Zero-suppressed Binary Decision Diagrams (ZDDs)

A Binary Decision Diagram (BDD) is a graph representation for a Boolean function. An Example is shown in Fig. 1 for \( F(a, b, c) = a \overline{b} c \lor \overline{a} \overline{b} c \). Given a variable ordering (in our example \( a, b, c \)), one can use Bryant’s algorithm [2] to construct the BDD for any given Boolean function. For many Boolean functions appearing in practice this algorithm is quite efficient and the resulting BDDs are much more efficient representations than binary decision trees.

BDDs were originally invented to represent Boolean functions, but we can also map a family of itemsets into Boolean space of \( n \) variables, where \( n \) is the cardinality of \( \mathcal{E} \) (see Fig. 2). Therefore, one could also use BDDs to represent families of itemsets. However, one can even obtain a more efficient representation using Zero-suppressed BDDs (ZDDs or ZBDDs) [8], especially if the itemsets are small compared to \( n \).

If there are many similar itemsets then the subgraphs are shared resulting in a smaller representation. In addition, ZDDs have a special type of node deletion rule. As shown in Fig. 3, all nodes whose 1-edge directly points to the 0-terminal node are deleted. Because of this, the nodes of items that do not appear in any itemset are automatically deleted as shown in Fig. 1. This ZDD reduction rule is extremely effective if we handle a family of sparse itemsets. If the average appearance ratio of each item is 1\%, ZDDs are possibly more compact than ordinary BDDs, up to 100 times.

ZDD representation has another good property in which each path from the root node to the 1-terminal node corresponds to each itemset in the family. Namely, the number of such paths in the ZDD exactly equals the cardinality of the family. This property indicates that, even if there are no equivalent nodes to be shared, the ZDD structure explicitly stores all itemsets as well as using an explicit linear linked list data structure. In other words, (the order of) ZDD size never exceeds the explicit representation. If more nodes are shared, the ZDD is more compact than the linear list.

Figure 4 summarizes the primitive operations of the ZDDs. In these operations, “\( \top \)”, “\( \bot \)”, and \( S_{\text{top}} \) can be obtained in a constant time. \( S_{\text{offset}}(k) \), \( S_{\text{onset}}(k) \), and \( S_{\text{change}}(k) \) operations require a constant time if item \( k \) is at the root node of \( S \); otherwise, they consume linear time for the number of ZDD nodes located at a higher position than item \( k \). The union, intersection, and difference operations can be performed in almost linear time to the size of the ZDDs. \( S_{\text{count}} \) is also linear to the ZDD size and does not depend on the cardinality.

Recently, Knuth [6] presented a new fascicle of his famous book series. This new fascicle has a section entirely devoted for BDDs with total 140 pages including 236 exercises, and ZDDs are also discussed minutely in 30 pages including 70 exercises. He re-arranged the set of primitive ZDD operations and named it “Family Algebra.” His own BDD/ZDD package is available on his home page.
4 Frequentness-Transitional Itemset Mining from Time-Segmented Databases

The basic scheme of our method is to evaluate all the frequentness-sequences using the NFA of the given query. Suppose that we have an NFA $A$ and are going to evaluate frequentness-sequences in the set $S$ of frequentness-sequences using this NFA. We first place all frequentness-sequences in $S$ on the start state $q_0$. We call an edge of an NFA an $H$-edge (L-edge) if it is labeled ‘H’ (‘L’).

As the first iteration, we move the sequences whose first position is ‘H’ along the out-going H-edges, and the sequences whose first position is ‘L’ along the out-going L-edges. If there are $k$ out-going edges, a sequence on $q_0$ will be duplicated and moved to $k$ states. If there is no out-going edge, that is $k=0$, we simply delete the sequences whose first position is ‘H’. We do the same for sequences having ‘L’ on the first position. Similarly, in the $i$-th iteration, for each state $q$ of $A$, we move the sequences on $q$ such that

- sequences whose $i$-th position is ‘H’ are moved via out-going H-edges , and
- sequences whose $i$-th position is ‘L’ are moved via out-going L-edges.

After the process of $T$-th iteration, the sequences remaining on the final states belonging to the model given by $X$, that is, the itemsets with these frequentness-sequences are the frequentness-transitional patterns.

In fact, this computation can be done by inputting the sets of itemsets instead of frequentness sequences. At the beginning, we place all the itemsets in $FI(D)$, whose frequentness sequences will be evaluated, on the start state $q_0$. Then, as the first iteration, we move the itemsets that are frequent in $D_1$ along the out-going H-edges, and move those that are infrequent along the out-going L-edges. Let $I_i(q)$ be the set of itemsets on the state $q$ after the $i$-th iteration, and $I_0(q)$ is an empty set for $q \neq q_0$ and is the set of all itemsets for $q = q_0$. In the $i$-th iteration, for each state $q$ of $A$, we move

- itemsets in $I_{i-1}(q)$ being frequent in $D_i$ along out-going H-edges, and
Algorithm Mine-FreqTransPattern \((D, \sigma, A)\)

**Input:** time-segmented database \(D = \{D_1, \ldots, D_T\}\), minimum support threshold \(\sigma\), frequency-transition query \((FNA) A = [\Sigma, Q, \delta, q_0, F]\)

**Output:** all frequency-transitional patterns

1. determine the item ordering used by ZDDs
2. for each state \(q \in Q, q \neq q_0\), assign an empty ZDD \(Z(q)\)
3. assign a ZDD representing all itemsets to \(q_0\)
4. for \(i := 1\) to \(T\)
5. compute a ZDD representing \(FI(D_i)\)
6. for each state \(q \in Q, set Z(q)\) to a ZDD representing \(I_i(q)\)
7. end for
8. output all itemsets in the ZDD on each accepted state

Figure 6: Algorithm for finding frequency-transitional patterns

- itemsets in \(I_{i-1}(q)\) being infrequent in \(D_i\) along out-going L-edges.

Then, at the end of the \(T\)-th iteration, the itemsets remaining on the final states are the frequency-transitional itemsets. For a state \(q, \delta^{-1}(q, H)\) denotes the set of states \(q'\) with an edge from \(q'\) to \(q\) labeled ‘H,’ \(\delta^{-1}(q, L)\) denotes that for ‘L.’ In the term of set operations, the above process can be written as

\[
I_i(q) = \bigcup_{q' \in \delta^{-1}(q, H)} (I_{i-1}(q') \cap FI(D_i)) \cup \bigcup_{q' \in \delta^{-1}(q, L)} (I_{i-1}(q') \setminus FI(D_i)).
\]

Lemma 4.1. An itemset \(P\) is in \(I_i(q)\) if and only if the frequency-sequence of \(P\) is on \(q\) after the \(i\)-th transition.

Proof. Since \(I_0(q_0)\) is the set of all itemsets and \(I_0(q), q \neq q_0\) is the empty set, \(I_1(q)\) satisfies the statement of the lemma. Suppose that \(I_i(q)\) satisfies the statement of the lemma for any \(i < k\). Then, from Eq. (1), \(I_k(q)\) is the set of itemsets whose frequency-sequences are on \(q\) after the \(i\)-th transition. Thus, by induction, the statement holds. \(\blacksquare\)

We can see that the computation fits to ZDD quite well. We represent each \(I_i(q)\) using a ZDD. The operation in each iteration is composed of computing the intersection, the difference, and the union of set families; thus, the computation time in an iteration is reduced by ZDD operations. In our experiments, we successfully represented quite many, up to \(10^{13}\), frequent itemsets by using a small ZDD, thus we could compute frequency-transitional itemsets in a short time while saying that straightforward approaches cannot compute them. An intuitive image of the process with ZDDs is illustrated in Fig. 5.

4.1 Example of Execution of Algorithm Figure 7 shows that the frequency-transition query is \(L^*HHL^*\), and the time-segmented database \(D\) is composed of five transaction databases \(D_1, \ldots, D_5\). The frequent itemsets are shown, by writing only maximal frequent itemsets to the consciousness. \(D_5\) has maximal frequent itemsets \(\{1, 2\}\) and \(\{2, 3, 4\}\), thus the frequent itemsets of \(D_5\) are \(\emptyset, \{1\}, \{2\}, \{3\}, \{4\}, \{1, 2\}, \{2, 3\}, \{2, 4\}, \{3, 4\}, \{1, 3, 4\}\) and \(\{2, 3, 4\}\).

First, we construct an NFA to accept the same sequence set as the given frequency-transitional query. The state transition graph is shown in this figure. The NFA has three states, \(q_0, q_1\) and \(q_2\) where \(q_0\) is the start state and \(q_2\) is the final state, and the transition function is shown as L-edges of \((q_0, q_1)\) and \((q_1, q_2)\) and G-edges of \((q_0, q_0)\) and \((q_2, q_2)\).

Then, we place \(FI(D)\) at \(q_0\). For the first iteration, we compute \(FI(D) \cap FI(D_1)\) and put it on \(q_1\), and compute \(FI(D) \setminus FI(D_1)\) and put it on \(q_0\). In the second iteration, we put \(FI(D) \cap FI(D_1) \cap FI(D_2)\) on \(q_2\), \(FI(D) \setminus FI(D_1)\) on \(q_1\), and \(FI(D) \setminus FI(D_2)\) on \(q_0\). The itemsets in \((FI(D) \cap FI(D_1)) \setminus FI(D_2)\) disappear from the NFA. Similarly, in the i-th iteration of the algorithm, we

- take the set \(I\) on \(q_0\), put \(I \cap FI(D_i)\) on \(q_1\), and put \(I \setminus FI(D_i)\) on \(q_0\)
- remove the set \(I\) on \(q_1\), put \(I \cap FI(D_i)\) on \(q_2\) (itemsets in \(I \setminus FI(D_i)\) disappear from the NFA), and
Figure 7: Example of finite automaton and frequent itemsets in time-segmented database; transition of itemsets on each state is shown below.

- remove the set \( I \) on \( q_1 \), put \( I \cap F(I(D_1)) \) on \( q_2 \) (itemsets in \( I \setminus F(I(D_2)) \) disappear from the NFA).

The itemsets on each state are illustrated in Fig. 7 for each end of the iteration. These set family operations are done via ZDD arithmetic operations, and the ZDDs representing \( F(I(D_1)) \)'s are constructed by LCM over ZDDs. Note that in the \( i \)-th iteration, we do not take the itemsets on \( q_j \) that have moved from the other node in the same \( (i \)-th) iteration. Finally, at the end of the 5th iteration, we obtain \{1, 2\}, \{2, 4\} and \{2, 3, 4\} on \( q_2 \).

### 4.2 Further Improvement

The algorithm we state above is a kind of 2-pass algorithm; first compute \( F(I(D)) \) then evaluate using an NFA. This subsection shows the procedure for executing in 1-pass.

For 1-pass execution, we do not have \( F(I(D)) \) at the initialization, and a trivial solution is to put the set of all itemsets \( 2^F \) on the start state. The difficulty is that the set of itemset on each state is no longer sparse, thus the ZDDs will be quite large. To cope with this problem, we use a mark to represent the complement set.

After the initialization, the set of all the itemsets, \( 2^F \), is on the start state. In the first iteration, we compute \( F(I(D_1)) \), then put \( F(I(D_1)) \) to some node, and \( 2^F \setminus F(I(D_1)) \) to some node. Instead of computing the ZDD for \( 2^F \setminus F(I(D_1)) \), we keep the ZDD representing \( F(I(D_1)) \) and the mark of “complement”. In the second iteration, we compute \( F(I(D_2)) \) and compute \( F(I(D_1)) \cap F(I(D_2)) \) and \( F(I(D_1)) \setminus F(I(D_2)) \). They, in fact, hold

\[
F(I(D_1)) \cap F(I(D_2)) = F(I(D_2)) \setminus F(I(D_1)), \quad \text{and}
\]
\[
F(I(D_1)) \setminus F(I(D_2)) = F(I(D_1)) \cup F(I(D_2)).
\]

Generally, for a set \( I \) of itemsets on a state with a “complement” mark,

\[
T \cap F(I(D_2)) = F(I(D_2)) \setminus I, \quad \text{and}
\]
\[
T \setminus F(I(D_2)) = I \cup F(I(D_2)).
\]

This is not a heavy task since the set families we deal with are still sparse, thus we do not lose efficiency by omitting the computation of \( F(I(D)) \).

In summary, an iteration involves a construction of a ZDD representing \( F(I(D_1)) \) and performs \( O(A) \) ZDD operations in an iteration where \( A \) is the number of edges in the NFA. Although in the worst case, the number of itemsets on each state can increase up to \( |F(I(D))| \) as the iterations proceed, in practice many itemsets will disappear; thereby, the ZDDs on the states are expected to be small on average. We can also observe this in the example. Therefore, roughly speaking, the computation time of the algorithm is \( O(\sum_{i=1}^{5} |Z_i|) \) where \( |Z_i| \) is the size of a ZDD representing \( F(I(D_1)). \)

**Theorem 4.1** For a given time-segmented database composed of \( T \) transaction databases, a minimum support threshold \( \sigma \), and a frequentness-transitional query \( A \), a ZDD representing all frequentness-transitional itemsets can be obtained in \( O(|A|FZT) \) time, where \( |A| \) is the number of edges in the transition graph of \( A \), and \( F \) (resp., \( Z \)) is the maximum size of ZDD to represent \( F(I(D_1)) \) (resp., \( I(q) \)).

### 4.3 LCM over ZDDs for Large-Scale Itemset Mining

In this subsection, we briefly review the LCM over ZDDs algorithm proposed by Minato et al. [9] to efficiently generate and store a large number of frequent itemsets on the main memory. The algorithm is obtained by attaching ZDD operations in the inside of the LCM algorithm.
LCM_Backtrack($P$: itemset)
1. **Output** $P$
2. For $r \leq n$ to the maximum item in $P+1$ step $-1$
3. If $P \cup \{e\}$ is frequent then LCM_Backtrack($P \cup \{e\}$)

ZDD LCMoZDD($P$: itemset)
1. ZDD $F \leftarrow P$
2. For $r \leq n$ to the maximum item in $P+1$ step $-1$
3. If $P \cup \{e\}$ is frequent then $F \leftarrow F \cup \text{LCMoZDD}(P \cup \{e\})$

Figure 8: Basic structure of LCM and LCM over ZDDs

Table 1: Comparison of LCM over ZDDs with original LCM

| Database Name | #Item | #Transaction | $|P|$, size of $D$ | $\#\text{Min. support}$ | $\#\text{Frequent itemsets}$ | LCM over ZDDs | LCM-count | LCM-dump |
|---------------|-------|--------------|------------------|--------------------------|-------------------------------|-----------------|------------|-----------|
| mushroom      | 119   | 8,124        | 186,852          | 1,000                    | 123,287                       | 500             | 0.50      | 0.49      | 0.64      |
| BMS-Web View-1| 497   | 39,602       | 149,639          | 50                       | 8,192                         | 3,415           | 0.11      | 0.11      | 0.12      |
| BMS-Web View-2| 3,340 | 77,512       | 358,278          | 5                        | 26,946,001                    | 333,091         | 4.84      | 3.62      | 51.28     |
| T1014D100K    | 870   | 100,000      | 1,010,228        | 2                        | 19,361,715                    | 230,977         | 9.68      | 5.69      | 22.66     |
| chess         | 75    | 3,196        | 118,252          | 1,000                    | 29,442,849                    | 53,338          | 197,58    | 197,10    | 248.18    |
| connect       | 129   | 67,557       | 2,904,951        | 40,000                   | 23,981,184                    | 3,067           | 5.42      | 5.40      | 49.21     |
| pumsb         | 2,113 | 49,046       | 3,629,401        | 32,000                   | 7,333,322                     | 5,443           | 60.65     | 60.42     | 75.29     |

(2.4GHz Core2 Duo E6600 PC, 2 GB memory, SUSE Linux 10, GNU C++)

LCM over ZDDs does not touch the core algorithm of LCM, and just generates a ZDD for the solutions (or set of solutions, such as \{a, b\} plus any subset of \{c, d, e\}) obtained using LCM. Figure 8 shows the basic structure of LCM. We omit the description of detailed techniques used in LCM for checking the frequency of each itemset. LCM explores all frequent itemsets in a backtracking (or depth-first) manner, and when a frequent itemset is found, the itemset is appended to the output file one by one. On the other hand, LCM over ZDD constructs a ZDD, which is the union of all the itemsets found in the backtracking search, and finally returns a pointer to the root node of the ZDD. A basic modification is described in Fig. 8.

Recent itemset mining algorithms contain a technique called “equi-support”, which is to find a set of frequent itemsets with the same frequency at once. Specifically, equi-support finds two itemsets $Y$ and $Z$ such that each itemset in $S = \{X \cup Z | X \subseteq Y\}$ has the same frequency. It reduces the computation of the frequency of each itemset in the set, thus we can decrease the computation time if $Y$ is not small. Considerable improvements by equi-support are demonstrated with the experiments in FIMI repository [5]. However, if we output the frequent itemsets to file, we generate each itemset in $S$ and output it to the file, spending a long time even if we find $S$ in a short time. On the contrary, a ZDD allows the addition of such an exponential number of itemsets in one step, in precise with $|Y|$ operations, thus it can drastically reduce memory usage and the computation time. LCM over ZDDs usually takes quite a short time compared with usual itemset mining algorithms that output the frequent itemsets to a file.

Minato et al. demonstrated the performance of LCM over ZDDs [9]. The benchmark datasets, listed in Table 1, were chosen from the FIMI2003 repository [5]. [ZDD] represents the number of ZDD nodes representing all frequent itemsets. “LCM-count” is the computation time of LCM only for counting the number of itemsets (i.e., not output itemsets to a file), and “LCM-dump” is the time for outputting all frequent itemsets to a file (using /dev/null), that corresponds to usual itemset mining algorithms. “LCM over ZDDs” shows the time of LCM over ZDDs.

The computation time of LCM over ZDDs is almost the same as LCM-count, which does not output item-
sets. We can observe that LCM over ZDDs is much more efficient when large numbers of frequent itemsets
are output. The original LCM-dump is known as an output linear time algorithm, but LCM over ZDDs is
much faster than the original one, especially when the 
ZDD size is sub-linear to the number of frequent itemsets.

5 Experimental Results

To evaluate our algorithm, we conducted experiments for the benchmark databases. For example, “BMS-
WebView-1” is known as a set of click streams for an online shopping site. Each transaction shows a set
of visited web pages from one customer’s consecutive action. This dataset consists of 59,602 transactions
without any timing information, but we assume that they are sorted by time, and we partitioned them with
1,000 transactions per segment, i.e., we had 59 segments in total (the last fragment was not used).

We then applied our algorithm to extract the itemsets whose frequencies-occurrence belongs to X. Table 2
lists the results of the number of itemsets and ZDD sizes during the symbolic simulation for “BMS-WebView-
1” with a minimum support ratio ρ = 0.4% and the frequency-transition query X = “L*HHHL*”. We observed that 852 itemsets were finally extracted from
71,307,384,635,297,994,052,129,143,334,162,784,798,18,400 (≈ 7.1.4-10^{44}) of itemsets in FT(D). The total computation
time was less than five seconds, including the execution of LCM over ZDDs. To check the correctness, we con-
firmed that the itemset \{18631, 18643\} is frequent only in \(D_0, D_1\) and \(D_2\). Similarly, \{46293, 46285, 46281\} is frequent only in \(D_0, D_7\) and \(D_9\). This means that we
discovered local events only seen in these time-segments.

Our algorithm can be applied flexibly for various
settings. Table 3 shows the performance for different
datasets, parameters, and frequency-transition queries.

The next experiment was done for investigating the scalability of the algorithm. The scalability of the
mining process is already known in [9], thus we look only at the scalability concerned with the increase in
the number of segment databases. We used the clickstream data “kosarak”, which has 900,000 transactions, for
this experiment. We segmented the database so that each fragment has 1,500 transactions and executed our
algorithm with the same setting as the previous experiment, for 10 to 640 generated databases. The
frequency-transition query was “L*HHHL*” and the minimum support ratio ρ = 0.2%. The results are
listed in Table 4. Against the increase in the number of segment databases, the computation time per segment
database did not increase, thus we can say our algorithm scales to large-scale databases.

We remark that our algorithm repeats the same procedure for each time-segment, so the computation
time is basically linear in \(T\), but it depends on ZDD sizes for representing \(FT(D_i)\)'s and the itemsets on \(q_j\)'s. We
can apply this algorithm for large \(T\) if we appropriately control the ZDD sizes by the minimum support ratio ρ.

6 Conclusions

We proposed a new mining problem called frequency-transi-
tional pattern mining by introducing time-
segmented databases, which are sequences of databases.
We modeled the problem by using a frequency-
transition query, which is a set of sequences composed of symbols meaning “frequent” and “infrequent”,
in the term of regular expressions. Frequency-
transition queries can represent many kinds of signifi-
Table 3: Experimental results for benchmark data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(\rho)</th>
<th>(F_T(D))</th>
<th>#Itemset</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMS-WebView-1</td>
<td>0.5</td>
<td>L<em>HHHL</em></td>
<td>7.21 \times 10^{46}</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>L<em>HHHL</em></td>
<td>7.14 \times 10^{44}</td>
<td>852</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>L<em>HHHL</em></td>
<td>1.18 \times 10^{46}</td>
<td>3.57 \times 10^{44}</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>HH<em>LL</em>HH*</td>
<td>7.21 \times 10^{46}</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>HH<em>LL</em>HH*</td>
<td>7.14 \times 10^{44}</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>HH<em>LL</em>HH*</td>
<td>1.18 \times 10^{46}</td>
<td>39</td>
</tr>
<tr>
<td>BMS-WebView-2</td>
<td>0.4</td>
<td>L<em>HHHL</em></td>
<td>666.64</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>L<em>HHHL</em></td>
<td>9,236.24</td>
<td>1,493</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>L<em>HHHL</em></td>
<td>1.44 \times 10^{48}</td>
<td>38,895</td>
</tr>
</tbody>
</table>

(2.4GHz Core2Duo PC, 2 GB mem., SuSE 10, GNU C++)

Table 4: Experimental results for scalability

| #seg. | \(T\) | \(|F_T(D)|\) | ZDD size of \(F_T(D)\) | #solution | time (sec) | time per #seg |
|-------|-------|-------------|------------------------|-----------|------------|--------------|
| 10    | 37,383,478,401,664 | 12,165 | 1,253 | 1.04 | 0.104 |
| 20    | 147,573,954,513,905,361 | 18,944 | 104 | 1.65 | 0.083 |
| 40    | 147,573,954,513,905,361 | 30,313 | 186 | 3.02 | 0.076 |
| 60    | 147,573,954,513,905,361 | 65,077 | 63 | 6.39 | 0.080 |
| 100   | 182,478,254,596,792,811,136 | 142,507 | 10 | 15.29 | 0.096 |
| 320   | 1311313142758880392424475744 | 255,443 | 7 | 38.93 | 0.122 |
| 640   | 131131314779-82905849059311461 | 656,965 | 4 | 108.94 | 0.170 |

significant/periodical changes in natural ways, thus we hope it will help in the mining tasks of change detections in real-world problems. We also proposed an efficient algorithm for generating ZDDs and the LCM by using ZDD-based symbolic processing of finite automata. Our algorithm performs quite well compared to straightforward algorithms and terminates almost at the same time as the usual itemset mining algorithms.

As mentioned in the introduction, the A priori property does not hold in this kind of problem, so it is hard to prune the search space. Also, closed/maximal itemset mining techniques are not effective for this problem because the frequent/transitional itemsets are not always closed/maximal in each segment of databases. On the other hand, ZDDs provide automatic compressed graph representation for a large number of itemsets, and the compressed representation can be processed and analyzed efficiently using various set operations without decompression.

Future research may be to apply this algorithm to real-world problems and to other pattern mining problems, and consider classes of sequence sets that cannot be represented by regular expressions.

References


