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Abstract

A cascade process involving stripe splitting in reaction-diffusion systems with isotropically growing one-dimensional domains is studied. Such cascades, propagating from a smaller domain to a larger domain, have been proposed as an answer to the criticism that the Turing mechanism lacks robustness because many stable patterns can coexist on a large domain and, therefore, the final state is very sensitive to the initial conditions. In contrast, if the system starts with a small domain, very few stable patterns are possible, which limits the sensitivity to the initial conditions. In order to show the validity and limitations of this scenario, we clarify the underlying mathematical mechanism that drives various types of stripe-splitting via a reduction from partial differential equations to ordinary differential equations, as well as investigating global arrangements of the set of \( n \)-mode stripe branches with \( D_n \)-symmetry of the stripe locations. The mathematical simplification above allows us to reveal how each \( n \)-mode stripe branch is destabilized as the domain grows and to characterize the associated eigenprofiles that actually determine the manner of splitting at the infinitesimal level. We find that all the \( D_n \)-symmetry-breaking instabilities typically occur simultaneously up to leading order before the saddle-node point of the \( n \)-mode stripe branch is reached. The instability with the largest real part is of the alternate type: every other peak splits at the infinitesimal level. A symmetry-preserving instability appears at the saddle-node point, which drives the simultaneous type of splitting, i.e., mode-doubling. Due to competition between these two types of instabilities, the problem depends subtly on the growth speed. Alternate splitting typically arises for slow growth and simultaneous splitting for fast growth. For intermediate growth rates, the manner of splitting becomes mixed and sensitive to fluctuations.
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1. Introduction

The formation of patterns on growing domains is one of the key issues in developmental biology, and self-organized dynamics combined with genetic control is believed to form the core part of the underlying mechanism. For instance, the pigment patterns that are present on growing fish skin [1] represent a remarkable example of the Turing mechanism [2] that can be observed at a macroscopic level; the manner in which stripe splitting and rearrangement occurs...
has attracted much attention [3, 4, 5, 6]. Stripe splitting on a growing domain corresponds to a take-off and landing from one stripe branch to another in solution space. The driving force for this process may originate from instabilities of the solution branches and their global bifurcation structures. In addition to these factors, the most subtle issue to be considered involves the fact that the manner of splitting strongly depends on the speed of domain growth. This is because the strength and type of instability for take-off and landing varies with the speed of growth, hence it is not a priori clear which route the orbit will select among the many possible cascades for a given targeted size of domain. Hereafter, we refer to a $n$-mode stripe pattern (solution) as simply a $n$-stripe pattern (solution).

In this paper we study the cascade processes involved in stripe (pulse) splitting for the reaction-diffusion system described by (1) in isotropically growing 1D domains. Such cascade dynamics have a potential to produce robust dynamics against the selection of initial data and parameters, however the dependency on the growing speed of its dynamics remains open so far. One of our goals is to clarify the relation between the instability mechanism of each stripe and the growing speed. As a domain grows, the solution hops several times from one branch to another, and eventually arrives at a more or less uniquely determined final pattern for the targeted domain. There is a considerable body of literature on this topic. For instance, Crampin et al. [7] showed that a mode-doubling sequence occurs robustly on an exponentially growing domain, i.e., all the stripes split simultaneously and hence their number increases proportionally to $2^n$. Growth-function-dependent pattern formation has been studied [8, 9, 10] and the interaction between domain growth and pattern formation has also been discussed [11]. In addition, biological patterns have been reproduced on growing domains [12, 13, 14]. However, when the speed of growth is sufficiently low, this mode-doubling splitting sequence breaks down and more complex sequences are observed [7]. Figure 1 shows typical splitting sequences on linearly and isotropically growing domains with different growth speeds, based on the Gray-Scott model [15]:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= D_u u_{xx} - uu^2 + A(1-u), \\
\frac{\partial v}{\partial t} &= D_v v_{xx} + uv^2 - (A+k)v, \quad x \in [0, L_0\gamma(t)], \quad t > 0.
\end{align*}
\]

Here, $L_0$ is the initial size of the domain, $c$ is the growth rate, and $L_0\gamma(t)$ is the size of the domain at time $t$. It is known that the Gray-Scott model (1) yields a variety of dynamic patterns including self-replication, as well as the usual pulses and spots on fixed domains [16]. The derivation of the model system (1) and its normalized version on unit interval $[0, 1]$ is given in Section 2. Three different types of splitting are depicted in Fig. 1. Such a delicate dependence on the growth rate is observed not only for our model system, but also for a large class of other reaction-diffusion systems, as discussed in Section 6. We note that asymmetric spot splitting sequences have been observed on a growing domain in two-dimensional space [17]. Barrass et al. [18] have clarified how the breakdown of the mode-doubling sequence occurs by computing a global bifurcation diagram for stripe solutions. However, in the work of [18], as well as in the other literature cited above, no analysis of the alternate splitting that is typically observed on slowly growing domains has been carried out, and the general mechanism of symmetry-breaking splitting dynamics, including the alternate splitting process, remains an open problem.
Figure 1: Three different types of splitting sequences are observed in (1). Type-S: All of the stripes split simultaneously at the second and the third splitting. Type-A: Every other peak splits at the second and the third splitting. Type-M: Mixed splitting, i.e., all of the stripes split at the second splitting and every other peak splits at the third splitting. Type-S and type-A are typically observed for fast and slow growth, respectively, and Type-M for intermediate cases. (a) Typical splitting sequences on linearly growing domains: type-S (growth rate $c = 4.0 \times 10^{-5}$), type-M ($c = 6.0 \times 10^{-6}$) and type-A ($c = 5.0 \times 10^{-7}$). In this plot and hereafter, the profile of the $v$-component is displayed unless otherwise stated. (b) Schematic depiction of splitting sequences. Here, the parameters of (1) were set to $A = 0.22$, $k = 0.041$, $D_v = 2.0 \times 10^3$, $D_v = 1.0 \times 10^2$, and $L_0 = 400$. 
It should be emphasized that it is quite difficult to predict the behavior of solutions based only on information concerning each fixed domain size, as illustrated by Fig. 1. This is because the splitting process also depends heavily on the growth speed. Nevertheless, it is of fundamental importance to understand the existence and stability properties of \( n \)-stripe solutions for a given fixed domain size. Indeed, the manner of the splitting (at least at the onset of the process) is closely linked to the eigenprofile of the eigenvalue with the largest real part, as discussed in Section 4. The main goal of our current study is to show analytically the type of instability that exists as the domain grows for \( n \)-stripe solutions under Neumann or periodic boundary conditions. More precisely, we derive finite-dimensional ordinary differential equations (ODEs) for well-separated stripes near the saddle-node point and we study their stabilities, taking the minimum distance as a bifurcation parameter. We find that \( D_n \)-symmetry-breaking instabilities occur simultaneously up to leading order on the \( n \)-stripe branch, followed by a saddle-node bifurcation as the domain grows. The eigenprofile associated with the eigenvalue of the largest real part alternates in sign. Therefore, every second hump starts to split at the infinitesimal level for each fixed domain size.

The eigenfunction at the saddle-node point, which is \( D_n \)-symmetry preserving, triggers simultaneous splitting: all humps start to split when the domain size is larger than the position of the saddle-node point. It should be noted that these results are model-independent because all information arising from the nonlinearity is embedded in the coefficients of the resulting ODEs (see Section 6.3). We confirm these conclusions numerically for the first few stripe branches of both our model system (1) and an equivalent normalized system (6) (see Section 2). The above results explain a number of important observations. For instance, if the growth rate is very slow then the alternate splitting process can initiate instability and eventually dominate the system. In contrast, when the growth is rapid (for example with an exponential rate), the instability of the simultaneous splitting associated with the saddle-node point dominates the system. Noting that all the unstable symmetry-breaking eigenfunctions are orthogonal to the \( n \)-stripe solution with \( D_n \)-symmetry, it is easily seen that small fluctuations deviating from the \( P_n \)-branch do not grow sufficiently before reaching the saddle-node point when the growth is appropriately fast, such as for type-S growth in Fig. 1. Here, a delicate balance between the different types of instability, growth rate, and external fluctuations is clearly observed. If the above factors are of comparable importance, the resulting dynamics becomes much more complicated; in other words, the winner at the infinitesimal level does not necessarily dominate the dynamics as a whole, and a tiny fluctuation can change the fate of the pattern completely. That is, although pattern formation on growing domains is much more robust than usual Turing mechanism, there is a subtle regime in which it is difficult to control and predict its dynamics. We discuss this issue further in Section 6.

Although we focus on the case of weak interactions in this paper, there are many studies on the existence, stability and pulse-splitting behavior of spike patterns on fixed domains that depend on the interaction strength and the feeding rate. For instance, there is an important class of systems in the semi-strong regime, which has been extensively studied by Doelman, Kaper, and their collaborators [19, 20, 21, 22, 23, 24]; another class is comprised of systems in the pulse-splitting regime, investigated primarily by Kolokolnikov, Ward, and Wei [25, 26] (see also [27, 28, 29, 30]). While the works cited above do not study domain growth problems specifically, they will play a fundamental role in the extension of growth problems to these other regimes. This paper is organized as follows. We introduce our model system, the Gray-Scott model, in the next section. In Section 3, we demonstrate the existence of a parameter regime in which splitting does not occur for any large domain. This is related to the process of pulse-splitting on a line [19, 31, 32, 33] (see also [34]); the saddle-node singularity of the single-pulse branch is the
point of onset of the splitting. In Section 4, we numerically study the global bifurcation structure of stripe patterns, where domain size is the bifurcation parameter. In particular, we focus on how the symmetry-breaking instabilities occur on the \( n \)-stripe branch, as well as locating the saddle-node points. We also compute various types of stripe-splitting associated with these instabilities, including a transition from simultaneous to alternate splitting. In Section 5, we derive a finite-dimensional system for a general \( n \)-stripe pattern from our system of partial differential equations (PDEs). We find that the reduced system inherits most of the essential aspects of the PDE dynamics, and is consistent with the observations made in Section 4. We also show that the eigenmode with the largest real part is of the alternate type. We discuss several issues arising from our study in Section 6, including the response to external perturbations and the robustness of the splitting.

2. Model system

We will derive our model system (1) for a growing domain along the lines proposed by Crampin et al. [7]. The analysis and results that we obtain are not restricted to the Gray-Scott model, and are in fact applicable to a much wider class of equations (see Section 6.3 for details).

The derivation of our model system begins with the conservation law

\[
\frac{d}{dt} \int_{0}^{L(t)} u(x,t)dx = \int_{0}^{L(t)} \left[ -\frac{\partial}{\partial x} j + F(u) \right] dx, \quad x \in [0, L(t)], \quad t > 0,
\]

(2)

where \( L(t) : \mathbb{R} \to \mathbb{R} \) is the domain length at time \( t \), \( u = u(x(t), v(x,t)) \) and \( F(u) = (-uv^2 + A(1-\gamma), uv^2 - (A+\gamma)v) \) are reaction terms, and \( j = -D\partial u/\partial x \) is the flux, where \( D = \text{diag}(D_u, D_v) \) is a diagonal matrix. By using the Reynolds transport theorem, the left-hand side of (2) can be written as

\[
\frac{d}{dt} \int_{0}^{L(t)} u(x,t)dx = \int_{0}^{L(t)} \left[ \frac{\partial u}{\partial t} + \frac{\partial}{\partial x} (\rho u) \right] dx,
\]

(3)

where \( \rho(x,t) \) is the flow due to local growth. From (2) and (3), we have

\[
\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} (\rho u) = D \frac{\partial^2 u}{\partial x^2} + F(u).
\]

In this article, we consider isotropic growth. The flow is determined by

\[
\rho(x,t) = x \frac{\gamma'(t)}{\gamma(t)},
\]

(4)

where the dot denotes the derivative with respect to \( t \), and the domain length \( L(t) = L_0 \gamma(t) \) with \( \gamma(0) = 1 \). The derivation of (4) is given in [7].

On transforming to the unit interval while keeping the same notation \( (x,t) \),

\[
(x,t) \to \left( \frac{x}{L(t)}, t \right).
\]
and we obtain

\[
\begin{aligned}
\frac{\partial u}{\partial t} &= \frac{D_u}{(L_0\gamma(t))^2} u_{xx} - uv^2 + A(1 - u) - \frac{\dot{\gamma}}{\gamma}, \\
\frac{\partial v}{\partial t} &= \frac{D_v}{(L_0\gamma(t))^2} v_{xx} + uv^2 - (A + k)v - \frac{\dot{\gamma}}{\gamma}, \quad x \in [0, 1], \quad t > 0,
\end{aligned}
\]

\[
\frac{d\gamma}{dt} = \Gamma(t),
\]

where we used the following transformation

\[
\frac{\partial u}{\partial t} \rightarrow \frac{\partial u}{\partial t} + \rho \frac{\partial u}{\partial x}.
\]

In the case of linear growth, i.e., \( \Gamma(t) = c \) \((c > 0)\), we have

\[
\gamma(t) = 1 + ct,
\]

and for exponential growth, i.e., \( \Gamma(t) = c'\gamma(t) \) \((c' > 0)\),

\[
\gamma(t) = e^{c't}.
\]

The exponential growth function has been used a lot in previous works [7, 10, 17]. In this paper we mainly focus on the linear growth case which is suitable to see the effect of growth speed on splitting dynamics.

Because \( \dot{\gamma} = c'\gamma \) holds for exponential growth, the dilution terms \( uv/\gamma \) and \( v\dot{\gamma}/\gamma \) become \( c'u \) and \( c'v \), respectively. Therefore, these terms can be incorporated into the kinetics part. In the case of linear growth, the dilution terms depend on \( t \) and may affect the evolution of the system; however, they do not play an important role in our setting. This is because, firstly, we consider slow growth with \( \dot{\gamma}/\gamma \) in the range from \( O(10^{-6}) \) to \( O(10^{-5}) \), and \( 0 \leq u, v < 2 \). Secondly, when \( u \) is a solution on the \( n \)-mode branch, the dilution terms are orthogonal to the instability directions. That is, \( \langle u\dot{\gamma}/\gamma, \chi^* \rangle_{L^2} = \langle \gamma/u, \chi^* \rangle_{L^2} = 0 \) for any symmetry-breaking eigenfunction \( \chi^* \) on the \( n \)-mode branch, and hence the dilution terms have little influence over the orbital selection among the cascades of routes (see Remark 1 in Section 4). Indeed, it is confirmed that numerical results are qualitatively the same whether or not these terms are included in the model systems, even for delicate case that \( \dot{\gamma} \) is relatively large as shown in type-S in Fig.1.

Therefore, in this article we employ the following model system for analyzing the splitting phenomena on growing domains:

\[
\begin{aligned}
\frac{\partial u}{\partial t} &= \frac{D_u}{(L_0\gamma(t))^2} u_{xx} - uv^2 + A(1 - u), \\
\frac{\partial v}{\partial t} &= \frac{D_v}{(L_0\gamma(t))^2} v_{xx} + uv^2 - (A + k)v, \quad x \in [0, 1], \quad t > 0,
\end{aligned}
\]

\[
\frac{d\gamma}{dt} = \Gamma(t),
\]

\[6\]
The system (6) can be written as a two-component reaction-diffusion system with time-dependent diffusion coefficients [7]. For example, the diffusion terms of \( u \) and \( v \)-component for linear growth become \( D_u/L_0^2(1 + ct)^2 \) and \( D_v/L_0^2(1 + ct)^2 \), respectively. The parameters in (6) were set to \( A = 0.22, D_u = 2.0 \times 10^3, D_v = 1.0 \times 10^2, \) and \( L_0 = 400 \). The constant \( k \) is a control parameter. The time step was set to \( \Delta t = 0.1 \) and the spatial mesh size was \( \Delta x = 2.0 \times 10^{-3} \). A semi-implicit scheme was used for the time integrations, and the Neumann boundary condition was imposed. We note that numerical results similar to those shown in Section 3 and 4 can be observed also for periodic boundary condition.

In the subsequent numerical simulations, except for those involving path-tracking in Section 4, noise is added to both \( u \) and \( v \) at each iteration in order to avoid artifacts arising from the numerical schemes. The amplitude of the noise was uniformly distributed between \( -0.5 \times 10^{-4} \) and \( 0.5 \times 10^{-4} \), which is sufficiently smaller than the parameters \( A \) and \( k \) in the kinetics of (6) and larger than the dilution terms. The noise was generated by the minimal random number generator of Park and Miller with Bays-Durham shuffle and added safeguards [35].

3. Absence of stripe splitting

It is instructive to consider cases where a stripe does not split, even when the domain size becomes arbitrarily large. As is well known [19, 16, 25, 31, 36], pulse (or spot) splitting can be observed in the extended system in the absence of domain growth, a phenomenon that is often referred to as the self-replication of patterns (Fig.2). It has been shown numerically that a saddle-node bifurcation for a single stripe on the whole line is responsible for this type of splitting [31].

A bifurcation diagram of a 1-stripe solution with respect to \( k \) that was obtained numerically under the Neumann boundary conditions is shown in Fig.3(a). Although this diagram was obtained for a finite but large system size, a qualitatively similar diagram can be obtained for the extended case. When the domain length is \( L \), the value of the saddle-node point \( k_c(L) \) for the 1-stripe solution under Neumann or periodic boundary conditions is a monotonically increasing function of \( L \) when \( L \) is sufficiently large [32]. Let us denote the location of the saddle-node point for an infinite domain by \( k_c \). It is numerically confirmed that \( k_c \approx 0.046176 \). The criterion for the occurrence of splitting in an extended system is that it occurs (does not occur) when \( k \) is smaller (larger) than \( k_c \) ([25, 31, 32]). In other words, when \( k \) is larger than \( k_c \), a stable stripe exists for any large domain size and it converges to the homoclinic stripe solution for the same \( k \) as the domain size tends to infinity (see the caption of Fig. 3 for the mechanism of the stripe-splitting). Therefore, a necessary condition for the occurrence of stripe-splitting on growing domains is that \( k \) should be smaller than \( k_c \). In fact, if we take \( k = 0.048 > k_c \) for our model system, then no splitting occurs for the 1-stripe solution for any large domain as shown in Fig.4. On the other hand, when \( k < k_c \) is appropriately chosen and the size of the domain is small, there exits a stable branch of 1-stripe, but it can be destabilized as domain grows. The issue in the following sections is to study when and how each stripe is destabilized on growing domains.

4. Global bifurcation diagram and linearized criterion

In this section we consider how stripe-splitting is driven by the global arrangement of branches of all relevant stripe patterns and by their stability properties for each fixed size of domain under Neumann boundary conditions. In the following treatment, \( P_n \) denotes the stationary \( n \)-mode
branch in the product space \( \{ \gamma \in \mathbb{R} \} \times L^2(0, 1) \). A global viewpoint is indispensable in order to predict the manner of splitting. For instance, suppose that the \( n \)-stripe pattern is destabilized and that its leading linearized spectrum indicates a deformation from the \( n \)-stripe pattern to a \( m \)-stripe pattern \((n < m)\). If there is no stable part of the \( m \)-stripe branch for the associated domain size, then this transition does not occur even though the orbit starts to deform infinitesimally in that direction. As will be shown shortly, the solution profile is almost orthogonal to the unstable eigenspace associated with the largest eigenvalue, so the component projected onto this eigenspace is very small. Therefore, it takes a rather long time for such a disturbance to grow, during which period the domain size changes by a finite amount; another instability, arising from a saddle-node bifurcation, may meanwhile appear in a non-orthogonal direction and eventually drive the orbit in a different direction. A more detailed discussion from the viewpoint of bifurcation with \( D_n \)-symmetry will be given in the next section. Information about the location of all the stripe patterns, their linearized stabilities, and the connection properties of their unstable manifolds for each fixed size of domain is essential for understanding the dynamics on growing domains. However, because of the growth effect, this information is not sufficient to predict the behavior of the orbit, even if the initial data are known precisely. There is subtle competition between the unstable modes and the growth speed before the targeted domain size is reached, and the local winner in space and time is not always the final winner.

4.1. Geometric arrangement and stability of multi-stripe branches with respect to domain size

Here, we will numerically investigate the geometric arrangement and stability of multi-stripe patterns using (6), taking the domain size \( \gamma \) as the bifurcation parameter. As mentioned in Section 3, in order to observe splitting on a finite domain under Neumann or periodic boundary conditions, it is necessary that \( k < k_c \). Let \( \tilde{k}_c(\gamma) \) be the value of the saddle-node point for the 1-stripe solution when \( L = L_0 \gamma \). In the case of finite domain size, \( \tilde{k}_c(\gamma) \) is a monotonically increasing function of \( \gamma \) when \( \gamma \) is sufficiently large [32]. In this section, we assume that \( \tilde{k}_c(\gamma(0)) < k < k_c \)
Figure 3: (a) Bifurcation diagram of a stationary single-stripe solution for $L = 1.5 \times 10^3$. A saddle-node point exists at $k = k_c \approx 0.04618$. (b) Profiles of the unstable single stripe on the lower branch at $k = 0.0466$ and $(\varphi_u, \varphi_v)$ denotes the profiles of the leading unstable eigenfunction. The $v$-component $\varphi_v$ has a dent in the middle that drives the splitting. (c),(d) Response of the unstable single stripe towards negative and positive perturbations of the unstable direction, respectively. By adding a small, positive, constant multiple of the eigenvector to the unstable solution, the stripe begins to split. For a negative perturbation, the system settles on the upper, stable branch. Note that the reference profile of the eigenfunction is depicted in (b) for the sign convention of perturbations. When the model parameter $k$ is moved away from the saddle-node point, the stripe solution initially behaves in stable fashion and then begins to split, guided by the family of unstable manifolds of the unstable branch.
and we take the 1-stripe solution as initial data; we fix $k = 0.041$. Furthermore, in the following numerical simulations, the Neumann boundary conditions are imposed at both ends.

The continuation of stationary solution branches was performed using the Newton method and the resulting bifurcation diagram of $P_n$ for $n = 1, 2, \cdots, 5$ is shown in Fig. 5. In what follows we do not specify $n$, the value of which will be clear from the context and the relevant figures. Because the boundary conditions are of the Neumann type, once $P_1$ exists, so do $n$-stripe solutions (for arbitrary $n$) for sufficiently large domains. This can be seen by increasing $\gamma$ and using a reflection argument. The branch $P_n$ retains $D_n$-symmetry when regarded as a solution on the circle [37]. Many asymmetric stationary solutions arise from $n$-stripe solutions via symmetry-breaking bifurcations that are not shown here.

Looking at Fig. 5, each $n$-stripe branch has a saddle-node point $SN_n$, and the $n$-stripe solutions ($n \geq 2$) lose stability at the $D_n$-symmetry breaking bifurcation points $BP_n$ that are found before $SN_n$, whereas the 1-stripe solution loses stability only at $SN_1$. Hereafter, the $i$-th largest eigenvalue corresponding to $P_n$ between $BP_n$ and $SN_n$ is referred to as $\lambda_{i,n}$, and the eigenfunction corresponding to $\lambda_{i,n}$ is referred to as $\phi_{i,n}$. We show numerically in Section 4.4 how $BP_n$ and $SN_n$ affect the dynamics of the stripe-splitting and we study the dependence on growth rate.

4.2. Spectral behavior along the n-stripe branch

The behavior of the eigenvalues of the 2-stripe and 3-stripe solutions near a saddle-node point are shown in Figs. 5(d) and (e). There are two real eigenvalues near the origin for the 2-stripe solution. The eigenvalues that cross the imaginary axis at $BP_2$ and $SN_2$ correspond to asymmetric and symmetric instabilities, respectively. Because $BP_2$ is a $D_2$-symmetry breaking bifurcation, the eigenfunction corresponding to $BP_2$ is orthogonal to $P_2$ [37]. That is, $\langle \phi_{1,2}, P_2 \rangle_{L^2} = 0$, where $\langle \cdot, \cdot \rangle_{L^2}$ denotes the $L^2$ inner product. The eigenfunction that corresponds to $SN_2$ is not orthogonal to $P_2$.

For the 3-stripe solutions, three real eigenvalues exist near the origin. Two of these cross the imaginary axis at $BP_3$ at almost the same time and the other crosses the axis at $SN_3$, i.e., $BP_3$ is a degenerate bifurcation point. In fact, we will show in Section 5 that the bifurcation point $BP_n$ of the principal part for the reduced system is degenerate for $n \geq 3$. Because $BP_3$ corresponds to a $D_3$-symmetry breaking bifurcation, the eigenfunctions corresponding to $BP_3$ ($\phi_{1,3}$ and $\phi_{2,3}$) are orthogonal to $P_3$. The eigenfunction $\phi_{3,3}$ corresponding to $SN_3$ is not orthogonal to $P_3$. 

![Figure 4: Evolution of (6) on linearly growing domain for $c = 1.0 \times 10^{-3}$ and $k = 0.048 > k_c$, where $k_c$ is the saddle-node point for an infinite domain. The horizontal axis represents the domain size $\gamma$.](image-url)
We performed similar numerical treatments for the 4-stripe and 5-stripe solutions, and found eigenvalues and eigenfunctions with the following properties.

(I) The symmetry breaking bifurcation $\text{BP}_n$ occurs before $\text{SN}_n$. The $n - 1$ eigenvalues of $P_n$ cross the imaginary axis at almost the same time, and the order of the eigenvalues does not change between $\text{BP}_n$ and $\text{SN}_n$.

(II) The eigenfunctions corresponding to $\text{BP}_n$, $\varphi_i^n$ ($i = 1, 2, \ldots, n - 1$), are orthogonal to $P_n$; the eigenfunction corresponding to $\text{SN}_n$, $\varphi^n_n$, is not orthogonal to $P_n$.

(III) The distance between $\text{BP}_j$ and $\text{SN}_j$ is an increasing function of $j$.

The third property above will become important when we discuss the competition between unstable modes and growth speed. As this distance increases, there is a greater probability that splitting of the alternate type will be observed.

4.3. Global connection of stable and unstable manifolds

In order to clarify the behavior of the solution when starting from the neighborhood of an unstable $n$-stripe branch, we now numerically investigate the global behavior of the unstable manifolds that emanate from an $n$-stripe branch. In particular, we focus on the cases where $\gamma$ is between $\text{BP}_n$ and $\text{SN}_n$, and near $\text{SN}_n$.

The global behavior of the unstable manifolds when $\gamma$ is between $\text{BP}_2$ and $\text{SN}_2$ is calculated by adding a small perturbation of the eigenfunction $\varphi_2^1$ (Fig.6(b)), which corresponds to the positive eigenvalue. When a negative (positive) perturbation is added, it is observed that the left-hand (right-hand) stripe splits, and the solutions converge to the stable $P_3$ configuration (Figs. 6(c) and (d)). In contrast, a numerical treatment of $\varphi_2^2$ at $\text{SN}_2$ confirms that the unstable manifold emanating from $\text{SN}_2$ is connected to the stable $P_4$ solution (Fig. 6(f)). Although two unstable modes, $\varphi_1^2$ and $\varphi_2^2$, exist to the right of $\text{SN}_2$ (see Fig. 5(d)), simultaneous splitting is always observed, irrespective of the order of the eigenvalues, because the instability corresponding to $\varphi_2^2$ grows much faster than that corresponding to $\varphi_1^2$ as a result of orthogonality (see property (II) in Section 4.2).

As mentioned in Section 4.1, there exist two unstable modes for the 3-stripe solution, $\varphi_1^3$ and $\varphi_2^3$ (Fig.7(a)). As a result, four different types of splitting behavior can be observed. By adding small positive and negative perturbations of $\varphi_1^3$ and $\varphi_2^3$ to $P_3$, we observe the splitting sequences shown in Figs. 7(b)-(e). For the cases Figs. 7(b), (d) and (e), the transitions from $P_3$ to $P_5$ are observed. On the other hand, for the case Fig. 7(c), the transition from $P_3$ to $P_4$ is observed. However, because the order of the eigenvalues does not change between $\text{BP}_3$ and $\text{SN}_3$ (see property (I) above) and both unstable eigenfunctions are orthogonal to $P_3$, we generically observe the two types of splitting associated with $\varphi_1^3$ (Figs. 7(b) and (c)). As for the case of $P_3$, simultaneous splitting can be observed to the right of $\text{SN}_3$, giving rise to transient dynamics from a 3-stripe to a 6-stripe solution as shown in Fig.7(f).

From similar numerical treatment of $n = 4$ and $n = 5$ systems, we find that alternate splitting is typically observed when $\gamma$ is between $\text{BP}_n$ and $\text{SN}_n$, whereas simultaneous splitting is observed for $\gamma$ larger than $\text{SN}_n$. That is, we obtain the following prediction for a general $n$-stripe configuration:

(IV) The most unstable mode $\varphi_1^n$ between $\text{BP}_n$ and $\text{SN}_n$ is responsible for alternate splitting and the instability $\varphi^n_n$ is responsible for simultaneous splitting.
Figure 5: (a) Global bifurcation diagram of $P_n$. Solid (dotted) lines indicate stable (unstable) branches. (b) Magnified view of (a) near the saddle-node point of the 2-stripe solution. The symmetry-breaking bifurcation ($BP_2$) occurs at $\gamma \approx 2.06$ and the saddle-node (symmetry-preserving) bifurcation ($SN_2$) occurs at $\gamma \approx 2.062$. (c) Magnified view of (a) near the saddle-node point of the 3-stripe solution. The symmetry-breaking bifurcation ($BP_3$) occurs at $\gamma \approx 3.086$ and the saddle-node (symmetry-preserving) bifurcation ($SN_3$) occurs at $\gamma \approx 3.09$. (d),(e) Behavior of the eigenvalues of $P_2$ and $P_3$, respectively.
Figure 6: (a), (b) Profiles of $P_2$ and $\varphi_2^1$ at BP$_2$. (c), (d) Response of unstable $P_2$ to negative and positive perturbations of $\varphi_2^1$, respectively. (e) Profile of $\varphi_2^2$ at SN$_2$. (f) Response of unstable $P_2$ to a positive perturbation of $\varphi_2^2$. 
Figure 7: (a) Profiles of $P_3$ and $\phi_j^3$ ($j = 1, 2$) for $\gamma$ between BP$_3$ and SN$_3$ ($\gamma = 3.0866$), and $\phi_3^3$ for $\gamma$ at SN$_3$ ($\gamma = 3.0901$). (b),(c) Response of $P_3$ to small negative and positive perturbations of $\phi_1^3$, respectively. (d),(e) Response of $P_3$ to negative and positive perturbations of $\phi_2^3$, respectively. (f) Response of $P_3$ to positive perturbations of $\phi_3^3$. 
4.4. Stripe splitting on growing domains

When the domain growth rate is small enough and the solution is sufficiently close to a stable n-stripe branch, a linear stability analysis of the n-stripe solutions investigated in subsections 4.1-4.3 gives us fundamental information about when splitting instabilities begin and how unstable n-stripe solutions initially deform. That is, when $c$ is sufficiently small, splitting starts when $\gamma(t)$ reaches $BP_n$ and the deformation of the solution can be characterized by the eigenform corresponding to the most unstable mode of $BP_n$. Figure 8(a) shows a solution trajectory for $c = 5.0 \times 10^{-7}$ when $\gamma$ increases sufficiently slowly. As predicted from the linear stability analysis, instabilities of the alternate type occur when $\gamma$ lies between $BP_2$ and $SN_2$, and between $BP_3$ and $SN_3$ (see property (IV)).

When the domain growth rate is comparable to or faster than the time-scale of the splitting instability, a linear stability criterion is insufficient to predict the splitting sequence. When the domain growth rate increases to $c = 4.0 \times 10^{-5}$, the solution orbit $\gamma(t)$ passes through the unstable region between $BP_n$ and $SN_n$ before asymmetric splitting occurs, and simultaneous splitting eventually takes place at the second and third splitting points near $SN_2$ and $SN_4$, as shown in Fig. 8(d).

It should be noted that, when $\gamma$ is larger than $SN_n$, the instability associated with $SN_n$ dominates the dynamics, irrespective of the order of unstable eigenvalues, because $BP_n$ is an instability of the $D_n$-symmetry-breaking type and orthogonal to $P_n$ (see property (II)).

It is apparent that the frequency of alternate splitting increases as the time $\gamma(t)$ spent in the unstable regions between $BP_n$ and $SN_n$ increases. Therefore, because of property (III), the transition from simultaneous to alternate splitting in the case of linear growth functions tends to occur more often as $n$ increases, at least at the infinitesimal level. This indicates that a transition from alternate splitting to simultaneous splitting cannot generally be observed for linearly growing domains.

Remark 1. Because $P_n$ is orthogonal to $\varphi^j_n$ for $j = 1, 2, \ldots, n - 1$, we have that $\langle \dot{\gamma}/\gamma P_n, \varphi^j_n \rangle = \dot{\gamma}/\gamma \langle P_n, \varphi^j_n \rangle = 0$ holds for $j = 1, 2, \ldots, n - 1$. This indicates that the dilution terms in (5) have almost no influence on the symmetry-breaking instabilities when the orbit is sufficiently close to the $P_n$ branch. That is, the alternate splitting remains dominant at the infinitesimal level between $BP_n$ and $SN_n$, regardless of the existence of the advection terms.

In Section 5, we show that the properties (I) to (IV) are valid under appropriate conditions by applying a reduction method to well-separated 1-stripe solutions. The resulting ODE analysis can also be extended to cases with periodic boundary conditions.

5. Stripe interaction approach to growing domain problem

We first consider the dynamics of well-separated 1-stripe patterns on an infinite domain near a saddle-node point such that consideration of the domain size parameter $\gamma$ is unnecessary, and we then reduce the PDE dynamics to a problem involving ODEs. Next, we formulate ODEs for well-separated 1-stripe patterns on a sufficiently large finite domain, using the Neumann or periodic boundary conditions. We then study their spectral behavior as the domain size is increased.

Let us consider the $M$-component system of the form.

$$u_t = \bar{A}(u, \kappa), \ t > 0, \ x \in \mathbb{R}^1,$$

(7)
Figure 8: (a) Trajectory of solution for $c = 5.0 \times 10^{-7}$. The trajectory moves along the stable parts of the branches as $\gamma(t)$ increases, then jumps when $\gamma(t)$ lies between BP$_n$ and SN$_n$ ($n = 2, 3$). (b),(c) Magnified views of (a) near SN$_2$ and SN$_3$. (d) Trajectory of splitting sequence for $c = 4.0 \times 10^{-5}$. Splitting occurs when $\gamma$ is larger than SN$_n$ ($n = 1, 2, 4$).
where \( u := (u_0, u_1, \ldots, u_{M-1}) \in X := \{ L^2(\mathbb{R}^1) \}^M \) with the norm \( \| \cdot \| \), \( \mathcal{A}(u; \kappa) := Du_x + F(u; \kappa) \) and \( \kappa \in \mathbb{R}^1 \) is a bifurcation parameter. \( D := \text{diag}(d_0, d_1, \ldots, d_{M-1}) (d_i \geq 0) \) is an \( M \times M \) diagonal matrix. We assume (S1)-(S6) with respect to 1-stripe solution on infinite domain, and derive the finite dimensional dynamics as shown in (9) and its principal part (10). All the assumptions can be checked, at least numerically, for the Gray-Scott model (see Remark 2 and [31, 32, 38]).

**(S1)** \( u = 0 = (0, 0, \ldots, 0) \in X \) is a stable equilibrium of (7) in a neighbourhood of \( \kappa = \kappa_c \) (see (S2) for the definition of \( \kappa_c \)). That is, \( \mathcal{A}(0; \kappa) \equiv 0 \) and all the spectrum of the linearized operator \( \mathcal{A}'(0; \kappa) \) lie to the left of the imaginary axis.

For the Gray-Scott model, \((u, v) = (1, 0)\) should be shifted to \((0, 0)\). The assumption (S1) is used in the proof of Proposition 2 in the Appendix (see [38]).

**(S2)** The system (7) has a family of stationary solutions parametrized by \( \kappa \) with a saddle-node bifurcation point at \( \kappa = \kappa_c \). The solution \( P(x, \kappa) \) at \( \kappa = \kappa_c \) has \( \mathbb{Z}_2 \)-symmetry with respect to inversion \( x \rightarrow -x \), namely an even function, and there exists \( \alpha > 0 \) and \( a = (\hat{a}_0, \hat{a}_1, \ldots, \hat{a}_{M-1}) \in \mathbb{R}^M \) such that \( P(x) \rightarrow a e^{-\alpha |x|} (x \rightarrow \pm \infty) \).

Let \( \tilde{L} \) be the linearized operator of (7) at the saddle-node point, that is \( \tilde{L} := \mathcal{A}'(P(x), \kappa_c) \). Let \( \xi(x) \) be an eigenfunction at the saddle-node point associated with zero eigenvalue, i.e., \( \tilde{L} \xi = 0 \), then \( \xi \) inherits the \( \mathbb{Z}_2 \)-symmetry of \( P(x) \) and satisfies the following asymptotic behavior \( \xi(x) \rightarrow b e^{-\alpha |x|} (x \rightarrow \pm \infty) \), where \( b = (\hat{b}_0, \hat{b}_1, \ldots, \hat{b}_{M-1}) \in \mathbb{R}^M \). Note that there always exists an eigenfunction \( P_\alpha(x) \) associated with zero eigenvalue coming from the translation invariance, but it does not inherit the \( \mathbb{Z}_2 \)-symmetry. Next we assume that the above saddle-node bifurcation is primary.

**(S3)** Let \( \Sigma \) be the spectrum of \( \tilde{L} \). \( \Sigma \) consists of two sets \( \Sigma_0 = \{ 0 \} \) and \( \Sigma_1 \subset \{ z \in \mathbb{C} : \text{Re}(z) < -\rho_0 \} \) for a \( \rho_0 > 0 \), where \( \Sigma_1 \) corresponding to eigenspace consisting of \( P_\alpha(x) \) and \( \xi(x) \).

We consider (7) in the neighborhood of \( \kappa = \kappa_c \). Suppose \( \kappa = \kappa_c + \eta \) (where \( \eta \in \mathbb{R} \) is a sufficiently small parameter) and rewrite (7) as

\[
u_x = \mathcal{A}(u) + \eta g(u),
\]

where \( \mathcal{A}(u) := \mathcal{A}(u; \kappa_c) = Du_x + F(u) \), \( F(u) := \mathcal{F}(u; \kappa_c) \) and \( g(u) := (\mathcal{A}(u; \kappa_c + \eta) - \mathcal{A}(u))/\eta \). For (6), \( u = (u, v) \) and \( g(u) = (0, -v) \).

Let \( \tilde{L}' \) be the adjoint operator of \( \tilde{L} \), then there exist two adjoint eigenfunctions \( \phi' \) and \( \xi' \) associated with the zero eigenvalue of \( \tilde{L}' \), which inherit the same symmetric properties of \( P_\alpha \) and \( \xi \), i.e., \( \phi'(\xi') \) is an odd (even) function. They also satisfy

\[
\phi'(x) \rightarrow \pm e^{-\alpha |x|} a^*, \quad \xi'(x) \rightarrow e^{-\alpha |x|} b^*
\]
as \( x \rightarrow \pm \infty \), where \( a^* = (\hat{a}_{0}^*, \hat{a}_{1}^*, \ldots, \hat{a}_{M-1}^*) \in \mathbb{R}^M \) and \( b^* = (\hat{b}_{0}^*, \hat{b}_{1}^*, \ldots, \hat{b}_{M-1}^*) \in \mathbb{R}^M \).

Let \( M_0 = 2\alpha \langle D a, a' \rangle, \quad M_0 = -2\alpha \langle D a, b' \rangle, \quad M_1 = 2\alpha \langle D b, a' \rangle, \quad M_1 = -2\alpha \langle D b, b' \rangle \), and \( M_2 = -M_0/M_0 \langle g(P), \xi' \rangle_{L^2} \), then

**(S4)** \( M_0, M_0, M_1, \) and \( M_1 \) are positive.

Note that \( \langle P_\alpha, \xi' \rangle_{L^2} = \langle P_\alpha, \phi' \rangle_{L^2} = 0 \) hold because of the symmetry and \( \phi', \xi, \) and \( \xi' \) are uniquely determined by the following normalizations:

\[
\langle P_\alpha, \phi' \rangle_{L^2} = 1, \quad \langle \xi, \xi' \rangle_{L^2} = \frac{M_0 M_1}{\alpha M_0^2}, \quad \langle F''(P)\xi, \xi' \rangle_{L^2} = \frac{2M_0}{M_0}.
\]
It turns out that the sign of $M_2$ determines on which side of $\kappa_c$ the branches exist (see Section 5.2 for details). For definiteness we assume here that single 1-stripe branches on infinite domain exist for $\kappa > \kappa_c$, namely

(S5) $M_2 > 0$

For the case $M_2 < 0$, the same argument works after change of variables $\kappa \rightarrow -\kappa$.

**Remark 2.** It has been confirmed numerically that the 1-stripe solution of the Gray-Scott model satisfies the assumptions (S1)-(S6) in Section 5.2. This also holds for the Gierer- Meinhardt model as discussed in Section 6.3. In fact, the bifurcation diagram Fig. 3(a) shows numerically that (S3) holds for the Gray-Scott model.

### 5.1. Weak interaction of stripes

Here we introduce a new parameter $\delta$ via $h_j$, which now represents the size of the domain instead of $\xi$. We consider the interaction of $N$ stripes near the saddle-node point. Let

\[
P(x; h) := \sum_{j=0}^{N-1} P(x - x_j),
\]

\[
\xi(x; h, r) := \sum_{j=0}^{N-1} r_j \xi(x - x_j),
\]

\[
S(x; h, r) := \sum_{j=0}^{N-1} [P(x - x_j) + r_j \xi(x - x_j)] = P(x; h) + \xi(x, h, r),
\]

where $h_j(t) := x_j(t) - x_{j-1}(t)$, $x_j(t) := x_0(t) + \sum_{i=1}^j h_i(t)$ $(j \geq 1)$, $h := (h_1, h_2, \ldots, h_{N-1}) \in \mathbb{R}^{N-1}$ and $r := (r_0, r_1, \ldots, r_{N-1}) \in \mathbb{R}^N$ is the amplitude vector for $\xi$. We define the translation operator $\Xi$ as $\Xi(\ell; u) := u(x - \ell)$ and define a set a quantity

\[
\delta(h) := \sup_{x \in \mathbb{R}^1} |\Re(P(x; h))|.
\]

We note that $\delta(h) = O(e^{-\alpha \min h})$ by (S2), where $\min h := \min[h_1, h_2, \ldots, h_{N-1}]$.

We define $q := (q_0, q_1, \ldots, q_{N-1}) \in \mathbb{R}^N$ with $q_j := x_j - (\bar{x} + jh)$ $(j = 0, \ldots, N - 1)$, which measures the deviation from the equally spaced configuration with distance $h$. The values of $\bar{x}$ and $\bar{x}$ will be given later (see Fig. 9). For convenience, we define $\tilde{\delta} := \exp(-\alpha \bar{h})$. We then obtain explicit forms of the equations for $q$ and $r$.

**Theorem 1.** Assume that assumptions (S1)-(S4) hold. There exist $h^* > 0$ and $r^* > 0$ such that as long as $\min h(t) > h^*$ and $\max |r| < r^*$, then

\[
\begin{align*}
\dot{q}_j &= \frac{\alpha M_0}{M_1} \left( q_j^2 - \eta M_2 + M_0 \tilde{\delta} r_j - M_0 \tilde{\delta} \right) - \frac{M_0}{M_0} \tilde{\delta} \dot{\delta} + o(\delta^2 + |r|^3 + |\eta|^{3/2}), \\
\dot{r}_j &= -\mathcal{H}_j(h) + \mathcal{G}_j(h, r) + O(\tilde{\delta}^2 + |r|^3 + |\eta|^{3/2}).
\end{align*}
\]

Where $\mathcal{H}_j(h)$ and $\mathcal{G}_j(h, r)$ are defined in (5.25) and (5.26) respectively.
hold for a constant $M_2$. $\mathcal{H}_j$, $\tilde{\mathcal{H}}_j$, $G_j$ and $\tilde{G}_j$ are represented by

$$\mathcal{H}_j(h) := M_0(e^{-ah_{j+1}} - e^{-ah_j})(1 + O(e^{-\gamma \min h})),$$
$$\tilde{\mathcal{H}}_j(h) := M_0(e^{-ah_{j+1}} + e^{-ah_j})(1 + O(e^{-\gamma \min h})),$$
$$G_j(h, r) := M_1(r_{j+1} e^{-ah_{j+1}} - r_j e^{-ah_j})(1 + O(e^{-\gamma \min h})), $$
$$\tilde{G}_j(h, r) := M_1(r_{j+1} e^{-ah_{j+1}} + r_j e^{-ah_j})(1 + O(e^{-\gamma \min h})).$$

where $h_0 = h_N = \infty$ and $\gamma' > 0$.

In the above theorem, the domain is infinite, therefore we impose $h_0 = h_N = \infty$. By taking $h_0$ and $h_N$ appropriately, we can describe the dynamics of $N$ stripes on the finite interval $[0, L]$ with Neumann or periodic boundary conditions. In fact, we take $h_0 = 2x_0$ and $h_N = 2(L - x_{N-1})$ for the Neumann boundary condition and $h_0 = h_N = x_0 - (x_{N-1} - L)$ for periodic boundary condition. Hereafter we set to $\bar{h} = L/N$ and $\bar{x} = \bar{h}/2$. As long as $|q_j|$ are sufficiently small, $e^{-ah_j} = e^{-\alpha(q_j - q_{j+1})} + O(\delta |q|^2)$ hold. Thus, the dynamics of the well-separated stripes are described by the following equations.

$$\begin{align*}
q_j &= -H_j(q; \delta) - G_j(r; \delta) + O(\delta^2 + |r|^3 + |\eta|^3 + (|q| + |r|)\delta^{1+\gamma'}), \\
\dot{r} &= \frac{\alpha M_0}{M_1} (r_j^2 - \eta M_2 + M_0 \delta r_j - \tilde{\mathcal{H}}_j(q; \delta) - \tilde{G}_j(r; \delta)) \quad (j = 0, 1, \ldots, N-1) \\
&\quad + o(\delta |r|) + O(\delta^2 + |r|^3 + |\eta|^3 + (|q| + |r|)\delta^{1+\gamma'}) ,
\end{align*}$$

hold. $H_j$, $\tilde{H}_j$, $G_j$ and $\tilde{G}_j$ are represented by

$$\begin{align*}
H_j(q; \delta) := -\alpha M_0(q_{j+1} - 2q_j + q_{j-1}) \delta \quad (j = 0, 1, \ldots, N-1), \\
\tilde{H}_j(q; \delta) := -2M'_0 \delta + \alpha M_0(q_{j+1} - q_{j-1}) \delta \quad (j = 0, 1, \ldots, N-1), \\
G_j(r; \delta) := M_1(r_{j+1} - r_j) \delta \quad (j = 0, 1, \ldots, N-1), \\
\tilde{G}_j(r; \delta) := \frac{M_0 M_1}{M_0} (r_{j+1} + r_j) \delta \quad (j = 0, 1, \ldots, N-1),
\end{align*}$$

where $M'_0 = M_0 + O(\delta^{1+\gamma'/2})$. We have $q_{-1} = -q_0$, $q_N = -q_{N-1}$, $r_{-1} = r_0$, and $r_N = r_{N-1}$ for Neumann boundary conditions. For periodic boundary conditions, we have $q_{-1} = q_{N-1}$, $q_N = q_0$, $r_{-1} = r_{N-1}$, and $r_N = r_0$. Since $M_0$ is positive from (S4), $M'_0 > 0$ for sufficiently small $\delta$. The proof of Theorem 1 is given in the Appendix.

5.2. Principal part of ODEs

When the diffusion ratio $D_v/D_u$ increases for a 2-component system such as (1), the tail of the $v$-component of $P$ decays much faster than that of the $u$-component. In such a case, the interaction between neighboring stripes through the tail of the $v$ component is negligible. In this subsection, we assume that only one component, say $u_0$, decays slower than the others. The principal part of (9) then has a simpler form and allows us to compute the stability properties in greater detail. Here, we make the following assumption.
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The α̃s for notational convenience, are given by $N$ and $\tilde{N}$.

By (S6), we have

$$\langle Da, a^* \rangle = d_0 \tilde{a} \tilde{a}_0^*,$$

$$\langle Da, b^* \rangle = d_0 \tilde{a} \tilde{b}_0^*,$$

$$\langle Db, a^* \rangle = d_0 \tilde{b} \tilde{a}_0^*,$$

$$\langle Db, b^* \rangle = d_0 \tilde{b} \tilde{b}_0^*.$$ By (S6), we have

$$M_0/\tilde{M}_0 = M_1/\tilde{M}_1.$$ We now change variables such that $\bar{r}_j = M_1 (r_j + M_3 \bar{\delta}/2)/(\alpha M_0)$ and $\bar{\eta} = \alpha M_0 \bar{\delta}$. Let $N_1 = \alpha M_0/\tilde{M}_1$, and $N_2 = 2M_0'/\alpha M_0$, $N_3 = M_2/\alpha M_0$. From (S4), (S5) and (S6), we note that $N_1, N_2$ and $N_3$ are positive constants. Under assumption (S6), the principal parts of (9), after removing tildes for notational convenience, are given by

$$\begin{cases}
q_j = \tilde{\delta} (q_{j-1} - 2q_j + q_{j+1}) + \tilde{\delta} (r_{j-1} - r_{j+1}), \\
r_j = -\tilde{\delta} (q_{j-1} - q_{j+1}) - \tilde{\delta} (r_{j-1} + r_{j+1}) + N_1 r_j^2 - N_2 \tilde{\delta} - N_3 \eta.
\end{cases}$$

The $n$-stripe solutions of (10) are then given by

$$q_j = \bar{q}(\tilde{\delta}) = 0, \quad r_j = \bar{r}_+ (\tilde{\delta}) := \frac{\tilde{\delta} + \sqrt{\tilde{\delta}^2 + N_1 (N_2 \tilde{\delta} + N_3 \eta)}}{N_1}, \quad (j = 0, 1, \ldots, N - 1),$$

and

$$q_j = \bar{q}(\tilde{\delta}) = 0, \quad r_j = \bar{r}_- (\tilde{\delta}) := \frac{\tilde{\delta} - \sqrt{\tilde{\delta}^2 + N_1 (N_2 \tilde{\delta} + N_3 \eta)}}{N_1}, \quad (j = 0, 1, \ldots, N - 1).$$

We refer to a branch corresponding to $(\bar{q}(\tilde{\delta}), \bar{r}_+(\tilde{\delta})) = (0, \bar{r}_+(\tilde{\delta}))$ as an upper branch and $(\bar{q}(\tilde{\delta}), \bar{r}_-(\tilde{\delta})) = (0, \bar{r}_-(\tilde{\delta}))$ as a lower branch. If $\eta < 0$, these two branches coalesce at

$$\bar{\delta} = \bar{\delta}_{SN} := \frac{-N_1 N_2 + \sqrt{(N_1 N_2)^2 - 4N_1 N_3 \eta}}{2}.$$
We analyze the linear stability of (10) around \((q_j, r_j) = (\bar{q}, \bar{r})\) by taking the domain size \(\delta\) as a bifurcation parameter with \(\eta < 0\) \((\kappa < \kappa_c)\).

We make the following definition:

\[
\delta^*_{BP} := \frac{N_1N_2 \pm \sqrt{(N_1N_2)^2 + 12N_1N_2\eta}}{6}
\]

As will be shown in Theorem 2 and 3, \(\delta_{SN}\) and \(\delta^*_{BP}\) correspond to \(SN_N\) and \(BP_N\), respectively (Fig. 10). In addition, the bifurcation point \(\delta^*_{BP}\) of (10) is degenerated at \(\delta_{BP}\). The bifurcation point \(\delta^*_{BP}\) is not treated here because \(\delta^*_{BP}\) is \(O(1)\), i.e., it does not conform to our assumption that \(\delta\) should be small. By the Taylor expansion, we have

\[
\delta_{SN} = -\frac{N_1\eta}{N_2} + \frac{N_2^2\eta^2}{N_1N_2^2} + O(\eta^3),
\]

\[
\delta^*_{BP} = -\frac{N_1\eta}{N_2} + \frac{3N_2^2\eta^2}{N_1N_2^2} + O(\eta^3).
\]

Since \(N_1 > 0\) and \(N_2 > 0\), we see that \(\delta^*_{BP} > \delta_{SN}\).

**Theorem 2.** Assume that (S1) to (S6) hold and \(\eta < 0\). Let \(n_+, n_0\) and \(n_−\) be the number of positive, zero and negative real eigenvalues of the lower branch of (10) under Neumann boundary conditions. Then

\[
(n_+, n_0, n_-) = \begin{cases} 
(0, 0, 2N), & \delta^*_{BP} < \delta < \delta_{BP}, \\
(0, N-1, N+1), & \delta = \delta_{BP}, \\
(N-1, 0, N+1), & \delta_{SN} < \delta < \delta^*_{BP}, \\
(N-1, 1, N), & \delta = \delta_{SN},
\end{cases}
\]

holds. All eigenvalues are distinct except at \(\delta = \delta_{BP}\). Let \(q_j^0, q_j^1, \ldots, q_{N-1}^0, r_j^0, r_j^1, \ldots, r_{N-1}^0\) be an eigenvector corresponding to the zero eigenvalue for \(\delta = \delta_{SN}\). Then \(q_j^0 = 0\) and \(r_j^0 = 1\) \((j = 0, 1, \ldots, N-1)\). Let \(q_j^0, q_j^1, \ldots, q_{N-1}^0, r_j^0, r_j^1, \ldots, r_{N-1}^0\) \((N \geq 2)\) be eigenvectors corresponding to the largest eigenvalue for \(\delta \in [\delta_{SN}, \delta^*_{BP}]\). Then \(r_j^0\) and \(r_j^1\) \((j = 0, 1, \ldots, N-2)\) have different signs. All eigenvectors corresponding to positive eigenvalues for \(\delta \in [\delta_{SN}, \delta^*_{BP}]\) are orthogonal to (12). Solutions of the upper branch (11) are unstable for \(\delta \geq \delta_{SN}\).

The proof of Theorem 2 is given in the Appendix. From Theorem 2, it is clear that properties (I), (II) and (IV) in Sections 4.2 and 4.3 hold for any \(P_n\). Moreover, because \(r_j^0\) and \(r_{j+1}^0\) have different signs, the eigenfunction corresponding to the largest eigenvalue drives the alternate splitting between \(BP_n\) and \(SN_n\).

**Remark 3.** From Theorem 2, we see that \(n-1\) real eigenvalues of (10) cross the origin simultaneously at \(\delta = \delta_{BP}\). That is, the bifurcation point \(\delta = \delta_{BP}\) is degenerate (see property (I) in Section 4.2) when (S6) is satisfied. When \(M_0/M_\infty \neq M_1/M_\infty\), the ODE system (10) generally has \(n-1\) distinct bifurcation points between \(BP_n\) and \(SN_n\).

Property (III) in Section 4.2 is directly given by the following Corollary.
Corollary 1. Let \( L^n_{SN} \) and \( L^n_{BP} \) be the domain sizes corresponding to the \( n \)-stripe solutions at \( \delta = \delta_{SN} \) and \( \delta = \delta_{BP} \), respectively. Then,

\[
L^n_{SN} - L^n_{BP} \propto n.
\]

This corollary can be easily proved because \( \delta_{BP} \) and \( \delta_{SN} \) are independent of \( n \).

Properties (I) to (IV) hold when periodic boundary conditions are imposed. By the following theorem, it is clear that the eigenfunction corresponding to the largest eigenvalue also drives the alternate splitting between BP\(n\) and SN\(n\) for periodic boundary conditions.

Theorem 3. Assume that (S1) to (S6) hold and \( \eta < 0 \). Let \( n_+ \), \( n_0 \) and \( n_- \) be the number of positive, zero and negative real eigenvalues of the lower branch of (10) under periodic boundary conditions. Then

\[
(n_+, n_0, n_-) = \begin{cases} 
(0, 1, 2N - 1), & \delta_{BP} < \delta < \delta_{BP}^- \vspace{1mm} \\
(0, N, N), & \delta = \delta_{BP}^- \vspace{1mm} \\
(N - 1, 1, N), & \delta_{SN} < \delta < \delta_{BP}^- \vspace{1mm} \\
(N - 1, 2, N - 1), & \delta = \delta_{SN}.
\end{cases}
\]

holds. If \( N \) is even, there exist one distinct positive eigenvalue and \((N - 2)/2\) pairs of distinct positive eigenvalues for \( \delta \in [\delta_{SN}, \delta_{BP}] \). If \( N \) is odd, there exist \((N - 1)/2\) pairs of distinct positive eigenvalues for \( \delta \in [\delta_{SN}, \delta_{BP}] \). Let \( \{q_0^1, q_1^1, \ldots, q_{N-1}^1, r_0^1, r_1^1, \ldots, r_{N-1}^1\} \) be an eigenvector corresponding to the zero eigenvalue for \( \delta = \delta_{SN} \). Then \( q_j^1 = 0 \) and \( r_j^1 = 1 \) \((j = 0, 1, \ldots, N - 1)\). Let \( \{q_0^j, q_1^j, \ldots, q_{N-1}^j, r_0^j, r_1^j, \ldots, r_{N-1}^j\} \) \((N \geq 2)\) be an eigenvector corresponding to the largest eigenvalue for \( \delta \in [\delta_{BP}, \delta_{BP}^-] \). Then, if \( N \) is even, \( r_j^1 \) and \( r_{j+1}^1 \) \((j = 0, 1, \ldots, N - 2)\) have different signs. If \( N \) is odd, we can take \( r_0^j = 0 \), and \( r_j^1 \) and \( r_{j+1}^1 \) \((j = 1, 2, \ldots, N - 2)\) then have different signs. All eigenvectors corresponding to the positive eigenvalues for \( \delta \in [\delta_{SN}, \delta_{BP}^-] \) are orthogonal to (12). The solutions of the upper branch (11) are unstable for \( \delta \geq \delta_{SN} \).

The proof of Theorem 3 is given in the Appendix.

Remark 4. If \( \{q_0^0, q_1^0, \ldots, q_{N-1}^0, r_0^0, r_1^0, \ldots, r_{N-1}^0\} \) are eigenvectors associated with the linearized problem of (10) under periodic boundary conditions, then an index-rotated eigenvector (e.g. \( \{q_{N-1}^0, q_0^0, q_1^0, \ldots, q_{N-2}^0, r_0^1, r_1^1, \ldots, r_{N-2}^1\} \)) is also an eigenvector due to rotational invariance.

6. Discussion

6.1. Control of splitting by external perturbations

It is clear that the dynamics of stripe splitting is rather subtle and that various types of patterns are exhibited, depending on the growth rate. However, it is possible to some extent to control the behavior of stripe splitting based on the results in the previous sections. We will now demonstrate this by using a typical example in which one particular stripe can be split by adding a specific perturbation at an appropriate timing.
In the following setting, a single stripe located on the right-most side can be made to split in similar fashion to Fig. 7(e), where the secondary instability dominates the dynamics.

\[
\begin{align*}
    u_t &= \frac{D_u}{(L_0 \gamma(t))^2} u_{xx} - uv^2 + A(1-u) \\
    v_t &= \frac{D_v}{(L_0 \gamma(t))^2} v_{xx} + uv^2 - (A + k)v + g(x,t), \quad x \in [0, 1], \quad t \in [0, t_4].
\end{align*}
\]

Here the perturbation function \( g \) consists of three parts and changes its functional form when the domain size reaches \( BP_i \) \((i = 1, 2)\). More precisely,

\[
g(x,t) := \begin{cases} 
0 & \text{for } 0 \leq t < t_2, \\
g_2(x,t) & \text{for } t_2 \leq t < t_3, \\
g_3(x,t) & \text{for } t_3 \leq t \leq t_4,
\end{cases}
\]

where \((n = 2, 3)\)

\[
g_n(x,t) := \begin{cases} 
1.0 \times 10^{-2}, & \text{for } \frac{n-1}{n} < x \leq 1, \\
0, & \text{otherwise}.
\end{cases}
\]

Here, \( t_n \) \((n \geq 2)\) denotes the time when \( \gamma(t) \) reaches \( BP_n \). We note that, because the amplitude of \( g_n \) \((\approx O(10^{-2}))\) is taken to be much larger than the noise \((\approx O(10^{-4}))\), noise does not play an important role here.

The function \( g_n \) is spatially localized and has its support on the right-hand interval; it can be numerically confirmed that \( \langle \phi_1^2, g_2 \rangle_L^2 > 0 \) and \( \langle \phi_3^2, g_3 \rangle_L^2 > 0 \) hold. The former inequality indicates that the right-most stripe is forced to split under the perturbation \( g_2 \) (see Fig. 6(d)). The latter inequality indicates that the secondary instability \( \phi_3^2 \) dominates the dynamics and that the right-most stripe is again forced to split (see Fig. 7(e)). The numerical simulation shown in Fig. 11 agrees with this theoretical prediction.

6.2. Robust splitting and symmetry

It is known that under the Neumann conditions, each \( n \)-stripe solution belongs to a subspace \( D_n \) of \( D_\infty \) under reflection and rotation when we regard it as a solution on a circle (see [37] and [39]). The stripe-splitting dynamics starting from a single stripe can be regarded as symmetry-creating rather than symmetry-breaking if we stop the domain growth and then wait for an infinite time for relaxation. However, because the relaxation time for real growth problems is not infinite, such a symmetry-creating process does not occur and each stripe does not belong to \( D_n \) in a strict sense. There always exists some deviation from \( D_n \)-symmetry that causes symmetry-breaking splitting for slow growth rates.

Crampin et al. [7] found numerically that simultaneous splitting is a robust feature on exponentially growing domains. Furthermore, a similarity law for the solutions was derived in this study by taking appropriate scalings for \( x \) and \( t \). This was referred to as the matching condition, and was used to explain the robustness of the simultaneous splitting. However, the argument of Crampin et al. is incomplete because it is based on the hypothesis that asymmetric splitting, such
as splitting from a 2-stripe to a 3-stripe solution, never occurs. In other words, it was supposed that the solution always belongs to a subspace that is symmetric under reflection and rotation. In contrast, we have proved in this paper that asymmetric instabilities $BP_n$ exist under generic assumptions, which implies that asymmetric splitting can be observed even on exponentially growing domains (see Fig. 12(b)). This means that if the asymmetric instabilities can artificially be suppressed until the domain size reaches the saddle-node point, which is responsible for simultaneous splitting, then mode-doubling can robustly be obtained. Otherwise there is always competition between the instabilities and the winner depends on the growth rate and boundary conditions.

6.3. Universality

We have employed the Gray-Scott model as being representative of our system, but this does not mean that the numerical and analytical results obtained in this article are specific to this model. In fact, qualitatively similar stripe splitting can be observed in a large class of reaction-diffusion systems.

One such example is the Gierer-Meinhardt model [40], which is described as follows:

\[
\begin{align*}
\frac{du}{dt} &= D_u u_{xx} - \mu u + \frac{\rho_0 u^2 (1 + \rho_2 u^2 + \rho_1)}{v}, \\
\frac{dv}{dt} &= D_v v_{xx} - k_1 v + \rho_0 \frac{u^2}{1 + \rho_3 u^2} + \rho_2.
\end{align*}
\]

It is numerically confirmed that a stable, single-stripe solution exists when the domain is sufficiently large and has a saddle-node bifurcation point (Figs. 13(a) and (b)). Furthermore, it is also numerically confirmed that the stationary, single-stripe solution at the saddle-node bifurcation point satisfies assumptions (S1) to (S6). For example, as shown in Fig. 13(b), the decay rate of $v$ is much slower than that of $u$ because $D_v$ is taken to be much larger than $D_u$ ($D_v/D_u = 40$). Therefore, the signs of $M_0$, $M_0^*$, $M_1$, and $M_1^*$ are determined by the asymptotic behavior of the profile of $v$. Looking at the profile of the single-stripe solution and the eigenfunctions, we can easily confirm that all of these constants are positive because $\tilde{a}_0$, $\tilde{a}_0^*$, and $\tilde{b}_0$ are positive and $\tilde{b}_0^*$ is negative.

Numerical simulations of (15) on growing domains exhibit the same qualitative behavior as previously: splitting sequences of type-A, type-M, and type-S are observed and depend on the growth speed (type-A and type-S splitting are shown in Fig. 14).

6.4. Limitations of theoretical predictions by linearized spectra

Finally, we discuss the limitations of our theoretical predictions based on the linearized principle. Due to the nature of the linearization, detailed information can be obtained from the spectra in the vicinity of the $P_n$-branch. However, when the orbit deviates from the $P_n$ branch and enters a nonlinear regime, much more subtle competition exists between the growth speed, the moduli of the associated unstable eigenvalues, and the detailed profiles of the eigenfunctions as well as nonlinearities. This can be illustrated by the splitting from a 4-stripe to a 5-stripe solution shown in Fig. 15(b). As predicted by the linear analysis, the profile of the most unstable mode $\phi_1^4$ corresponds to alternate splitting when $\gamma$ is between $BP_4$ and $SN_4$. When a positive perturbation of $\phi_1^4$ is added to $P_4$, an alternate-type instability grows at the first stage of splitting as in Fig. 15(a). However, our numerics reveals that only the third stripe from the left eventually splits and the leftmost one doesn’t; that is, a transition from a 4-stripe to a 5-stripe (not 6-stripe) solution is
observed (Fig. 15(a)). Exactly the same breakdown also occurs for the growing domain case, as shown in Fig. 15(b). The profile of the eigenfunction corresponding to the most unstable mode is the key to understanding the mechanism of breakdown of the alternate splitting. The amplitude of the eigenfunction is larger in the central region than in the boundary region as in Fig. 15(a). This implies that the speed of deformation in the central region is larger than that in the boundary region. The difference in speed is small at the infinitesimal level; however, it increases in the nonlinear regime and induces the breakdown of alternate splitting. In fact, as shown in Fig. 15(a), the splitting process involving the third stripe from the left is completed before the left-most stripe starts to split.
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Appendix

Appendix A. Proofs of Theorems

Proof of Theorem 1

The proof outlined here is similar to those given in [38] and [32].

**Proposition 1 (Proposition 3.1 of [32]).** Suppose that assumptions (S1)–(S3) hold. There exist positive constants $C$ and $h^*$ such that for $h$ with $\min h > h^*$, the operator $\tilde{L}(h)$ has $2N$ semi-simple eigenvalues $\{\lambda_j(h)\}_{j=0,1,...,2N-1}$ with $|\lambda_j(h)| \leq C \delta(h)$. Multiple eigenvalues are repeated as many times as their multiplicities indicate. Other spectra of $\tilde{L}(h)$ are located to the left of $z = -\rho_0$ for a positive constant $\rho_0$.

Let $E(h)$ be the eigenspace corresponding to eigenvalues $\{\lambda_j(h)\}_{j=0,1,...,2N-1}$. The adjoint operator $\tilde{L}^*(h)$ also has $2N$ semi-simple eigenvalues $\{\lambda_j^*(h)\}_{j=0,1,...,2N-1}$ with $|\lambda_j^*(h)| \leq C \delta(h)$. Let $E^*(h)$ be the eigenspace corresponding to eigenvalues $\{\lambda_j^*(h)\}_{j=0,1,...,2N-1}$. 
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Figure 11: Splitting sequence of (14) for $c = 4.0 \times 10^{-5}$.

Figure 12: Splitting sequence of (6) on exponentially growing domains. (a) Simultaneous splitting for $c' = 2.0 \times 10^{-6}$. (b) Alternate splitting for $c' = 5.0 \times 10^{-7}$.
Figure 13: (a) Bifurcation diagram of single-stripe solution of (15) when $\mu$ is taken as a bifurcation parameter. The saddle-node point is located at $\mu = 1.9988 \times 10^{-2}$. (b) Profiles of single-stripe solution $P$ and $v$-components of $\phi^*, \xi^*$ at the saddle-node point. The parameters of (15) were set to $D_u = 0.003, D_v = 0.12, k_1 = 0.02, \rho_0 = 0.2, \rho_1 = 0.003, \rho_2 = 0.03, \rho_3 = 0.3$, and $L = 40$.

Figure 14: Splitting sequences for (15) when $\mu = 0.018$: alternate splitting for $c = 5.0 \times 10^{-7}$ (left) and simultaneous splitting for $c = 5.0 \times 10^{-5}$ (right). The profiles of $u$ are displayed. The parameter values $D_u, D_v, k_1, \rho_0, \rho_1, \rho_2$ and $\rho_3$ are same as in Fig.13.
Figure 15: (a) Perturbation experiments using the Gray-Scott model on a fixed domain for $\gamma = 4.11$, which lies between $\text{BP}_4$ and $\text{SN}_4$. The leftmost hump expands and its middle part becomes slightly dented, although it is a very small deformation even in the magnified inlet. The profile of the eigenfunction $\phi_1^4$ corresponding to the most unstable mode (i.e., alternate type) shows the difference of amplitude in the central and boundary regions. (b) A breakdown of alternate splitting on growing domain for $c = 2.0 \times 10^{-6}$. 
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Proposition 2 (Proposition 3.2 of [32]). Suppose that (S1)-(S3) hold. \( E(h) \) (and \( E^*(h) \)) are spanned by \( 2N \) functions \( \{ \phi_j(h)(\cdot) \} \) and \( \{ \xi_j(h)(\cdot) \} \) \((j = 0, 1, \ldots, N - 1)\) such that

\[
\phi_j(h)(x) = P_x(x - x_j) + O(\delta(h)),
\]

\[
\xi_j(h)(x) = \xi(x - x_j) + O(\delta(h)),
\]

\[
\phi_j^*(h)(x) = \phi^*(x - x_j) + O(\delta(h)),
\]

\[
\xi_j^*(h)(x) = \xi^*(x - x_j) + O(\delta(h)),
\]

\[
\langle \phi_j^*(h), \phi_k^*(h) \rangle_{L^2} = 0 \quad (j \neq k),
\]

\[
\langle \phi_j(h), \phi_j^*(h) \rangle_{L^2} = 1
\]

hold, where \( O(\delta(h)) \) means that \( \| O(\delta(h)) \|_{H^{\infty}} \leq C\delta(h) \).

Let the operator \( Q(h) \) be the projection from \( X \) to \( E(h) \) and let \( R(h) := 1d - Q(h) \), where 1d is the identity on \( X \). Note that \( Q \) and \( R \) are orthogonal.

Let \( E^*(h) := R(h)X \). Note that \( E^*(h) \) is characterized by

\[
E^*(h) = \{ v \in X : \langle v, \phi_j'(h) \rangle_{L^2} = \langle v, \xi_j(h) \rangle_{L^2} = 0 \quad (j = 0, 1, \ldots, N - 1) \}.
\]

Let \( h^* := (h^*, h^*, \ldots, h^*) \), \( \tilde{h} := (\tilde{h}_1, \tilde{h}_2, \ldots, \tilde{h}_N) \in \mathbb{R}^N \) with \( \min \tilde{h} > h^* \). We can then show that there exists a homeomorphism \( \Pi(h) \) from \( E^*(\tilde{h}) \) to \( E^*(h) \) for \( h = (h_1, h_2, \ldots, h_N) \in \mathbb{R}^N \) with \( h_j > \tilde{h}_j \) (see Lemma 4.1 of [38]).

Next, we set \( \rho_1 > 0 \) and define \( H(\hat{h}, \rho_1) := \{ h = (h_1, h_2, \ldots, h_N) : \hat{h}_j < h_j < \hat{h}_j + \rho_1 \} \), and \( M(\hat{h}, \rho_1) := \{ \Xi(l)(\cdot, h, \varphi) \in \mathcal{M} : l \in \mathbb{R}^1, h \in H(\hat{h}, \rho_1), \| \varphi \| < r^* \} \). Then there exists a positive constant \( C_1 \) that depends only on \( \rho_1 \) and is independent of \( h \) with \( h > h^* \) for sufficiently large \( h^* \), such that for any \( h \in H(\hat{h}, \rho_1) \) the map \( \Pi(h) \) satisfies

\[
\| \Pi(h) \| \leq C_1, \quad \| \Pi^{-1}(h) \| \leq C_1, \quad \left\| \frac{\partial}{\partial h_j} \Pi(h) \right\| \leq C_1,
\]

\[
\| \Pi(h) \|_{\infty} \leq C_1, \quad \| \Pi^{-1}(h) \|_{\infty} \leq C_1, \quad \left\| \frac{\partial}{\partial h_j} \Pi(h) \right\|_{\infty} \leq C_1.
\]

Here, \( \| \cdot \|_{\infty} \) is the operator norm with respect to the sup-norm \( \| \cdot \|_{\infty} \) on \( \mathbb{R}^1 \).

Let \( \bar{A} = \hat{L}(h) \) and let \( X^{\omega} \) be the space with the norm \( \| \cdot \|_{\omega} \) defined by the fractional power of \( \bar{A}^\omega \) [41]. We set \( \omega \) in the interval \( 3/4 < \omega < 1 \) such that \( X^{\omega} \) is embedded into \( BU^1(\mathbb{R}^1) \), where \( BU^1(\mathbb{R}^1) \) is the space consisting of uniformly continuous and bounded functions on \( \mathbb{R}^1 \) up to their \( j \)-th order derivatives.

Proposition 3 (Proposition 3.3 of [32]). There exists a neighborhood \( U = U(\hat{h}, \rho_1) \) of \( M(\hat{h}, \rho_1) \) in \( X^{\omega} \) such that any \( u \in U \) can be uniquely written in the form of

\[
u = \Xi(l)(S(x; h, \varphi) + \Pi(h)w]
\]

for \( l \in \mathbb{R}, h \in H(\hat{h}, \rho_1) \) and \( w \in E^*(\tilde{h}) \).

We transform equation (8) for \( u \) to one expressed in terms of \( (w, l, h, \varphi) \):

\[
u(t, x) = \Xi(l)(S(x; h, \varphi) + \Pi(h)w]
\]
for \( l \in \mathbb{R}^3 \), \( h \in H(\hat{\mathbf{h}}, \rho_1) \), \( \max|r| < r^* \) and \( w \in E^\perp(\hat{\mathbf{h}}) \). Because \( \Xi'(l) = -\eta(l) \frac{d}{dl} \) holds, we obtain
\[
 u_r = \Xi'(l)[S(x; \mathbf{h}, r) + \Pi(h)w] + \Xi(l) \left( \frac{\partial}{\partial(h, r)} [S(x; \mathbf{h}, r) + \Pi(h)w](\hat{\mathbf{h}}, \hat{r}) + \Pi(h)w_r \right) \\
= \Xi(l) \left( -l \frac{\partial}{\partial x} [S(x; \mathbf{h}, r) + \Pi(h)w] + \frac{\partial}{\partial(h, r)} [S(x; \mathbf{h}, r) + \Pi(h)w](\hat{\mathbf{h}}, \hat{r}) + \Pi(h)w_r \right) 
\] (A.1)
and
\[
\mathcal{A}(u) + \eta g(u) = \mathcal{A}(\Xi(l)\hat{u}) + \eta g(\Xi(l)\hat{u}) \\
= \Xi(l) (\mathcal{A}(\hat{u}) + \eta g(\hat{u})) 
\] (A.2)
where \( \hat{u} := S(x; \mathbf{h}, r) + \Pi(h)w \). From (A.1) and (A.2) we can write
\[
-l \frac{\partial}{\partial x} [S(x; \mathbf{h}, r) + \Pi(h)w] + \frac{\partial}{\partial(h, r)} [S(x; \mathbf{h}, r) + \Pi(h)w](\hat{\mathbf{h}}, \hat{r}) + \Pi(h)w_r = \mathcal{A}(\hat{u}) + \eta g(\hat{u}). 
\] (A.3)

By substituting \( l = x_0 \) and defining \( P^l(\cdot, \mathbf{h}) := \Xi(-x_0)P(\cdot; \mathbf{h}), \xi^l(\cdot; \mathbf{h}, r) := \Xi(-x_0)\xi(\cdot; \mathbf{h}, r), S^l := \Xi(-x_0)S(\cdot, \mathbf{h}, r), \) and \( v^l := \Xi(-x_0)\Pi(h)w \) into both sides of (A.3), we obtain
\[
-l \frac{\partial}{\partial x} [S^l(x; \mathbf{h}, r) + \Pi(h)w] + \frac{\partial}{\partial(h, r)} [S^l(x; \mathbf{h}, r) + \Pi(h)w](\hat{\mathbf{h}}, \hat{r}) + \Pi(h)w_r = \mathcal{A}(S^l(\mathbf{h}, r) + v^l) + \eta g(S^l(\mathbf{h}, r) + v^l). 
\] (A.4)

From Lemma 3.1 of [32], we have
\[
|v^l(x)| \leq O(\delta(h) + |r|^2 + |\eta|). 
\] (A.5)

Let \( \mathcal{L}(X; X) \) be the set of bounded bilinear operators from \( X \) to \( X \). Because \( \mathcal{L}(X; \mathcal{L}(X; X)) \) is identified with \( \mathcal{L}(X \times X; X) \), we represent \( F^r(S^l u) v \in \mathcal{L}(X; \mathcal{L}(X; X))(u, v \in X) \) as \( F^r(S^l u \cdot v) \in \mathcal{L}(X \times X; X) \), and write \( F^{r'}(S^l u \cdot u) \) as \( F^{r'}(S^l u \cdot u) \) for simplicity.

We then calculate the inner product of (A.4) with \( \phi^r(\mathbf{h})(x) := \Pi(-x_r)\phi^r(\mathbf{h})(x) \) and \( \xi^r(\mathbf{h})(x) = \Pi(-x_r)\xi^r(\mathbf{h})(x) \). Next, we expand the expression to obtain
\[
\mathcal{A}(S^l(\mathbf{h}, r) + v^l) + \eta g(S^l(\mathbf{h}, r) + v^l) \\
= \mathcal{A}(P^l) + \mathcal{A}(P^l)\xi + \mathcal{A}(P^l)v + \frac{1}{2} F^{r''}(P^l)(\xi)^2 + \frac{1}{2} F^{r''}(P^l)v^l \cdot v + \frac{1}{2} F^{r''}(P^l)(v^l)^2 \\
+ \eta g(P^l) + \eta g(P^l)\xi + \frac{1}{2} \eta g''(P^l)(\xi)^2 + \eta g''(P^l)v^l + O(|\xi|^3 + |v|^3 + |\eta||v|^2). 
\] (A.6)
Because $\xi$ is even and $\phi^*$ is odd, we have
\[
\left\langle \frac{\partial}{\partial x^i} S^i(x; h, r), \phi^* \right\rangle_{L^2} = \left\langle \frac{\partial}{\partial x} \Xi(-x_j) S^i(\cdot, h, r), \phi^* \right\rangle_{L^2} \\
= \left\langle \sum_{j=0}^{N-1} \left[ P(x - x_j + x_{j'}) + r_{j'} \xi(x - x_j + x_{j'}) \right], \phi^* \right\rangle_{L^2} \\
= \left\langle P(x) + r_{j'} \xi(x) + \sum_{j=0, j\neq j'}^{N-1} \left[ P(x - x_j + x_{j'}) + r_{j'} \xi(x - x_j + x_{j'}) \right], \phi^* \right\rangle_{L^2} \\
= 1 + O(\delta(h)). \tag{A.7}
\]
Similarly, because $x_{j'} = x_0 + \sum_{j=1}^{j'-1} h_j$,
\[
\left\langle \frac{\partial}{\partial h_k} S^i(x; h, r), \phi^* \right\rangle_{L^2} = \begin{cases} 
-1 + O(\delta(h)) \\
O(\delta(h)) 
\end{cases} \quad \begin{cases} 
(j^1 \geq k) \\
(j^1 < k).
\end{cases} \tag{A.8}
\]
From Proposition 2, (A.7), (A.8), and $(v^, \phi^*)_{L^2} = 0$, we have
\[
\left\langle \frac{\partial}{\partial x} \left[ S^i(x; h, r) + v^i \right] \delta_0 + \frac{\partial}{\partial (h, r)} \left[ S^i(x; h, r) + v^i \right] (h, r), \phi^* \right\rangle_{L^2} \\
= -\delta_0(1 + O(\delta(h))) + \sum_{j=1}^{j'} h_j(1 + O(\delta(h))) + O(\delta(h)(|q| + |r|)) \tag{A.9}
\]
\[
= -\hat{\delta}_j + O(\delta(|q| + |r|)),
\]
where we have used $\hat{\delta}_0 = \delta_0$ and $\sum_{j=1}^{j'} h_j = -\delta_0 + \hat{\delta}_j$. Taking the inner product of the right-hand side of (A.4) (or (A.6)) with $\phi^*$, we can write
\[
\left\langle \mathcal{A} \left( S^i(x; h, r) + v^i \right) + \eta g(S^i(x; h, r) + v^i), \phi^* \right\rangle_{L^2} \\
= \mathcal{H}_j(h) + \mathcal{G}_j(h, r) + O(\delta^2 + |r|^3 + |\eta|^{3/2}). \tag{A.10}
\]
where
\[
\mathcal{H}_j(h) = M_0(e^{-\eta h}/1 - e^{-\eta h})(1 + O(e^{-\gamma \min h})) \tag{A.11}
\]
for a constant $\gamma' > 0$. The derivation of $\mathcal{H}_j(h)$ has been given in the proof of Theorem 2.3 of [38]. Similarly, the function $\mathcal{G}_j(h, r)$ is given by
\[
\mathcal{G}_j(h, r) = M_1(r_{j+1}e^{-\eta h} - r_{j-1}e^{-\eta h})(1 + O(e^{-\gamma \min h})). \tag{A.12}
\]
Because
\[
e^{-\eta h} = e^{-\eta h}(1 - \alpha(q_j - q_{j+1})) + O(\delta^2 q^2),
\]
we use (A.9) and (A.10) to obtain
\[
\hat{\delta}_j = O(\delta(|q| + |r|) + \delta^2 + |\eta|^{3/2} + \delta|r|). \tag{A.13}
\]
Since \( h_j = \hat{h} + q_{j+1} - q_j \), we have

\[
\begin{align*}
\hat{h} &= O(\delta(|q|) + |\tilde{r}| + |\eta|^{3/2} + \delta|\tilde{r}|).
\end{align*}
\]

Next, we consider the inner product of the right-hand side of (A.4) with \( \xi^* \). From (A.5), we have

\[
\langle F''(P^1) \xi^* \cdot v', \xi^* \rangle_{L^2} = O(\delta(h) + |\tilde{r}|^2 + |\eta|r_j) \tag{A.14}
\]

\[
= M^2_j \delta r_j + O(\delta|\tilde{r}|) + O(|r|^2 + |\eta|).
\]

where \( M^2_j \in \mathbb{R} \). From the symmetry of the N-stripe solution (see (S2)), the left-hand side of (A.14) has the same value for all \( j \) if we take \( q_j = 0 \) and \( r_j = r' \neq 0 \). Since \( M^2_j \) is independent of \( j \) and we replace \( M^2_j \) by \( M^2_j' \).

From (A.5), we have

\[
\langle F''(P^1)v'; \xi^* \rangle_{L^2} = O(\delta^2 + |\tilde{r}| + |\eta|^{1/2}). \tag{A.15}
\]

By taking the inner product of (A.6) with \( \xi^* \) and dividing the right-hand side by \( \bar{M}_0/M_0 \), we have from (A.15)

\[
\frac{M_0}{\bar{M}_0} \langle \mathcal{A}(S^1(x; h, r) + v^1) + \eta \mathcal{G}(S^1(x; h, r) + v^1), \xi^* \rangle_{L^2} = r_j^2 - \eta M_2 + M_0 \delta r_j + \frac{M_0}{\bar{M}_0} \mathcal{H}_j(h) - \frac{M_0}{M_0} \frac{\bar{H}_j}(h, r) + o(\delta|\tilde{r}|) + O(\delta^2 + |\tilde{r}|^2 + |\eta|^{1/2}). \tag{A.16}
\]

where \( M_3 = M_0 M^2_j/\bar{M}_0 \) and

\[
\mathcal{H}_j(h) = \frac{M_0}{M_0} (e^{-\alpha h_{j+1}} + e^{-\alpha h}) (1 + O(e^{-\gamma \min h})), \tag{A.17}
\]

\[
\frac{\bar{H}_j(h, r)}{\bar{H}_j(h, r)} = \frac{M_0}{M_0} (r_{j+1} e^{-\alpha h_{j+1}} + r_{j-1} e^{-\alpha h}) (1 + O(e^{-\gamma \min h})). \tag{A.18}
\]

The derivations of \( \mathcal{H}_j(h) \) and \( \bar{G}_j(h, r) \) are quite similar to those of (A.11) and (A.12). From the symmetry of the N-stripe solution, the left-hand side of (A.17) and (A.18) have the same value for all \( j \) if we take \( h_j = \hat{h} \) and \( r_j = r' \neq 0 \). Next, we consider the inner product of the left-hand side of (A.4) with \( \xi^* \). Because \( \xi \) and \( \xi^* \) are even and \( P_\alpha \) is odd,

\[
\left( \frac{\partial}{\partial x} S^1(x; h, r), \xi^* \right)_{L^2} = O(\delta(h)), \tag{A.19}
\]

\[
\left( \frac{\partial}{\partial h} S^1(x; h, r), \xi^* \right)_{L^2} = O(\delta(h)). \tag{A.20}
\]

In similar fashion to (A.9), we use (A.19) and (A.20) to obtain

\[
\left( -\frac{\partial}{\partial x} [S^1(x; h, r) + v^1]q_0 + \frac{\partial}{\partial (h, r)} [S^1(x; h, r) + v^1](h, r), \xi^* \right)_{L^2} = \frac{M_0 M_3}{\alpha M_0^2} r_j + O(\delta(|q| + |\tilde{r}|)) \tag{A.21}
\]
From (A.4), (A.13), (A.16) and (A.21), we can write

\[
\dot{r}_j = \frac{\alpha M_1}{M_1} \left( \dot{r}_j + \eta M_2 + M_3 \delta \dot{r}_j + \frac{M_2}{M_0} \tilde{H}(q; \delta) - \frac{M_0}{M_0} \tilde{G}(r; \delta) \right) + o(\delta|\dot{r}|) + O(\delta^2 + |r|^3 + |q|^{3/2} + (|q| + |r|)^{1+\gamma}).
\]  

(A.22)

In order to obtain accurate estimates of \( q \), we substitute (A.13) and (A.22) into the higher order terms of the right-hand side of (A.9), we obtain

\[
\dot{q}_j = -\mathcal{H}(q) - \mathcal{G}(q, r) + O(\delta^2 + |r|^3 + |q|^{3/2}).
\]

**Proof of Theorem 2**

We define the variables \( y_j(t) := q_j(t) - r_j(t) \) and \( z_j(t) := q_j(t) + r_j(t) \). Then, from (10), \((y_0, z_0, y_1, z_1, \ldots, y_{N-1}, z_{N-1})\) satisfies the following equation:

\[
\begin{align*}
\dot{y}_j &= (2y_{j-1} - y_j - z_j) \delta - N_1 \left( \frac{y_j - z_j}{2} \right)^2 + N_2 \delta + N_3 \eta, \\
\dot{z}_j &= (2y_{j+1} - y_j - z_j) \delta + N_1 \left( \frac{y_j - z_j}{2} \right)^2 - N_2 \delta - N_3 \eta,
\end{align*}
\]  

(j = 0, 1, \ldots, N - 1).  

(A.23)

Here, \( y_{-1} = -y_0, y_N = -y_{N-1}, z_{-1} = -z_0, \) and \( z_N = -z_{N-1} \) for Neumann boundary conditions, whereas \( y_{-1} = y_{N-1}, y_N = y_0, z_{-1} = z_{N-1}, \) and \( z_N = z_0 \) for periodic boundary conditions. The \( N \)-stripe solution, \((q_j, r_j) = (\bar{q}, \bar{r})\), is given by

\[
(y_0, \bar{z}_0, \bar{y}_1, \bar{z}_1, \ldots, \bar{y}_{N-1}, \bar{z}_{N-1}) = (\bar{r}, \bar{r}, -\bar{r}, -\bar{r}, \ldots, -\bar{r}, \bar{r}).
\]

Let \( T_{2N} \) be the linearized matrix of (A.23) corresponding to \( q_j = \bar{q}(\delta) \) and \( r_j = \bar{r}(\delta) \) (\( j = 0, 1, \ldots, N - 1 \)). \( T_{2N} \) is symmetric tri-diagonal:

\[
T_{2N}(\delta) = \begin{pmatrix}
\begin{array}{cccccccc}
 a & -b_0 & b_1 \\
 b_1 & a & b_0 \\
 & a & b_1 \\
 & & \ddots & \ddots & \ddots \\
 & & b_1 & a & b_0 \\
 & & & b_0 & a & b_1 \\
 & & & & b_1 & a & b_0 \\
 & & & & & a & b_0 & b_1 \\
\end{array}
\end{pmatrix}
\]

Here, \( a = a(\delta) := -\delta + N_1 \bar{r}(\delta), \) \( b_0 = b_0(\delta) := 2\bar{\delta}, \) \( b_1 = b_1(\delta) := -\delta - N_1 \bar{r}(\delta). \) We note that \( a + b_0 + b_1 = 0 \) holds for all \( \delta. \) For convenience, we define \( a^- := -\delta + N_1 \bar{r}_-(\delta), b_1^- := -\delta - N_1 \bar{r}_-(\delta) \) and \( b_1^+ := -\delta - N_1 \bar{r}_+(\delta). \)

The properties of the eigenvalues and eigenfunctions of tri-diagonal matrices have been studied by Wilkinson [42].
Theorem 4 (see [42] p.300 and p.316). Let \( C_n \) be a symmetric tri-diagonal matrix with non-zero off-diagonal elements of the form

\[
C_n = \begin{pmatrix}
\alpha_0 & \beta_1 & & \\
\beta_1 & \alpha_1 & \beta_2 & \\
& \ddots & \ddots & \ddots \\
& & \alpha_{n-2} & \beta_{n-1} & \\
& & & \beta_{n-2} & \alpha_{n-1}
\end{pmatrix}, \quad \beta_i \neq 0.
\]

Then \( C_n \) has \( n \) real, distinct, and simple eigenvalues \( \lambda_i \) (0 \( \leq \) \( i \) \( \leq \) \( n-1 \)). The eigenvector \( x^i = (x^i_0, x^i_1, \ldots, x^i_{n-1}) \) corresponding to \( \lambda_i \) is given by

\[
x^i_0 = 1, \quad x^i_k = (-1)^k p_k(\lambda_i)/\beta_i \beta_2 \ldots \beta_k \quad (1 \leq k \leq n-1),
\]

where \( p_k(\lambda) \) denotes the leading principal minor of order \( k \) of \( (C_m - \lambda I) \) with \( p_0(\lambda) = 1 \):

\[
p_1(\lambda) = \alpha_0 - \lambda, \quad (A.24)
\]

\[
p_j(\lambda) = (\alpha_{j-1} - \lambda)p_{j-1}(\lambda) - \beta_{j-1}^2 p_{j-2}(\lambda) \quad (j = 2, 3, \ldots, n). \quad (A.25)
\]

Theorem 5 (see [42] p.300). Let \( p_0(\mu), p_1(\mu), \ldots, p_s(\mu) \) be evaluated for some value of \( \mu \). Then the number of agreements in sign of successive members of this sequence is the number of eigenvalues of \( C_n \) that are strictly greater than \( \mu \). In particular, if we assume that \( \lambda_l \) is a maximum eigenvalue of \( C_n \), then \( p_j(\lambda_l) \) and \( p_{j+1}(\lambda_l) \) have different signs for \( j = 0, 1, \ldots, n-1 \).

Regarding the signs of \( a^- \) and \( b^+_1 \), we can formulate the following series of lemmas under assumptions (S4), (S5) and (S6) with \( \eta < 0 \).

**Lemma 1.** Assume that (S4), (S5) and (S6) hold, and \( \eta < 0 \). The signs of \( a^- \) and \( b^+_1 \) are determined as follows.

\[
a^- (\delta) < 0, \quad \text{for} \quad \delta > \delta_{SN},
\]

\[
a^- (\delta) = 0, \quad \text{for} \quad \delta = \delta_{SN},
\]

\[
b^+_1 (\delta) < 0, \quad \text{for} \quad \delta \geq \delta_{SN},
\]

\[
b^+_1 (\delta) > 0, \quad \text{for} \quad \delta < \delta_{BP},
\]

\[
b^+_1 (\delta) = 0, \quad \text{for} \quad \delta = \delta_{BP},
\]

\[
b^+_1 (\delta) < 0, \quad \text{for} \quad \delta_{SN} \leq \delta < \delta_{BP}.
\]

First, we focus on the eigenvalues and eigenfunctions that correspond to the lower branch. The eigenvalues for the 1-stripe solution \( (N = 1) \) can be obtained by simple calculation. Thus, we obtain the following lemma.

**Lemma 2.** The eigenvalues of \( T_2 \) corresponding to the lower branch are \(-2b_0(\tilde{\delta})\) and \(2a^- (\tilde{\delta})\).

From Lemmas 1 and 2, we have

\[
(n_+, n_0, n_-) = (0, 0, 2) \quad \text{for} \quad \delta > \delta_{SN},
\]

\[
(n_+, n_0, n_-) = (0, 1, 1) \quad \text{for} \quad \delta = \delta_{SN}.
\]
Next, we consider the $N$-stripe ($N \geq 2$) eigenvalues.

**Lemma 3.** If $N \geq 2$, $T_{2N}$ corresponding to the lower branch has zero eigenvalues of multiplicity $N - 1$ at $\delta = \delta_{BP}$ and one zero eigenvalue at $\delta_{SN}$. There is no zero eigenvalue for $\delta \in (\delta_{SN}, \delta_{BP}) \cup (\delta_{BP}, \delta_{SN})$.

**Proof.** From Lemma 1, $b_i^- = 0$ for $\delta = \delta_{BP}$. Thus, we have

$$
|T_{2N}(\delta_{BP}) - \lambda I_{2N}|
$$

\[
\begin{pmatrix}
-4\delta_{BP} - \lambda & 0 & 0 \\
0 & -4\delta_{BP} - \lambda & 0 \\
\vdots & \ddots & \ddots \\
0 & 0 & -4\delta_{BP} - \lambda
\end{pmatrix} - \lambda
\]

\[
= \lambda^{N-1}(-4\delta_{BP} - \lambda)^{N+1}.
\]

Here, in order to obtain (A.27), we add the $n+1$-th column of (A.26) to the $n$-th column of (A.26) and then subtract the $n$-th row of (A.26) from the $n+1$-th row of (A.26) for $n = 2, 4, \cdots, 2(N-1)$.

Thus, the eigenvalues of $T_{2N}(\delta_{BP})$ are zero with multiplicity $N - 1$ and $-4\delta_{BP}$ with multiplicity $N + 1$.

Let us consider the number of 0 eigenvalue at $\delta = \delta_{SN}$. Because $a = 0$ at $\delta = \delta_{SN}$ from
Lemma 1, we have

\[
|T_{2N}(\tilde{\delta}_{SN}) - \lambda I_{2N}| = \begin{vmatrix}
-b_0 - \lambda & b_1 \\
 b_1 & -\lambda & b_0 \\
 & \ddots & \ddots & \ddots \\
 & b_1 & -\lambda & b_0 \\
 & b_0 & -\lambda & b_1 \\
 & & b_1 & -b_0 - \lambda
\end{vmatrix}
\]

\[= \begin{vmatrix}
-b_0 - b_1 - \lambda & b_1 \\
 b_0 + b_1 + \lambda & -\lambda & b_0 \\
 & \ddots & \ddots & \ddots \\
 & b_0 + b_1 + \lambda & -\lambda & b_0 \\
 & -b_0 - b_1 - \lambda & b_0 & -\lambda & b_1 \\
 & b_0 + b_1 + \lambda & b_1 & -b_0 - \lambda
\end{vmatrix}
\]

\[= \begin{vmatrix}
-b_0 - b_1 - \lambda & b_1 \\
 b_0 + b_1 + \lambda & -\lambda & b_0 \\
 & \ddots & \ddots & \ddots \\
 & b_0 + b_1 + \lambda & b_1 & -b_0 - \lambda
\end{vmatrix}
\]

Here in order to obtain (A.29), we subtract the \(n\)-th column of (A.28) from the 1-st column of (A.28) for \(n = 2, 4, \ldots, 2N\), and add the \(n + 1\)-th column of (A.28) to the 1-st column of (A.28) for \(n = 2, 4, \ldots, 2(N - 1)\). In order to obtain (A.30), we add the 1-st row to the \(n\)-th row for \(n = 2, 4, \ldots, 2N\), and subtract the 1-st row from the \(n + 1\)-th row for \(n = 2, 4, \ldots, 2(N - 1)\). Therefore \(T(\tilde{\delta}_{SN})\) has 0 eigenvalue at \(\tilde{\delta} = \tilde{\delta}_{SN}\). Since \(b_0 \neq 0\) and \(b_1 \neq 0\) at \(\tilde{\delta} = \tilde{\delta}_{SN}\) from Lemma 1, it is proved that \(T(\tilde{\delta}_{SN})\) has distinct eigenvalues from Theorem 4; that is, \(\tilde{\delta} = \tilde{\delta}_{SN}\) has only one eigenvalue.

Assume that \(T_{2N}\) has a zero eigenvalue for \(\tilde{\delta} \in (\tilde{\delta}_{SN}, \tilde{\delta}_{BP}) \cup (\tilde{\delta}_{BP}, \tilde{\delta}_{BP})\). Let \(\tilde{x} = (\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_{2N-1}) \neq \mathbf{0}\) be an eigenvector corresponding to the zero eigenvalue. If \(x_0 \neq 0\), we can take \(x_0 = 1\) without loss of generality. Therefore, because \(a^- = -b_0 - b_1^T\) and \(T_{2N} \tilde{x} = \mathbf{0}\), we obtain the following \(N\)
equations.

\[
\begin{align*}
\bar{x}_1 - \bar{x}_0 &= \frac{2b_0}{b_1} \bar{x}_0 = \frac{2b_0}{b_1}, \\
\bar{x}_2 - \bar{x}_1 &= \frac{b_1}{b_0}(\bar{x}_1 - \bar{x}_0) = 2, \\
\bar{x}_3 - \bar{x}_2 &= \frac{b_0}{b_1}(\bar{x}_2 - \bar{x}_1) = \frac{2b_0}{b_1}, \\
\vdots \\
\bar{x}_{2N-2} - \bar{x}_{2N-3} &= \frac{b_1}{b_0}(\bar{x}_{2N-3} - \bar{x}_{2N-4}) = 2, \\
\bar{x}_{2N-1} - \bar{x}_{2N-2} &= \frac{b_0}{b_1}(\bar{x}_{2N-2} - \bar{x}_{2N-3}) = \frac{2b_0}{b_1}, \\
\bar{x}_{2N-1} - \bar{x}_{2N-2} &= -\frac{2b_0}{b_1} \bar{x}_{2N-1},
\end{align*}
\]

where we note \( b_0 \neq 0 \) and \( b_1 \neq 0 \) from Lemma 1. Equations (A.35) and (A.36) yield \( \bar{x}_{2N-1} = -1 \). We also obtain \( \bar{x}_{2N-1} = (2N - 1) + (2N)b_0/b_1 \) by summing equations (A.31) to (A.35). Therefore,

\[
2N - 1 + 2N \frac{b_0}{b_1} = -1.
\]

That is, \( b_0/b_1 = -1 \) for \( \tilde{\delta} \in (\tilde{\delta}_{SN}, \tilde{\delta}_{BP}) \cup (\tilde{\delta}_{BP}, \tilde{\delta}_{BP}) \), which indicates that \( a = b_0 + b_1 + a = 0 \). However this is a contradiction, since \( a \neq 0 \) for \( \tilde{\delta} \in (\tilde{\delta}_{SN}, \tilde{\delta}_{BP}) \cup (\tilde{\delta}_{BP}, \tilde{\delta}_{BP}) \) from Lemma 1.

If \( \bar{x}_0 = 0 \), we have \( \bar{x}_j = 0 \) for \( j = 1, 2, \ldots, N - 1 \) from (A.31) to (A.36), a contradiction. Therefore, \( T_{2N} \) has no zero eigenvalue for \( \tilde{\delta} \in (\tilde{\delta}_{SN}, \tilde{\delta}_{BP}) \cup (\tilde{\delta}_{BP}, \tilde{\delta}_{BP}) \).

From Lemmas 1 and 3, we can conclude that \( \lambda = 2a(\tilde{\delta}) \) is the eigenvalue of \( T_{2N} \) corresponding to the saddle-node bifurcation, because \( a(\tilde{\delta}) = a^- = 0 \) at \( \tilde{\delta} = \tilde{\delta}_{SN} \).

By using Theorem 5, Lemma 1 and Lemma 3, we obtain the following lemma.

**Lemma 4.** Assume that (S4), (S5) and (S6) hold, and \( \eta < 0 \). If \( N \geq 2 \), \( T_{2N} \) corresponding to the lower branch has \( N - 1 \) distinct positive eigenvalues for \( \tilde{\delta} \in [\tilde{\delta}_{SN}, \tilde{\delta}_{BP}] \), and no positive eigenvalues for \( \tilde{\delta} \in [\tilde{\delta}_{BP}, \tilde{\delta}_{BP}] \).

**Proof.** Because \( b_0 > 0 \) and \( b_1 < 0 \) for \( \tilde{\delta} \in [\tilde{\delta}_{BP}, \tilde{\delta}_{BP}] \) from Lemma 1,

\[
(\bar{x}, T_{2N}\bar{x}) = -b_0[(\bar{x}_0^2 + (\bar{x}_1 - \bar{x}_2)^2 + \cdots + (\bar{x}_{2N-3} - \bar{x}_{2N-2})^2 + 2\bar{x}_{2N-1}^2)
- b_1[(\bar{x}_0 - \bar{x}_1)^2 + \cdots + (\bar{x}_{2N-2} - \bar{x}_{2N-1})^2] < 0,
\]

which implies that the maximum eigenvalue of the symmetric matrix \( T_{2N} \) \((N \geq 2)\) is not positive for \( \tilde{\delta} \in [\tilde{\delta}_{BP}, \tilde{\delta}_{BP}] \).

From Lemma 3, \( \lambda = 2a(\tilde{\delta}) \) is an eigenvalue of \( T_{2N} \) that is equal to 0 at the saddle-node point \( \tilde{\delta} = \tilde{\delta}_{SN} \). The sequences of \( \bar{p}_k \), the leading principal minor of order \( k \) of \((T_{k - A_k})\) with \( \bar{p}_0(\lambda) = 1 \),
given by (A.24) and (A.25) for $\delta = \delta_{SN}$, yield

\[
\begin{align*}
\hat{p}_{2N}(0) &= 0, \\
\hat{p}_{2j+1}(0) &= -(b_0)^2 \hat{p}_{2j-1}(0) \quad (j = 1, 2, \ldots, N-1), \\
\hat{p}_{2j}(0) &= -(b_0)^2 \hat{p}_{2j-2}(0) \quad (j = 1, 2, \ldots, N-1), \\
\hat{p}_{1}(0) &= -b_0.
\end{align*}
\]

Therefore, the signs of $\hat{p}_k$ are determined:

\[
\begin{align*}
\hat{p}_0(0) &= 1 > 0, \\
\hat{p}_1(0) &= -b_0 < 0, \\
\hat{p}_{2j}(0) &= 0, \quad (j \text{ is even and } j \leq N-1) \\
\hat{p}_{2j}(0) &= 0, \quad (j \text{ is odd and } j \leq N-1) \\
\hat{p}_{2j-1}(0) &= 0, \quad (j \text{ is even and } j \leq N) \\
\hat{p}_{2j-1}(0) &= 0, \quad (j \text{ is odd and } j \leq N) \\
\hat{p}_{2N}(0) &= 0.
\end{align*}
\]

Thus, from Theorem 5 there exist $N-1$ positive eigenvalues, $N$ negative eigenvalues and one zero eigenvalue at $\delta = \delta_{SN}$.

From Lemma 3, $T_{2N}(\delta)$ has no zero eigenvalue for $\delta_{SN} < \delta < \delta_{BP}$ and $T_{2N}(\delta)$ has a zero eigenvalue with multiplicity $N-1$ at $\delta_{BP}$, which implies that there exist $N-1$ positive eigenvalues for $\delta \in [\delta_{SN}, \delta_{BP})$.

From Lemmas 2 to 4, we obtain (13). The following Lemma 5, regarding the eigenfunctions corresponding to the saddle-node bifurcation, can be proved easily.

**Lemma 5.** The eigenfunction of $T_{2N}$ corresponding to $\lambda = 2a^-$ is given by $q^+_j = 0, r^+_j = 1$ $(j = 0, 1, \ldots, N-1)$.

The signs of $r^+_j$ are given by the following lemma.

**Lemma 6.** Assume that (S4), (S5) and (S6) hold, and $\eta < 0$. For $\delta \in [\delta_{SN}, \delta_{BP})$, $r^+_j$ and $r^+_{j+1}$ have different signs for $j = 0, 1, \ldots, N-2$.

**Proof.** From Theorem 4, the eigenvectors corresponding to $\lambda$ for $\delta \neq \delta_{BP}$ are given by

\[
y_j = \frac{\tilde{p}_{2j}(\lambda)}{(b_0)(b_1^+)^j}, \quad z_j = \frac{-\tilde{p}_{2j+1}(\lambda)}{(b_0)(b_1^+)^{j+1}} \quad (j = 0, 1, \ldots, N-1). \tag{A.37}
\]

From Theorem 5, the signs of $\tilde{p}_k(\lambda)$ and $\tilde{p}_{k+1}(\lambda)$ $(k = 0, 1, \ldots, 2N-2)$ are different for $\delta \in (\delta_{SN}, \delta_{BP})$. Because $b_1^+$ is negative for $\delta \in (\delta_{SN}, \delta_{BP})$ from Lemma 1, we can conclude from (A.37) that $r^+_j = (y^+_j - z^+_j)/2$ and $r^+_{j+1} = (y^+_{j+1} - z^+_{j+1})/2$ have different signs.

The orthogonality between the eigenvectors corresponding to $BP_0$ and $N$ stripes is guaranteed by the following Lemma.

**Lemma 7.** Let $\tilde{x} = (\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_{2N-1})$ be an eigenvector of $T_{2N}$ corresponding to the eigenvalue $\lambda \neq 2a(\delta)$. Then $\tilde{x}$ and $(\tilde{y}_0, \tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_{N-1}, \tilde{z}_{N-1})$ are orthogonal.
Proof. Because $T_{2N}\bar{x} = \lambda\bar{x}$, we have

$$
\sum_{i=0}^{2N-1} (-1)^i(a - b_0 - b_1)\bar{x}_i = \lambda \sum_{i=0}^{2N-1} (-1)^i\bar{x}_i.
$$

Because $a + b_0 + b_1 = 0$, it follows that

$$
(2a - \lambda) \sum_{i=0}^{2N-1} (-1)^i\bar{x}_i = 0.
$$

Therefore, $\bar{x}$ and $(\bar{y}_0, \bar{z}_0, \ldots, \bar{y}_{N-1}, \bar{z}_{N-1}) = -(1, -1, 1, -1, \ldots, 1, -1)$ are orthogonal when $\lambda \neq 2a$.

From Lemma 3, the eigenvector corresponding to $\lambda = 2a(\bar{\delta})$ is responsible for the saddle-node bifurcation, hence Lemma 7 yields the result that the unstable eigenvectors for $\bar{\delta} \in (\bar{\delta}_{SN}, \bar{\delta}_{BP})$ are orthogonal to (12).

Finally, we have the following Lemma 8 concerning the stability of the upper branch.

**Lemma 8.** Assume that (S4), (S5) and (S6) hold, and $\eta < 0$. The solution of equation (11) is unstable for $\bar{\delta} \geq \bar{\delta}_{SN}$.

**Proof.** For $N \geq 2$, because $T_{2N}$ is a symmetric matrix, the minimum eigenvalue $\lambda_s$ and the maximum eigenvalue $\lambda_l$ satisfy $\lambda_s \leq \langle \bar{x}, T_{2N}\bar{x} \rangle / \|\bar{x}\|_2 \leq \lambda_l$. For the upper branch, $b_1 = b_1^*$ is negative by Lemma 1. Thus, by taking $\bar{x} = (\bar{x}_0, \ldots, \bar{x}_{2N-1}) = (0, 1, \ldots, 1, 0)$, we obtain

$$
\langle \bar{x}, T_{2N}\bar{x} \rangle = -b_0[2\bar{x}_0^2 + (\bar{x}_1 - \bar{x}_2)^2 + \cdots + (\bar{x}_{2N-3} - \bar{x}_{2N-2})^2 + 2\bar{x}_{2N-1}^2]
- b_1[(\bar{x}_0 - \bar{x}_1)^2 + \cdots + (\bar{x}_{2N-2} - \bar{x}_{2N-1})^2]
= -2b_1 > 0,
$$

which shows that the maximum eigenvalue is positive. Therefore, Theorem 2 is proved.

**Proof of Theorem 3**

Let $U_{2N}(\bar{\delta})$ be a $2N \times 2N$ linearized matrix of (A.23) with periodic boundary conditions for $y_j = \bar{q}(\bar{\delta}) + \bar{r}(\bar{\delta}) = \bar{r}(\bar{\delta})$ and $z_j = \bar{q}(\bar{\delta}) - \bar{r}(\bar{\delta}) = -\bar{r}(\bar{\delta})$. That is,

$$
U_{2N}(\bar{\delta}) = \begin{pmatrix}
  a & b_1 & b_0 & b_0 \\
  b_1 & a & b_0 & b_0 \\
  b_0 & a & b_1 & \ldots \\
  \vdots & \vdots & \ddots & \ddots \\
  b_0 & b_0 & b_1 & a
\end{pmatrix}.
$$

The eigenvalues of $U_{2N}(\bar{\delta})$ can be calculated using the following lemma.
Lemma 9. Let $U_N^+(\delta)$ and $U_N^-(\delta)$ be $N \times N$ matrices such that

\[
U_N^+(\delta) := \begin{pmatrix}
  a \pm b_0 & b_1 & b_0 \\
  b_1 & a & b_0 \\
  b_0 & a & b_1 \\
  \vdots & \ddots & \ddots \\
  b_1 & a & b_0 \\
  b_0 & a & b_1 \\
  b_1 & a & b_0 \\
\end{pmatrix} \quad (N : \text{even}),
\]

\[
U_N^-(\delta) := \begin{pmatrix}
  a + b_0 & b_1 & b_0 \\
  b_1 & a & b_0 \\
  b_0 & a & b_1 \\
  \vdots & \ddots & \ddots \\
  b_0 & a & b_1 \\
  b_1 & a & b_0 \\
  b_0 & a & b_1 \\
  b_1 & a & b_0 \\
\end{pmatrix},
\]

\[
U_N^-(\delta) := \begin{pmatrix}
  a - b_1 & b_0 & b_0 \\
  b_0 & a & b_1 \\
  b_1 & a & b_0 \\
  \vdots & \ddots & \ddots \\
  b_0 & a & b_1 \\
  b_1 & a & b_0 \\
  b_1 & a & b_0 \\
\end{pmatrix} \quad (N : \text{odd}).
\]

The eigenvalues of $U_{2N}$ are calculated by solving the equation

\[
|U_N^+ - \lambda I_N||U_N^- - \lambda I_N| = 0,
\]

where $I_N$ is the $N \times N$ identity matrix.

Proof.

\[
|U_{2N}(\delta) - AI_{2N}| = \begin{vmatrix}
  U_N^+(\delta) - AI_N & B_N^+(\delta) \\
  B_N^+(\delta) & U_N^-(\delta) - AI_N \\
\end{vmatrix} \quad (A.38)
\]

\[
= |U_N^+(\delta) + \tilde{B}_N^+(\delta) - AI_N||U_N^-(\delta) - \tilde{B}_N^-(\delta) - AI_N| \quad (A.39)
\]

\[
= |U_N^+(\delta) - AI_N||U_N^-\delta) - AI_N|,
\]
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where $U'_N$, $U''_N$, $B'_N$, $B''_N$, $\bar{B}'_N$, and $\bar{B}''_N$ are defined as follows.

Case I) $N$ is even.

$$U'_N(\bar{\delta}) = U''_N(\bar{\delta}) := \begin{pmatrix}
a & b_1 \\
b_1 & a & b_0 \\
b_0 & a & b_1 \\
\vdots & \ddots & \ddots & \ddots \\
\end{pmatrix},$$

$$B'_N(\bar{\delta}) = B''_N(\bar{\delta}) := 
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\cdots & \cdots & \cdots \\
0 & 0 & 0 \\
0 & 0 & 0 \\
b_0 & 0 \\
\end{pmatrix},$$

$$\bar{B}'_N(\bar{\delta}) = \bar{B}''_N(\bar{\delta}) := 
\begin{pmatrix}
b_0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\cdots & \cdots & \cdots \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & b_0 \\
\end{pmatrix}$$
Case II) $N$ is odd.

$$U_N^{'}(\bar{\delta}) := \begin{pmatrix} a & b_1 & b_0 & \cdots & b_1 \\ b_1 & a & b_0 & \cdots & b_0 \\ b_0 & a & b_1 & \cdots & b_1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_0 & a & b_1 & \cdots & a \end{pmatrix}, \quad U_N^{{''}}(\bar{\delta}) := \begin{pmatrix} a & b_0 & a & \cdots & b_0 \\ b_0 & a & b_1 & \cdots & b_1 \\ b_1 & a & b_0 & \cdots & b_0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_1 & a & b_0 & \cdots & a \end{pmatrix}.$$  

$$B_N^{'}(\bar{\delta}) := \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_1 & 0 & 0 & \cdots & 0 \end{pmatrix}, \quad B_N^{{''}}(\bar{\delta}) := \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_0 & 0 & 0 & \cdots & 0 \end{pmatrix}.$$  

$$\overline{B}_N^{'}(\bar{\delta}) := \begin{pmatrix} b_0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_1 & 0 & 0 & \cdots & 0 \end{pmatrix}, \quad \overline{B}_N^{{''}}(\bar{\delta}) := \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & b_0 \end{pmatrix}.$$  

In order to obtain (A.39), we add the $(2N-n+1)$-th column of (A.38) to the $n$-th column of (A.38) for $n=1, \ldots, N$. Then we subtract the $n$-th row of (A.38) from the $(2N-n+1)$-th row of (A.38) for $n=1, \ldots, N$.

First, we perform a linear stability analysis of the solutions of the lower branch. The stability of 1-stripe solutions can be proved in a similar way to Lemma 1. Thus, we omit proofs of Lemmas 10 and 11.

**Lemma 10.** The eigenvalues of $U_2$ corresponding to the lower branch are 0 and $2b_0$.

From Lemmas 1 and 10, it is proved that, for $N=1$, the eigenvalues of the lower branch consist of one zero eigenvalue and one negative eigenvalue.

The number of zero eigenvalues corresponding to the lower branch for $N \geq 2$ is given by the following Lemma.

**Lemma 11.** If $N \geq 2$, $U_{2N}$ corresponding to the lower branch has zero eigenvalues of multiplicity $N$ at $\delta = \overline{\delta}_{bp}$, zero eigenvalues of multiplicity 2 at $\delta = \overline{\delta}_{SN}$, and one zero eigenvalue for $\delta \in (\overline{\delta}_{SN}, \overline{\delta}_{bp}) \cup (\overline{\delta}_{bp}, \overline{\delta}_{B})$.

From Lemma 11, we see that $\lambda = 2a(\bar{\delta})$ is the eigenvalue of $U_{2N}$ corresponding to the saddle-node bifurcation because $a(\bar{\delta}) = 0$ for $\bar{\delta} = \overline{\delta}_{SN}$ from Lemma 1.

Next, we consider the number of positive eigenvalues of $P_n$ for the lower branch.
Lemma 12. If \( N \geq 2 \), \( U_{2N} \) corresponding to the lower branch has \( N - 1 \) positive eigenvalues for \( \delta \in [\tilde{\delta}_{SN}, \tilde{\delta}_{BP}] \) and no positive eigenvalues for \( \delta \in [\tilde{\delta}_{BP}, \tilde{\delta}_{BP}^+] \).

Proof. \( U_{2N} \) is a symmetric matrix and
\[
\langle \hat{x}, U_{2N} \hat{x} \rangle / ||\hat{x}||^2 = [-b_0((\hat{x}_3 - \hat{x}_2)^2 + (\hat{x}_1 - \hat{x}_4)^2 + \cdots + (\hat{x}_{2N-1} - \hat{x}_3)^2)
- b_1((\hat{x}_0 - \hat{x}_1)^2 + (\hat{x}_2 - \hat{x}_3)^2 + \cdots + (\hat{x}_{2N-2} - \hat{x}_{2N-1})^2)] / ||\hat{x}||^2
\]
holds for \( \hat{x} = (\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_{2N-1}) \). Because \( b_0 \) and \( b_1 \) are positive by Lemma 1, \( \langle \hat{x}, U_{2N} \hat{x} \rangle \) \( \leq 0 \) holds for \( \delta \in [\tilde{\delta}_{BP}, \tilde{\delta}_{BP}^+] \). Therefore, \( U_{2N} \) with respect to \( (q_i, r_i) = (0, \hat{r}_i) \) has no positive eigenvalue for \( \delta \in [\tilde{\delta}_{BP}, \tilde{\delta}_{BP}^+] \).

In a manner similar to the proof of Lemma 4, we can prove the following. If \( N \) is even, \( U_{2N}^+ \) has \( N/2 - 1 \) positive eigenvalues and \( U_{2N}^- \) has \( N/2 \) positive eigenvalues for \( \delta = \tilde{\delta}_{SN} \); if \( N \) is odd, \( U_{2N}^+ \) and \( U_{2N}^- \) have \((N - 1)/2\) positive eigenvalues for \( \delta = \tilde{\delta}_{SN} \). Therefore, \( U_{2N} \) has \( N - 1 \) positive eigenvalues for \( \delta = \tilde{\delta}_{SN} \). Because \( U_{2N} \) has no zero eigenvalue except for that arising from rotational invariance, \( U_{2N} \) has \( N - 1 \) positive eigenvalues for \( \delta \in [\tilde{\delta}_{SN}, \delta_{BP}] \). \( \square \)

Lemma 13. Assume that \( N \geq 2 \) and \( \tilde{\delta} \in [\tilde{\delta}_{SN}, \tilde{\delta}_{BP}] \). If \( N \) is even, the positive eigenvalues of \( U_{2N} \) corresponding to the lower branch consist of one distinct maximum eigenvalue and \((N - 2)/2\) pairs of distinct eigenvalues. If \( N \) is odd, the positive eigenvalues of \( U_{2N} \) corresponding to the lower branch consist of \((N - 1)/2\) pairs of distinct eigenvalues.

Proof. From Lemma 1 and Theorem 4, it is apparent that the symmetric tri-diagonal matrices \( U_{2N}^+(\delta) \) and \( U_{2N}^-(\delta) \) have distinct eigenvalues. Therefore, from Lemma 9, the multiplicity of positive eigenvalues of \( U_{2N}(\delta) \) for \( \delta \in [\tilde{\delta}_{SN}, \tilde{\delta}_{BP}] \) is at most 2.

Case I) \( N \) is even.

Let \( \varphi_i^+ := (y_0^+, \ldots, y_N^+, \ldots, y_N^+, \ldots, y_N^+) \) be eigenvectors corresponding to the eigenvalue \( \tilde{\lambda}_i \) of \( U_{2N}^+(\delta) \). We define
\[
\bar{\varphi}_i^+ := (y_{N-1}^+, y_{N-2}^+, \ldots, y_0^+, \ldots, y_0^+).
\]
Then,
\[
\varphi_i := (\varphi_i^+ \bar{\varphi}_i^+ \bar{\varphi}_i^+) \quad (i = 0, \ldots, N - 1)
\]
are eigenvectors of \( U_{2N}(\delta) \) corresponding to \( \tilde{\lambda}_i \).

From the condition of rotational invariance, \( \varphi_i^+ = (y_{N-1}^+, y_{N-2}^+, \ldots, y_0^+ \bar{y}_0^+, \bar{y}_0^+, \ldots, \bar{y}_0^+) \) is an eigenvector of \( U_{2N} \) corresponding to \( \tilde{\lambda}_i \). If \( \varphi_i \) and \( \varphi_i' \) are linearly dependent, i.e., \( \tilde{a}\varphi_i + b\varphi_i' = 0 \) for \( \tilde{a} \neq 0 \) and \( b \neq 0 \), then \((-\tilde{a}/b)^3 = 1 \) holds. We define
\[
\varphi_0 := (y_0^+, \ldots, \bar{y}_0^+, \ldots, \bar{y}_0^+), \quad y_0^+ = -1, \quad \bar{y}_0^+ = -1,
\]
\[
\varphi_1 := (y_0^+, \ldots, \bar{y}_0^+, \ldots, \bar{y}_0^+), \quad y_0^+ = (1)^{i+1}, \quad y_0^+ = (-1)^{i+1}, \quad z_0^+ = (-1)^{i+1}, \quad \bar{z}_0^+ = (-1)^{i+1},
\]
\[
\varphi_2 := (y_0^+, \ldots, \bar{y}_0^+, \ldots, \bar{y}_0^+), \quad y_0^+ = (1)^{i+1}, \quad \bar{z}_0^+ = (1)^{i+1}, \quad \bar{y}_0^+ = 1. \quad (A.40)
\]
Now, \( \varphi_j \) \( (j = 0, 1, 2, 3) \) are eigenvectors corresponding to the eigenvalues \( \tilde{\lambda}_0 = 0, \tilde{\lambda}_1 = -2b_1^+, \tilde{\lambda}_2 = -2b_0, \) and \( \tilde{\lambda}_3 = 2a^+ \). From Lemma 1, \( \tilde{\lambda}_1 > 0, \tilde{\lambda}_2 < 0, \) and \( \tilde{\lambda}_3 < 0 \) for \( \delta \in (\tilde{\delta}_{SN}, \tilde{\delta}_{BP}) \). From Theorem 4, \( \tilde{\lambda}_i \) \( (i = 0, 1, 2) \) are distinct for \( \delta \in (\tilde{\delta}_{SN}, \tilde{\delta}_{BP}) \). In addition, \( \varphi_j \) and \( \varphi_j' \) are
linearly independent except for the above four eigenvectors, and they have the same eigenvalue. Therefore, the positive eigenvalues for \( \delta \in (\delta_{SN}, \delta_{BP}) \) consist of \((N-2)/2\) pairs of distinct eigenvalues and one distinct eigenvalue. In addition, \( \lambda_1 \) is the maximum eigenvalue for \( \delta \in [\delta_{SN}, \delta_{BP}] \), because \((\bar{x}, U_{2N}\bar{x}) / \|\bar{x}\|^2\) is maximum for \( \bar{x} = \varphi_1 \).

Case II) \( N \) is odd.

Let \( \varphi_j := (y_0^j, z^0_j, y_1^j, z^1_j, \ldots, y_{N-1/2-1}^j, z^j_{N-1/2-1}, y_{N-1/2}^j, z^j_{N-1/2}) \) be an eigenvector corresponding to the eigenvalue \( \lambda \) of \( U_N \), and define \( \varphi_j^+ := (y_{N-1/2-1}^j, z^j_{N-1/2-1}, y_{N-1/2}^j, z^j_{N-1/2}, y_0^j, z^0_j, y_1^j, z^1_j, \ldots, y_{N-1}^j, z^j_{N-1}) \). Then \( \varphi_j := (\varphi_j^+, \varphi_j^-) \) is an eigenvector corresponding to \( \lambda \). If \( \varphi_j \) and \( \varphi_j' = (y_{N-1/2-1}^j, z^j_{N-1/2-1}, y_{N-1/2}^j, z^j_{N-1/2}, y_0^j, z^0_j, y_1^j, z^1_j, \ldots, y_{N-1}^j, z^j_{N-1}) \) are linearly dependent, i.e., \( \delta \varphi_j + \delta' \varphi_j' = 0 \) for \( \delta \neq 0 \) and \( \delta' \neq 0 \), then \((-\bar{a}/\bar{b})^N = 1\) holds. Thus we define

\[
\begin{align*}
\varphi_0 &:= (y_0^0, z^0_0, y_1^0, z^1_0, \ldots, y_{N-1}^0, z^j_{N-1}), \quad y_j^0 = -1, \quad z_j^0 = -1, \\
\varphi_1 &:= (y_1^0, z^1_0, y_2^0, z^2_0, \ldots, y_{N-1}^0, z^j_{N-1}), \quad y_j^1 = -1, \quad z_j^1 = 1.
\end{align*}
\]

Now, \( \varphi_j (j = 0, 1) \) are eigenvectors corresponding to \( \lambda_j \), where \( \lambda_0 = 0 \) and \( \lambda_1 = 2\alpha^- < 0 \). By a similar argument to that used in the case where \( N \) is even, we can conclude that the positive eigenvalues of \( U_{2N} \) consist of \((N-1)/2\) pairs. \( \Box \)

We obtain the following lemma directly from the rotational invariance of the \( N \)-stripe solutions.

**Lemma 14.** If \( (q_0^j, q_1^j, \ldots, q_{N-1}^j, r_0^j, r_1^j, \ldots, r_{N-1}^j) \) is an eigenvector of (10) with periodic boundary conditions, then the index-rotated eigenvector \( (q_{N-1}^j, q_0^j, q_1^j, \ldots, q_{N-2}^j, r_{N-1}^j, r_0^j, r_1^j, \ldots, r_{N-2}^j) \) is an eigenvector of (10).

The signs of \( r_j \) and \( r_{j+1} \) are given by the following lemma.

**Lemma 15.** If \( N \) is even, \( r_j \) and \( r_{j+1} \) have different signs for \( \delta \in [\delta_{SN}, \delta_{BP}] \). If \( N \) is odd, there exist two linearly independent eigenfunctions corresponding to the maximum eigenvalues, which are given by

\[
(0, r_1, r_2, \ldots, r_N)
\]

and

\[
(r_N^-, 0, r_1, r_2, \ldots, r_{N-1}^-),
\]

where \( r_j \) and \( r_{j+1} \) (\( j = 1, 2, \ldots, N-1 \)) have different signs.

**Proof.**

Case I) \( N \) is even.

As shown in the proof of Lemma 13, \( \lambda_1 \) is the maximum eigenvalue and \( \varphi_1 \) is given by (A.40). Therefore \( r_j \) and \( r_{j+1} \) have different signs for \( j = 0, 1, \ldots, N-2 \), and \( r_0 \) and \( r_{N-1} \) have different signs.

Case II) \( N \) is odd.

From Lemma 13, there exist two maximum eigenvalues. From Lemma 4, the eigenvectors corresponding to the maximum eigenvalue \( \lambda_1 \) of \( U_{2N} \) for \( (q_j, r_j) = (0, r_-) \) satisfy the following
conditions:

\[
y_j' = \frac{p_j^+(\tilde{\lambda})}{(b_0)(b_j)} y_j', \quad z_j' = \frac{-p_j^+(\tilde{\lambda})}{(b_0)(b_j)} y_j', \quad (j = 0, 1, \ldots, (N-1)/2 - 1),
\]

\[
y_j' = z_j' = \frac{p_j^+(\tilde{\lambda})}{(b_0)(b_j)} y_j', \quad (j = (N-1)/2),
\]

\[
y_j' = z_{N-j-1}' = y_{N-j-1}', \quad (j = (N-1)/2 + 1, (N-1)/2 + 2, \ldots, N - 1).
\]

From Theorem 5, \(p_j^+(\tilde{\lambda})\) and \(p_j^+(\tilde{\lambda})\) have different signs for \(\tilde{\delta} \in [\tilde{\delta}_{SN}, \tilde{\delta}_{BP}]\) because, by Lemma 1, \(b_1^j\) is negative for \(\bar{\delta} \in [\tilde{\delta}_{SN}, \tilde{\delta}_{BP}]\). Therefore, by using Lemma 14 inductively, Lemma 15 holds.

The properties of the eigenvectors are obtained in a similar way in the case of Neumann boundary conditions.

**Lemma 16.** The eigenfunction of \(U_{2N}\) corresponding to eigenvalue \(\tilde{\lambda}_1 = 2a^-\) is given by \(q_j' = 0, r_i' = 1\).

The following lemma can be proved in a parallel manner to the proof of Lemma 7. Therefore, we omit it here.

**Lemma 17.** Let \(\tilde{x} = (\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_{2N-1})\) be an eigenvector of \(U_{2N}\) corresponding to an eigenvalue \(\tilde{\lambda} \neq 2a\). Then \(\tilde{x}\) and \((\tilde{y}_0, \tilde{y}_1, \tilde{y}_1, \ldots, \tilde{y}_{N-1}, \tilde{y}_{N-1})\) are orthogonal.

Finally, we have the following Lemma 18 concerning the stability of the upper branch.

**Lemma 18.** The stationary solution (11) is unstable for \(\tilde{\delta} \geq \tilde{\delta}_{SN}\).

**Proof.** Because \(U_{2N}\) is a symmetric matrix, the maximum eigenvalue \(\tilde{\lambda}_i\) is bounded: \(\langle \tilde{x}, U_{2N}\tilde{x} \rangle /\|\tilde{x}\|^2 \leq \tilde{\lambda}_i\), where

\[
\langle \tilde{x}, U_{2N}\tilde{x} \rangle /\|\tilde{x}\|^2 = [-b_0((\tilde{x}_1 - \tilde{x}_2)^2 + (\tilde{x}_3 - \tilde{x}_4)^2 + \cdots + (\tilde{x}_{2N-1} - \tilde{x}_0)^2) - b_1((\tilde{x}_0 - \tilde{x}_1)^2 + (\tilde{x}_2 - \tilde{x}_3)^2 + \cdots + (\tilde{x}_{2N-2} - \tilde{x}_{2N-1})^2)]/\|\tilde{x}\|^2,
\]

for \(\tilde{x} = (\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_{2N-1})\). Because \(b_1^j\) is negative for \(\tilde{\delta} \geq \tilde{\delta}_{SN}\) by Lemma 1, \(\langle \tilde{x}, U_{2N}\tilde{x} \rangle\) attains a positive value for \(\tilde{x} = (\tilde{x}_0, 1, 1, \ldots)\), which shows that the maximum eigenvalue is positive. Therefore, the upper branch is unstable for \(\tilde{\delta} \geq \tilde{\delta}_{SN}\). \(\Box\)

Theorem 3 follows from Lemmas 10 to 18.
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