Constraining ice mass loss from Jakobshavn Isbræ (Greenland) using InSAR-measured crustal uplift
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SUMMARY
Jakobshavn Isbræ in west Greenland has been undergoing dramatic thinning since 1997. Applying the interferometric synthetic aperture radar (InSAR) technique to Radarsat-1 SAR data, we measure crustal uplift near Jakobshavn Isbræ caused by recent ice mass loss. The crustal uplift is predominantly at long spatial wavelengths (larger than 10 km), and thus is difficult to separate from InSAR orbit errors. We reduce the effects of orbit errors by removing long-wavelength deformation signals using conventional InSAR baseline fitting methods. We find good agreement between the remaining short-scale InSAR-estimated deformation rates during 2004–2008 and the corresponding short-scale components of a deformation model that is based on changes in ice elevation measured by NASA’s Airborne Topographic Mapper (ATM). We are also able to use the InSAR-measured deformation to invert for the spatial pattern of ice thinning. Overall, our results suggest that despite the inherent difficulties of working with a signal that has significant large-scale components, InSAR-measured crustal deformation can be used to study the ice mass loss of a rapidly thinning glacier and its surrounding catchment, providing both a constraint on any existing model of ice mass loss and a data source that can be used to invert for ice mass loss. These new applications of InSAR can help to better understand a glacier’s rapid response to a warming climate.
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1 INTRODUCTION
Jakobshavn Isbræ, the largest outlet glacier on Greenland’s west coast, has been undergoing substantial thinning in ice elevation for more than a decade. Since 1991, NASA Wallops Flight Facility has conducted annual repeat laser altimetry surveys over Jakobshavn Isbræ along a grid pattern of flight tracks using the Airborne Topographic Mapper (ATM, Krabill et al. 1999, 2000; Thomas et al. 2003; Krabill et al. 2004; Joughin et al. 2008; Thomas et al. 2009). These surveys reveal a progressive loss of ice volume from the glacier, from ~10 km³ yr⁻¹ during 1997–2002, to ~20 km³ yr⁻¹ during 2002–2003 (Krabill et al. 2004), to ~23 km³ yr⁻¹ during 2005–2006 (Joughin et al. 2008) and a slight decrease to ~22 km³ yr⁻¹ during 2006–2009 (Khan et al. 2010a).

Because of their high spatial resolution, ATM surveys provide one of the best data sets for estimating the mass balance from individual glaciers. However, their accuracy is mainly limited by two factors. First, repeat survey tracks only cover a portion of the Jakobshavn Isbræ drainage basin, excluding some of its inland area. Therefore, a regional synopsis requires spatial interpolation and extrapolation of the survey grids, which introduce uncertainties in total mass balance estimates. Secondly, a surface snow/ice density profile is required to convert changes in glacier elevation into mass changes. However, surface density can only be reliably determined from field measurements (Cuffey & Paterson 2010), which are infrequent and sparse at Greenland glaciers. A constant vertical-averaged density, for example, density of pure ice of 910 kg m⁻³ (Joughin et al. 2008), is usually used. Under this assumption, the estimated rate
of ice volume loss could be biased by the temporal and spatial variability of the surface mass balance (SMB). Though, depending on the time of year, the assumption of a uniform ice density might be appropriate for Jakobshavn Isbræ, because most of its mass loss occurs in the ablation zone.

As a complement to altimetry studies, GPS-measured crustal deformation is useful for constraining estimates of present-day ice mass balance (Sauber & Molnia 2004; Dietrich et al. 2005; Khan et al. 2007; Bevis et al. 2009; Kierulf et al. 2009; Khan et al. 2010a,b; Dietrich et al. 2010). The Earth’s crust deforms elastically in response to present-day unloading of ice from a thinning glacier. Khan et al. (2010a) analysed data from continuous GPS measurements on bedrock near Jakobshavn Isbræ and found that all four sites showed clear uplifting trends during 2006–2009. A large uplift rate of 14.6 ± 1.7 mm yr\(^{-1}\) was observed at Kangia, located immediately adjacent to the glacier front, in response to glacial thinning (Khan et al. 2010a). GPS measurements have the advantages of being sensitive to mass rather than to elevations, and of inherently averaging over large spatial regions without the risk of missing an area of significant mass change. A disadvantage is that a handful of GPS receivers in a region does not provide a high-resolution deformation field.

The main goal of this study is to constrain Jakobshavn Isbræ ice mass balance estimates using glacial-unloading deformation over the adjacent bedrock, as measured by interferometric synthetic aperture radar (InSAR). We demonstrate that the InSAR measurements can be used in two ways. First, we compare InSAR-measured deformation with the deformation predicted from the ATM data. Because InSAR provides an assessment of the deformation across an entire region rather than at just a few points, it can in principle provide a better constraint on the ice mass balance than GPS. Secondly, we invert for ice thinning rates at a relatively high spatial resolution (5 km), using the complete InSAR regional deformation measurements. We conclude that such inversions can provide a direct means of studying ice mass balance even when no other data are available directly over the ice. Overall, these two new applications extend conventional InSAR studies on mapping glacial motions to constrain mass balance.

InSAR has been widely applied to map surface velocities of glaciers (Goldstein et al. 1993; Joughin et al. 1996; Rignot et al. 1997; Joughin 2002; Joughin et al. 2004; Rignot & Kanagaratnam 2006), but not, to our knowledge, to measure unloading deformation caused by glacial mass loss, mainly because long-wavelength deformation is difficult to distinguish from InSAR orbit errors. That is the major technical challenge in this work, and part of our goal is to explore the limitations introduced by those errors.

2 CRUSTAL DEFORMATION MODEL BASED ON THE ATM SURVEYS

We use the ATM data to model the crustal deformation rate in response to glacial thinning during the time span of the SAR scenes. This model will be used in Section 3 to compare with the InSAR measurements.

We differentiate successive ATM surveys in the summers of 1997, 2002, 2005, 2006, and 2009, and resample the flight track elevation changes onto a 1 km grid (Joughin et al. 2008). The resulting maps of surface elevation change (Fig. 2) show dramatic ice thinning in the glacier trunk, as well as interannual variability. The thinning rate increased steadily near the ice front and reached 10–30 m yr\(^{-1}\) during 2005–2006, then decreased to ∼12 m yr\(^{-1}\) during 2006–2009, consistent with the gradual migration of thinning upglacier towards the inland ice. The grounding line (shown as the red line in Fig. 1) remained relatively stable during the 2004–2008 InSAR time span (Khan et al. 2010a).

At an InSAR pixel \(i\), the line-of-sight (LOS) deformation rate, \(d_i\), in response to thinning from \(N\) discrete ice mass points can be written as

\[
d_i = \sum_{j=1}^{N} g_{r,j} u_j,
\]

where \(g_{r,j}\) is the loading deformation Green’s function (Farrell 1972) projected into the LOS direction, and \(u_j\) is the ice thinning rate determined from changes in surface elevation from ATM surveys. The ATM-derived ice thinning rates also include contributions from the elastic uplift of the bed. However, since those contributions are only about 1 per cent of the ice thinning, their impact on our estimates of \(d_i\) is negligible.

At each pixel, we calculate the deformation rates during 2004–2008. In Fig. 3, we only plot predictions at points displaying high coherence in the Radarsat-1 interferograms. Most of these points are located on bedrock, as interferograms lose coherence over the glacier and water bodies. The LOS motion is dominated by vertical motion, with horizontal motion contributing less than 5 per cent. LOS shortening (nearly uplift) is largest near the glacier, with a maximum rate of 12 mm yr\(^{-1}\). Shortening rates decrease at distances further from the glacier. This spatial pattern resembles a tilt with high gradients near the glacier and with a nearly constant gradient on the west side.

In addition to the ice mass loss from Jakobshavn Isbræ, three other sources also contribute to the InSAR-measured crustal deformation, all of which we model and remove from the interferograms. The first is loading from ice-dammed Tinningilik Lake, located south of Jakobshavn Icefjord (Fig. 1). After a rapid draining episode in 2003, the lake’s water level has been rising at an estimated rate of 7.5 m yr\(^{-1}\) (Furuya & Wahr 2005), which has caused ground subsidence around the lake. The calculated elastic crustal deformation shows a localized lobe pattern of LOS lengthening, at rates up to 2.0 mm yr\(^{-1}\). The second is the Earth’s viscoelastic response to the deglaciation history since the last glacial maximum. We spatially interpolate the 3-D present-day post-glacial rebound (PGR) rates given by the ICE-5G model of Peltier (2004), and project them into the LOS direction. The predicted PGR signal resembles a slope with LOS lengthening (nearly subsidence) rates, which decrease from 1.6 mm yr\(^{-1}\) in the east to 0.4 mm yr\(^{-1}\) in the west. The third is the ocean tide loading (OTL) deformation over this coastal area. Following the method of DiCaprio & Simons (2008), we model the OTL deformation for the individual interferograms using the NLOADF program (Agnew 1997) and the GOT00.2 ocean tide model (Ray 1999). We find a maximum spatial gradient in OTL of 1 cm across any interferogram (50 km wide). Nonetheless, the apparent linear rate of OTL calculated using the time-series sampled by our 36 SAR acquisition times is less than 0.8 mm yr\(^{-1}\) and varies by only 0.2 mm yr\(^{-1}\) across the InSAR frame.

After constructing the model of the LOS rates, we simulate the surface deformation fields (hereafter referred to as ‘synthetic interferograms’) corresponding to the real interferograms by multiplying the predicted linear rates by the time intervals of the individual interferograms. Each synthetic interferogram and its corresponding Radarsat-1 interferogram share the same orbital information.
3 InSAR PROCESSING AND RESULTS

3.1 Overview

We use fine-beam (beam F1) SAR data collected by Radarsat-1, a Canadian Space Agency (CSA) satellite. The Radarsat-1 SAR scenes (listed in Table 1) spanned 2004–2008, when the glacier was progressively losing ice (Joughin et al. 2008). We concatenate two adjacent SAR frames (frames 277 and 278, shown in Fig. 1) for full coverage over the bedrock area close to the glacier and for better estimation of InSAR orbit errors (Section 3.2).

We apply standard InSAR processing using the JPL/Caltech ROI_PAC software (Rosen et al. 2004), and construct 52 interferograms (listed in Table 2). Most of the interferograms span longer than one year, helping to better detect long-term crustal deformation signals and to avoid inadvertently including contributions from ice motion occurring at the glacier–bedrock boundary. Lateral ice displacements over one year or longer are typically more than several kilometres, and thus show no coherence in our interferograms. We take 32 looks in both the range and azimuth directions, corresponding to ground pixel resolutions of \( \sim 250 \) m and \( \sim 180 \) m, respectively. Multi-looked interferograms exhibit enhanced coherence and still keep the deformation signals of interest at a relatively high spatial resolution.

To measure ground surface deformation, we remove the topographic contributions to the InSAR-measured radar phase changes using the known orbital positions (we refer to this step as ‘topography removal’). We construct a digital elevation model (DEM) using the Advanced Spaceborne Thermal Emissivity and Reflection Radiometer (ASTER) imagery (see Howat et al. 2008, for a detailed description). In all interferograms, we mask out DEM artefacts that occur over large water bodies and some cloud-covered areas. For topography removal, we use the raw orbit products distributed by CSA. We correct for orbit errors using the technique described in the following section. Finally, we stack the geocoded and unwrapped interferograms using the method described by Biggs et al. (2007) to estimate the deformation rate and to reduce artefacts due to atmospheric delay and residual orbit errors that are not fully removed.

Figure 1. Map of Jakobshavn Isbrae and the adjacent bedrock. The background image is topographic relief. The solid black box outlines the coverage of the Radarsat-1 SAR scenes. The dashed box outlines the boundary of the glacial thinning models constructed from the ATM altimetry surveys, which are shown in Fig. 2. The red curve is the grounding line. The red box in the inset map shows the location of the study area.
Figure 2. Maps of glacial thinning rates at Jakobshavn Isbræ based on ATM repeat laser-altimetry surveys: (a) between 1997 and 2002, (b) between 2002 and 2005, (c) between 2005 and 2006 (only contours up to 14 m yr$^{-1}$ are shown) and (d) between 2006 and 2009. Figs (a)–(c) and (d) are reproduced from Joughin et al. (2008) and Khan et al. (2010a), respectively, using data distributed by NASA Wallops (Krabill 2009). Positive values indicate thinning. Grey represents slight thickening with rates smaller than 0.5 m yr$^{-1}$.

Satellite control agencies and post-processed precise orbit products. Because Radarsat-1 was not designed for InSAR applications, its orbit position was determined to a relatively low accuracy, on the order of 10 m (Parashar & Langham 1997).

InSAR orbit errors (errors in LOS range changes caused by baseline errors) resemble a long-wavelength pattern in an unwrapped interferogram, and nearly parallel fringes in a wrapped interferogram. Fig. 4(a) shows a typical Radarsat-1 interferogram dominated by orbit error fringes, which vary across the image by about 18 cm.

We use a baseline fitting approach implemented in ROI_PAC (Rosen et al. 1996; Buckley et al. 2000). This method estimates five baseline parameters: baseline offsets in the vertical and
horizontal directions, rates of baseline change with respect to the along-track position in the master-scene trajectory in both directions, and a constant phase offset. Baseline errors in the along-track direction are corrected during coregistration of the two SAR images (Hanssen 2001). We prefer to fit baseline parameters rather than to fit a specific spatial pattern because the former better represents the baseline geometry and requires no empirical assumptions of orbit error patterns.

The InSAR-observed change in the LOS range $r_i$ at a point located at $x_i$ consists of a deformation signal $d_i$, a contribution from surface topography $f_i$, and errors $\epsilon_i$, that is,

$$r_i = d_i + f_i + \epsilon_i.$$  \hfill (2)

We represent $f_i$ with a geometric function $\tilde{f}(x_i; \mathbf{a})$ that depends non-linearly on the five baseline parameters $(a_1, a_2, \ldots, a_5) = \mathbf{a}$, and that has a long-wavelength spatial dependence across a...
scene. See the detailed expression of $\tilde{f}(x_i; a)$ in Buckley et al. (2000).

Given $N$ observations ($r_1, r_2, \ldots, r_N$) in one interferogram, the goal of baseline fitting is to solve for $a$, which minimizes the difference between the observed range change and the range change due to surface topography only. The merit function we minimize is

$$E = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{r_i - \tilde{f}_i(a)}{\sigma_i} \right]^2,$$

where $\sigma_i$ is the measurement error. Here we assume the errors at individual pixels are identical and independent of each other. Combining (2) and (3), we note that by minimizing $E$ we absorb the long-wavelength components of $d$ (and of $e$) into our solution for $\tilde{f}(a)$.

Fig. 4(b) shows the residual Radarsat-1 interferogram after fitting and removing orbit errors using pixels evenly distributed across the entire scene (hereafter referred to as ‘full-scene baseline fitting’). Short-wavelength (less than 5 km) features become visible, including some LOS shortening signals on the northeast tips near the glacier front, as well as atmospheric artefacts (e.g. the wavy features near the centre). The LOS shortening signals in the northeast are common to most of the other residual interferograms, indicating that they are probably real deformation signals. We apply the same full-scene baseline fitting to the ATM-based synthetic interferogram shown in Fig. 4(d), and obtain the residual synthetic map shown in Fig. 4(e). As expected, the baseline fitting process removes long-wavelength signals, but still leaves LOS shortening signals on the northeast tips.

To retain more of the long-wavelength deformation signals across the region near the glacier, we repeat the baseline fitting process, but fit only to the area south of Tiningmilk Lake (south of the dashed line in Fig. 4c). This area is in the far field of the deformation, where the InSAR observations are dominated by orbit errors. We use these fitted baseline parameters to correct the orbit errors in the north, under the assumption that there is little variation in the baseline

<table>
<thead>
<tr>
<th>Date</th>
<th>Orbit number</th>
<th>Date</th>
<th>Orbit number</th>
</tr>
</thead>
<tbody>
<tr>
<td>20040921</td>
<td>46360</td>
<td>20060701</td>
<td>55621</td>
</tr>
<tr>
<td>20041015</td>
<td>46703</td>
<td>20060818</td>
<td>56307</td>
</tr>
<tr>
<td>20041226</td>
<td>47732</td>
<td>20060911</td>
<td>56650</td>
</tr>
<tr>
<td>20050119</td>
<td>48075</td>
<td>20061005</td>
<td>56993</td>
</tr>
<tr>
<td>20050212</td>
<td>48418</td>
<td>20061122</td>
<td>57679</td>
</tr>
<tr>
<td>20050308</td>
<td>48761</td>
<td>20070109</td>
<td>58365</td>
</tr>
<tr>
<td>20050401</td>
<td>49104</td>
<td>20070226</td>
<td>59051</td>
</tr>
<tr>
<td>20050519</td>
<td>49790</td>
<td>20070322</td>
<td>59394</td>
</tr>
<tr>
<td>20050730</td>
<td>50819</td>
<td>20070509</td>
<td>60080</td>
</tr>
<tr>
<td>20050823</td>
<td>51162</td>
<td>20070626</td>
<td>60766</td>
</tr>
<tr>
<td>20050916</td>
<td>51505</td>
<td>20070720</td>
<td>61109</td>
</tr>
<tr>
<td>20051010</td>
<td>51848</td>
<td>20070813</td>
<td>61452</td>
</tr>
<tr>
<td>20051127</td>
<td>52534</td>
<td>20070906</td>
<td>61795</td>
</tr>
<tr>
<td>20060114</td>
<td>53220</td>
<td>20070930</td>
<td>62138</td>
</tr>
<tr>
<td>20060207</td>
<td>53563</td>
<td>20080104</td>
<td>63510</td>
</tr>
<tr>
<td>20060303</td>
<td>53906</td>
<td>20080221</td>
<td>64196</td>
</tr>
<tr>
<td>20060327</td>
<td>54249</td>
<td>20080316</td>
<td>64539</td>
</tr>
<tr>
<td>20060514</td>
<td>54935</td>
<td>20080409</td>
<td>64882</td>
</tr>
</tbody>
</table>

Table 1. Radarsat-1 SAR scenes (in descending orbits) used in this study. Dates of SAR acquisitions are in the format ‘yyyyMMdd’.

<table>
<thead>
<tr>
<th>Date</th>
<th>Orbit number</th>
<th>Date</th>
<th>Orbit number</th>
</tr>
</thead>
<tbody>
<tr>
<td>20040921</td>
<td>46360</td>
<td>20060701</td>
<td>55621</td>
</tr>
<tr>
<td>20041015</td>
<td>46703</td>
<td>20060818</td>
<td>56307</td>
</tr>
<tr>
<td>20041226</td>
<td>47732</td>
<td>20060911</td>
<td>56650</td>
</tr>
<tr>
<td>20050119</td>
<td>48075</td>
<td>20061005</td>
<td>56993</td>
</tr>
<tr>
<td>20050212</td>
<td>48418</td>
<td>20061122</td>
<td>57679</td>
</tr>
<tr>
<td>20050308</td>
<td>48761</td>
<td>20070109</td>
<td>58365</td>
</tr>
<tr>
<td>20050401</td>
<td>49104</td>
<td>20070226</td>
<td>59051</td>
</tr>
<tr>
<td>20050519</td>
<td>49790</td>
<td>20070322</td>
<td>59394</td>
</tr>
<tr>
<td>20050730</td>
<td>50819</td>
<td>20070509</td>
<td>60080</td>
</tr>
<tr>
<td>20050823</td>
<td>51162</td>
<td>20070626</td>
<td>60766</td>
</tr>
<tr>
<td>20050916</td>
<td>51505</td>
<td>20070720</td>
<td>61109</td>
</tr>
<tr>
<td>20051010</td>
<td>51848</td>
<td>20070813</td>
<td>61452</td>
</tr>
<tr>
<td>20051127</td>
<td>52534</td>
<td>20070906</td>
<td>61795</td>
</tr>
<tr>
<td>20060114</td>
<td>53220</td>
<td>20070930</td>
<td>62138</td>
</tr>
<tr>
<td>20060207</td>
<td>53563</td>
<td>20080104</td>
<td>63510</td>
</tr>
<tr>
<td>20060303</td>
<td>53906</td>
<td>20080221</td>
<td>64196</td>
</tr>
<tr>
<td>20060327</td>
<td>54249</td>
<td>20080316</td>
<td>64539</td>
</tr>
<tr>
<td>20060514</td>
<td>54935</td>
<td>20080409</td>
<td>64882</td>
</tr>
</tbody>
</table>

Table 2. Interferograms constructed and used in this study. Names of interferograms are in the format ‘yyyyMMdd-yyyyymdd’. The dates before and after the hyphen are the master and slave scenes, respectively. Column ‘B perp’ lists the perpendicular satellite baselines in metres between the two SAR scenes. Column ‘Time interval’ lists the time span of each interferogram in days.
parameters over 100 km—the approximate distance from south to north in the interferogram. As shown in the residual interferogram (Fig. 4c), only short-scale signals are left in the southern area. In the north, a large gradient of about 1 mm km$^{-1}$ still remains in the east–west direction, which is consistent with that of the predicted deformation (Fig. 4d), but with a larger magnitude. Fig. 4(f) shows the residual synthetic interferogram. The differences between Figs 4(d) and (f) are caused by the existing long-wavelength deformation signals in the far field, which bias the baseline fitting and introduce errors into the solution in the north.
3.3 InSAR stacking results

In this section, we examine the linear deformation rates obtained using the full-scene and the far-field baseline fitting methods. Figs 5(a) and (b) show maps of the deformation rates in the LOS direction, calculated by stacking the synthetic and Radarsat-1 interferograms, respectively, after applying the full-scene baseline fitting. Compared with the deformation model shown in Fig. 3, the predicted rates (Fig. 5a) contain only short-scale components. The area near the glacier (outlined by the black box in Fig. 5a) shows the largest LOS shortening rates of up to 5 mm yr$^{-1}$. At distances of about 15 km and further away, the LOS rates drop to around zero. Fig. 5(c) plots the differences between the two sets of rates, showing generally good agreement within 1 mm yr$^{-1}$. The differences in the central area are likely caused by atmospheric delay errors.

Similarly, Figs 6(a) and (b) show the maps of the stacked LOS rates, based on the synthetic and Radarsat-1 interferograms, respectively, but using the far-field baseline fitting. The area near the glacier shows the largest LOS shortening rates of up to about 8 mm yr$^{-1}$, which drop to around zero at distances of about 20 km and further away. As is evident by comparing Fig. 6(a) with Fig. 5(a), we are able to recover more of the long-wavelength deformation with the far-field fitting. However, the recovered signals are still different than those in the original deformation model (Fig. 3), due to the fact that a long-wavelength deformation signal exists in the far field. The inversion results based on the Radarsat-1 interferograms (Fig. 6b) show similar features near the glacier. Again, we find good agreement between the InSAR results and the predictions.

In summary, although conventional baseline fitting methods remove much of the long-wavelength unloading deformation from interferograms, we are still able to measure significant short-wavelength components of the unloading deformation, especially near the glacier front. The good agreement between the InSAR-measured and the predicted LOS rates confirms the accuracy of the ATM data and the appropriateness of using a constant ice density to convert the AMT-measured elevation changes to ice mass changes.

4 INVERTING FOR ICE UNLOADING

In addition to validating the ATM surveys, we have used the InSAR-measured crustal displacements to directly invert for the pattern and magnitude of ice mass loss on Jakobshavn Isbræ. Each of our high-resolution maps (Figs 5b and 6b) of the LOS rate contains over 10 000 pixels, making it possible to invert for the ice mass loss over the glacier drainage basin. Moreover, an inversion solution can be used to determine the regions of the glacier that have the greatest impact on the short-wavelength InSAR deformation field. It can thus be used to better understand the implications of the InSAR/ATM comparison described in Section 3.

The inversion problem, however, is ill-posed because the load process is non-unique (i.e. a large load at long distances and a small loading at short distances could cause the same amount of deformation at an InSAR pixel). The fact that the deformation field lies off to only one side of the drainage basin increases the difficulty. To stabilize the inversion, we use second-order Tikhonov regularization (Aster et al. 2005) by adaptively placing smoothing constraints on the fitted thinning rates (see the Appendix for the detailed inversion algorithm).

We test this inversion algorithm using a synthetic data set. We use the 2005–2006 ATM unloading (resampled at 5 km resolution,
and shown in Fig. 7a) to calculate LOS deformation, which is then inverted to obtain the ice thinning rates shown in Fig. 7(b). Comparing Figs 7(a) and (b) shows that the inversion solution recovers the general spatial pattern of ice unloading concentrated in the trunk of the glacier, but that it loses short-scale features in the north–south direction and smears the unloading towards the east. In addition, it causes an artificial positive loading signal in the northwest corner. For this reason, we ignore any signal that shows up in this corner when interpreting inversions that use real InSAR data.

We obtain four ice unloading models by inverting the following deformation fields north of 68.85°N (where the deformation signals are strongest), as described in Sections 2 and 3.3: (1) synthetic and (2) InSAR LOS rates, after applying full-scene fitting (as shown in Figs 5a and b, respectively), (3) synthetic and (4) InSAR LOS rates after applying far-field baseline fitting (as shown in Figs 6a and b, respectively). The inversion results are shown in Figs 8(a)–(d), respectively. All these maps show significant thinning near the grounding line along the glacier trunk, and gradually decreasing thinning inland towards the east.

We compare these results from two perspectives. First, we find consistent patterns between the inversion results based on the synthetic data (Figs 8a and c) and the corresponding inversion results based on the InSAR measurements (Figs 8b and d). This reinforces our Section 3.3 conclusion that the ATM-derived and
InSAR-measured deformation rates are consistent at both short and long wavelengths. Secondly, the spatial patterns of the inversion results provide insight on what areas of unloading the InSAR-measured deformation is sensitive to. Figs 8(a) and (b) show unloading localized within ∼20 km of the grounding line. This implies that the full-scene baseline fitting results derived in Section 3 are mostly sensitive to the ice unloading within this localized area. When applying the far-field baseline fitting, we observe a larger unloading area (Figs 8c and d), 40–50 km away from the grounding line.

5 DISCUSSION AND CONCLUSIONS

5.1 Unmodelled error sources

We do not model artefacts in the interferograms caused by atmospheric delay (Zebker et al. 1997), ionospheric signals (Gray et al. 2000), or changes in snow cover. An interferogram made from differencing a snow-covered SAR scene and a snow-free scene could show an apparent LOS-lengthening signature, as radar waves are delayed when propagating through snow. Furthermore, the surface permittivity varies significantly for dry snow, wet snow, cold firn or ice (Hoen & Zebker 2000; König et al. 2001; Rignot et al. 2001), resulting in artificial LOS changes. Similar to the differential atmospheric and ionospheric signals, artefacts due to changes in surface snow cover would be distributed randomly in time, as our interferograms are made from pairs of winter minus summer, summer in previous years minus winter, late winter minus early winter and early winter minus late winter in previous years. Therefore, when we stack 52 interferograms to obtain deformation rates over about four years, those temporally random effects tend to be filtered out. In addition, none of these errors are likely to cause linear LOS shortening rates concentrated locally in the northeast area near the glacier.

The long-wavelength components of these unmodelled errors in individual interferograms, together with the long-wavelength errors in the PGR and OTL models, could potentially be indistinguishable from InSAR orbit errors. This is not a serious problem when we apply full-scene baseline fitting, as we remove most of the
long-wavelength signals anyway; or when we stack the interferograms after applying the far-field baseline fitting, since the long-wavelength errors still appear to vary randomly with time.

5.2 Strengths and weaknesses of InSAR deformation measurements for studying ice mass balance

The greatest strength of InSAR deformation measurements for ice mass balance studies is their extensive spatial coverage and high spatial resolution. In effect, InSAR provides a large number of ground measurements that can be used to constrain existing ice mass balance models and to directly invert for ice mass changes. In addition, InSAR-measured deformation places direct constraints on ice mass changes within a drainage basin, without requiring knowledge of the surface density profile.

However, the orbital positions of satellites flying over polar areas are usually not well determined due to sparse ground tracking stations, resulting in large InSAR orbit errors. As demonstrated in Section 3.3, conventional full-scene baseline fitting removes most of the long-wavelength deformation signals, but is still able to provide constraints on short-scale loading. Far-field baseline fitting keeps much of the long-wavelength signal, although real deformation signals over the defined far-field could bias the baseline fitting results.

For the first time, we are able to directly invert for ice mass changes from InSAR measurements. This inversion requires no a priori information on glacial ice mass balance, except for general knowledge of the spatial extent where the ice mass is changing to reduce the degree of non-uniqueness. Therefore, this method can be used to provide information on ice mass loss for a drainage basin in the absence of any measurements from the glacier itself. However, due to InSAR orbit errors, inversions based solely on InSAR observations can only provide information on the general spatial pattern. Ground-based deformation measurements, which could be used together with InSAR measurements in the inversion, would be useful to help resolve this problem.

5.3 Concluding remarks

In this paper, we apply InSAR to Radarsat-1 SAR data to determine crustal deformation near Jakobshavn Isbræ. Using full-scene and far-field baseline fitting, we find significant LOS shortening over the bedrock area near the glacier, with rates of up to 5 mm yr\(^{-1}\) and 8 mm yr\(^{-1}\) during 2004–2008, respectively. We find good agreement between the InSAR observations and predictions based on repeat ATM surveys of Jakobshavn Isbræ elevations. This agreement reinforces our confidence in the quality of the ice mass loss estimates derived from the ATM surveys. In addition, we are able to directly invert for ice thinning from the InSAR-measured deformation. Our inversion illustrates a different and more direct method of using InSAR observations to validate ice thinning at various spatial scales.

InSAR orbit errors pose by far the greatest challenge for constructing the full deformation field caused by glacial unloading. It is possible to alleviate this problem by using GPS measurements as ground control points during baseline fitting, provided enough GPS sites are within InSAR frames (Liu 2011).

These new applications of InSAR can be applied to other areas where significant ice mass loss is occurring. They can potentially improve estimates of glacial ice mass balance, and can thus increase our understanding of the dynamic behaviour of the polar ice sheets, which is still the source of considerable uncertainty in predictions of future sea level change.
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**APPENDIX A: ICE UNLOADING INVERSION AND ADAPTIVE SMOOTHING**

This appendix describes the inversion algorithm used to invert for ice unloading from the InSAR-measured crustal deformation. In matrix form, eq. (1) can be rewritten as

\[ \mathbf{d} = \mathbf{G} \mathbf{u} \]  

where \( \mathbf{d} \) and \( \mathbf{u} \) are the deformation vector and the ice thinning vector, respectively; and \( \mathbf{G} \) is the elastic loading operator in the LOS direction. This forward problem is a linear convolution of the loading with the elastic-loading Green’s function.

Given a set of deformation data \( (d_1, d_2, \ldots, d_N) \), the inverse problem is to solve for the ice thinning rates \( (u_1, u_2, \ldots, u_N) \) that minimize

\[ S = \sum_{i=1}^{M} \left[ d_i - \sum_{j=1}^{N} g_{ij} u_j \right]^2. \]  

where we have assumed the same measurement uncertainty at all deformation pixels. However, in practice \( \mathbf{G} \) is likely to be nearly singular, causing the inversion to be ill-posed.

To stabilize the inversion, we minimize a new merit function, extending (A2), to be

\[ S = \sum_{i=1}^{M} \left[ d_i - \sum_{j=1}^{N} g_{ij} u_j \right]^2 + \lambda \sum_{j=1}^{N} \left[ u_j - \frac{1}{4} \sum_{k=1}^{4} u'_k \right]^2. \]  

where the second term on the right-hand side describes the spatial gradient between a loading point \( u_j \) and its four nearest neighbours \( (u'_1, u'_2, u'_3, u'_4) \). The parameter \( \lambda \), chosen to have a non-negative value, defines the strength of the smoothing.

We define a ‘roughness matrix’ \( \mathbf{B} \) to represent the spatial gradient term in eq. (A3). In the \( i \)th row of \( \mathbf{B} \), corresponding to the \( i \)th loading point, the \( i \)th column is 1; the values in the four columns corresponding to its four nearest neighbours are \(-1/4\); and all the other column values are zero. Then, we rewrite eq. (A3) in matrix form as

\[ \mathbf{S}' = \| \mathbf{G}^T (\mathbf{G} + \lambda \mathbf{B})^{-1} \mathbf{G}^T \mathbf{d} \|^2, \]  

in which \( \| \cdot \| \) denotes the vector length. The value of \( \mathbf{u} \) that minimizes eq. (A4) is

\[ \mathbf{u} = (\mathbf{G}^T \mathbf{G} + \lambda \mathbf{B}^T \mathbf{B})^{-1} \mathbf{G}^T \mathbf{d}, \]  

in which \((\cdot)^T\) and \((\cdot)^{-1}\) denote the matrix transpose and inverse, respectively.

In practice, to reduce the computation load we undersample the deformation field by using only measurements north of 68.85°N where the deformation signals are strongest. We represent the ice unloading field with a grid that covers the same area as the ATM ice mass unloading map, with a grid spacing of 5 km. On this 2-D ice
grid, we use ‘Triangle’, a Delaunay Triangulator (Shewchuk 1996), to find the nearest neighbour points and to construct the matrix B.

The resolution matrix in model space is defined as

$$R = (G^T G + \lambda B^T B)^{-1} G^T G. \quad \text{(A6)}$$

It describes how the solution process smears out (smoothes and biases) the ‘true’ model (i.e. that obtained using ordinary least-squares inversion without smoothing). If a diagonal element (denoted as $r_{jj}$) of the resolution matrix $R$ is close to one, it indicates good model resolution at the corresponding loading point. In our inversion we find that the diagonal elements decrease to around zero at inland loading gridpoints far away from the deformation field. This is due to the fact that the loading response decreases with increasing distance between the loading and observing points. Inland points contribute negligibly to the deformation of the bedrock area, which lies $\sim 60$ km and more away. In other words, the loading at these inland points is only weakly constrained by the deformation data. The inclusion of the $\lambda |Bu|^2$ term in eq. (A4) strengthens the constraints on these inland points (in fact, on all points), by requiring their loading values to be similar to those of their neighbours. However, the strength of this requirement depends on the value we choose for $\lambda$. The inversion is unstable at inland points for small $\lambda$ (e.g. $\lambda = 1$), but produces overly smoothed solutions at loading points near the InSAR deformation grid when $\lambda$ is too large (e.g. $\lambda = 1 \times 10^3$).

To solve this problem, we allow $\lambda$ to take on different values at different model points. We initially choose a large $\lambda$ value ($1 \times 10^3$), and calculate the resolution matrix $R$ using eq. (A6). We then use the ratio between the minimum diagonal value ($r_{\text{min}}$) and $r_{jj}$ to scale $\lambda$ at each model point, and minimize

$$S'' = \sum_{i=1}^{M} \left[ d_i - \sum_{j=1}^{N} g_{ij} u_j \right]^2 + \lambda \sum_{j=1}^{N} \frac{r_{\text{min}}}{r_{jj}} \left[ u_j - \frac{1}{4} \sum_{k=1}^{N} u_k \right]^2. \quad \text{(A7)}$$

Instead of eq. (A5), the solution to this new minimization problem is

$$u = (G^T G + \lambda F B^T B)^{-1} G^T d. \quad \text{(A8)}$$

where $F$ is the scaling matrix for $\lambda$, whose off-diagonal elements are zero and the $j$th diagonal element is $r_{\text{min}}/r_{jj}$. This method applies weaker smoothing at gridpoints near the deformation field and stronger smoothing over far-field gridpoints where the thinning is expected to be small. Therefore, this adaptive-smoothing method helps to further stabilize the solution, and to retain the high resolution in the near field where the thinning is expected to be large.