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SUMMARY In this paper, a novel framework for extracting visual feature-based keyword relationships from an image database is proposed. From the characteristic that a set of relevant keywords tends to have common visual features, the keyword relationships in a target image database are extracted by using the following two steps. First, the relationship between each keyword and its corresponding visual features is modeled by using a classifier. This step enables detection of visual features related to each keyword. In the second step, the keyword relationships are extracted from the obtained results. Specifically, in order to measure the relevance between two keywords, the proposed method removes visual features related to one keyword from training images and monitors the performance of the classifier obtained for the other keyword. This measurement is the biggest difference from other conventional methods that focus on only keyword co-occurrences or visual similarities. Results of experiments conducted using an image database showed the effectiveness of the proposed method.
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1. Introduction

Keyword relationship extraction from an image database has attracted much attention as a means to facilitate image annotation and retrieval methods [1]–[10]. Some conventional methods regard each training image in the target database as a document containing keywords and use the co-occurrence frequency of two keywords to measure their relevance [1]–[3]. This scheme is independent of visual features and there is therefore no guarantee that the relevant keywords always co-occur in the same image. In [4], keyword relevance is measured by calculating the similarity between two probabilistic models that are trained by using visual features. This method effectively uses visual features but is independent of context information from keyword co-occurrences. In [7], Ngo et al. focus on two similarities in the target database by using the co-occurrence frequency of keywords and visual similarities obtained by comparing outputs of classifiers to construct a keyword relationship graph for image annotation. However, the extracted relationships are not always true due to the separate use of the visual similarities and keyword co-occurrences. When considering application to automatic image annotation, if we focus on visual feature-based keyword relationships, a set of relevant keywords can accurately enhance each other. In order to extract such relationships, we need to know which visual features these keywords share in images.

In this paper, a novel framework for extracting visual feature-based keyword relationships from an image database is proposed. In order to extract visual feature-based relationships between keywords, we use the following two steps: (i) modeling of the relationship between each keyword and visual features and (ii) calculation of the relevance between keywords based on performance of a classifier. In the first step, we detect which visual features are related to each keyword. In the second step, we obtain an indication representing performance through training. To satisfy these requirements, we use logistic regression [11], which is a one of the well-known discriminative classifiers used for image annotation [12],[13] and feature selection [14]. The main contributions of this paper are twofold:

1. The proposed method focuses on the visual feature-based relationships between keywords. In order to extract such relationships, the proposed method adopts a step that detects which features two keywords share in images.

2. Compared to the conventional methods that use only single similarity or that simply combine two similarities, the proposed method can adaptively extract relationships from the target image database by finding visual feature-based relevance in images.

This paper is organized as follows. In Sect. 2, related works in the area of keyword relationship extraction are presented. In Sect. 3, extraction of the relationship between each keyword and visual features is described. A novel framework for extraction of the relationship between keywords by focusing on visual feature-based relevance is proposed in Sect. 4. Section 5 shows experimental results to verify the effectiveness of the proposed method. Finally, in Sect. 6, we summarize our method and suggest possible directions for future works.

2. Related Work

In this section, related works in the area of keyword relationship extraction are presented. There exist some methods that use only keyword co-occurrences to measure semantic relevance [1]–[3]. On the other hand, visual similarities are
important cues in the image database [4], [15]. For example, in [15], several kinds of visual features are used to show visually similar keywords. Recently, both of keyword co-occurrences and visual similarities have been used [7], [10]. In [7], context is modeled using a semantic graph that is weighted by keyword co-occurrences, and then outputs of classifiers trained by using visual features are fused. Such a fusion approach is also used in [16] for annotation. In [10], two types of probabilistic models are trained by using visual features and keyword co-occurrences respectively, and their outputs are combined for measuring keyword relevance. The conventional methods extract keyword relationships by focusing on each of keyword co-occurrences and visual similarities or by linearly combining them. Our novelty is in detecting visual feature-based relationships from the target image database.

Keyword relationship extraction methods also have been developed in the research field of multimedia ontology, which contains inter-concept relationships and their hierarchical structure. Representative examples of existing concept ontologies are WordNet [17] and Large-Scale Concept Ontology for Multimedia (LSCOM) [18], which are utilized as semantic networks. For example, some methods extract inter-concept relationships by measuring the path length of two concepts in WordNet [19]–[23]. Since semantics obtained from WordNet reflect only linguistic common sense, not visual properties, the linguistic similarities are linearly combined with visual similarities to measure relevance among the keywords [23]. Meanwhile, LSCOM concepts have mainly been used for video annotation and retrieval. In [24], multimedia ontology based on LSCOM concepts is used to improve the performance of video retrieval. In [25], a clustering-based method is used for measuring the overlap among concepts of LSCOM on a feature space. Our work in this paper focuses on measuring visual feature-based relationships from the image database, not organizing the relationships like ontologies.

3. Extraction of the Relationship Between Each Keyword and Visual Features

In this section, the extraction of the relationship between each keyword and visual features is described. We use logistic regression, which is used in a wide range of applications [26]–[28], for modeling the input-output relationship. Given a database of annotated images I, (i = 1, 2, ···, N, where N is the number of images), we first extract their visual feature vectors \( x_i = [x_{i1}, x_{i2}, ···, x_{iD}]^T \). Let \( w_k \) (k = 1, 2, ···, K, where K is the number of keywords) be a keyword in the database. We set the binary variable \( t^k_i \) = 1 if image \( I_i \) is annotated with keyword \( w_k \) and \( t^k_i \) = 0 otherwise. Then the set of training data is represented by \( S = \{x_i, t^k_i\} | i = 1, 2, ···, N, k = 1, 2, ···, K \). By training the logistic regression from the data set \( S \), the probability of image \( I_i \) containing keyword \( w_k \) is calculated as follows:

\[
y^k_i = p(t^k_i = 1|x_i; \beta_k) = \frac{1}{1 + \exp(-\beta_k^T x_i)}.
\]

where parameter vector \( \beta_k = [\beta_{k1}, \beta_{k2}, ···, \beta_{kD}]^T \) is usually determined by minimizing the following negative log-likelihood function:

\[
-\log P(S|\beta_k) = -\sum_{i=1}^{N} \log P(x_i, t^k_i) = -\sum_{i=1}^{N} \left[ t^k_i \log y^k_i + (1-t^k_i) \log(1-y^k_i) \right]. \tag{2}
\]

Since there exists no closed form solution for Eq. (2), the parameter vector is generally estimated by using the Newton-Raphson update or stochastic gradient descent (SGD) algorithm. In this paper, we utilize the SGD algorithm because this method performs efficiently even when the number of data points is very large [29].

Logistic regression is able to not only classify the images but also detect the relevant features for each keyword. This is because the logistic regression is a linear discriminative model, and Eq. (1) has a decision boundary in which \( \beta_k^T x_i \) is zero. In the case in which an input image \( I_i \) has \( d \)-th visual feature \( x_{id} \) which is related to the target keyword \( w_k \), the corresponding parameter \( \beta_{kd} \) should be positive in order to let the visual feature \( x_{id} \) contribute to the annotation of keyword \( w_k \). Thus, in this paper, we assume that the \( d \)-th feature corresponding to the parameter such that \( \beta_{kd} > 0 \) is a relevant feature with keyword \( w_k \). This characteristic is used in the keyword relationship extraction step, which is presented in the following section.

4. Extraction of Visual Feature-Based Relationships Between Keywords

A novel method for extraction of visual feature-based relationships between keywords is proposed in this section. If keyword \( w_j \) (j = 1, 2, ···, K) has visual feature-based relevance with keyword \( w_k \) (k ≠ j), it is clear that they have the same visual features of the images in the database. Since it is difficult to directly find such keywords that have the same visual features, a novel approach is used to measure the relevance between the keywords. Below, this approach is divided into three steps and performed sequentially.

1. Removal of relevant features

In the proposed method, we remove the visual features related to keyword \( w_k \) from all of the images containing keyword \( w_k \) in the database and monitor how difficult it becomes to estimate keyword \( w_j \) from these images (See 4.1).

2. Determination of relevance presence between keywords

If the performance of keyword \( w_j \) becomes worse by removing the features related to keyword \( w_k \), this means keyword \( w_j \) has a visual feature-based relevance with keyword \( w_k \) (See 4.2).
3. Measurement of relevance between keywords

We regard change in keyword \( w_j \) performance as a strength of the visual feature-based relevance from keyword \( w_k \) to keyword \( w_j \). This is a novel idea for measuring keyword relevance (See 4.3).

In the following subsections, we describe the details of the above three steps. Furthermore, in Sect. 4.4, we discuss classifiers for the proposed framework.

4.1 Removal of Relevant Features

After training the logistic regression for keyword \( w_k \), we can detect the visual features that are relevant to keyword \( w_k \) using the obtained parameter as described in Sect. 3. We first remove the visual features relevant to keyword \( w_k \) from the training image \( I_i \) containing keyword \( w_k \) by using the obtained parameter vector \( \mathbf{\beta}_k \) and generate new visual feature vector \( \mathbf{x}^k_i = \{x^1_{i,1}, x^k_{i,1}, \cdots, x^k_{i,D}\}^T \) as follows:

\[
\begin{align*}
x^k_{i,j} &= m^k_{i,j} x^k_{i,j}, \\
m^k_{i,j} &= \begin{cases} 0 & \beta_{kj} > 0 \\ 1 & \text{otherwise} \end{cases}
\end{align*}
\]

This equation provides a new training set, \( S^k = \{x^k_i, t^k_i\} \) \( i = 1, 2, \cdots, N, k = 1, 2, \cdots, K \), whose visual features related to keyword \( w_k \) are removed. The proposed method removes visual features related to a target keyword from images annotated with that keyword. This corresponds to using the keyword co-occurrence information because the removal should affect performance of keywords that co-occur with the target keyword. If we remove features related to the target keyword from all images, it affects estimation of keywords even if they do not co-occur with the target keyword, which means that only the visual similarities are computed for a pair of keywords. For an explanation of this removal process, some examples are shown in Fig. 1, where the target keyword is ”bloom”. Figure 1 shows that the visual features representing keyword ”bloom” are effectively removed by using Eq. (3). Also, we can see that removal of visual features related to keyword ”bloom” affects the performance of keyword ”flower” that co-occurs with ”bloom” in the image, which is equivalent to detecting the visual feature-based relationship.

4.2 Determination of Relevance Presence Between Keywords

Based on the new training set \( S^k \), we train the other logistic regression for keyword \( w_j \) \(( j \neq k)\). This training provides a new parameter vector \( \mathbf{\beta}_j \). From the obtained results, we monitor the performance of keyword \( w_j \). Specifically, we utilize

\[
d_k(j) = - \log P(S^k(\mathbf{\beta}_j)) - [- \log P(S(\mathbf{\beta}_j))]
\]

\[
= - \sum_{i=1}^N \left[ t^j_i \log z^j_i - \log y^j_i \right]
\]

\[
+ (1 - t^j_i) \left[ \log(1 - z^j_i) - \log(1 - y^j_i) \right]
\]

The above criterion \( d_k(j) \) represents the difference in performance for keyword \( w_j \) between the two logistic regressions whose parameter vectors are \( \mathbf{\beta}_j \) and \( \mathbf{\beta}_j^k \), respectively. Since the logistic regression is trained to minimize the estimation error as shown in Eq. (2), we compare the performance of the two models using this criterion. If \( d_k(j) > 0 \), we can see that the performance for keyword \( w_j \) becomes worse due to the removal of visual features relevant to keyword \( w_k \). This means that the removed visual features are necessary for the estimation of keyword \( w_j \). On the other hand, if \( d_k(j) < 0 \), the performance for keyword \( w_j \) becomes better due to the removal of noise. We denote \( R_k \) as a set of keywords \( w_j \) satisfying \( d_k(j) > 0 \), i.e., relating to keyword \( w_k \) based on visual features.

4.3 Measurement of Relevance Between Keywords

We measure the degree of visual feature-based relevance from keyword \( w_k \) to keyword \( w_j \) using the following equation:

\[
D(w_j | w_k) = - \sum_{i=1}^N \left[ y^j_i \log z^j_i + (1 - y^j_i) \log(1 - z^j_i) \right].
\]

Using the above equation is equivalent to calculating the degree of change in performance by the removal of visual features that are related to keyword \( w_k \). If the calculated degree \( D(w_j | w_k) \) is a large value, this means that the keyword
$w_j$ shares most of the visual features with keyword $w_k$. We normalize the degree for each keyword $w_k$ and calculate a relevance score between 0 and 1 as follows:

$$r(w_j|w_k) = \frac{D(w_j|w_k)}{D(w_k|w_k)}.$$  

(6)

This conversion is useful for comparing strengths of relations among keyword pairs and using the extracted relationships in applications such as automatic image annotation. The score $r(w_j|w_k)$ approaches one when the relevance is strong, where this behavior is the same with $D(w_j|w_k)$. Thus, visual feature-based keyword relationship extraction is realized by using the proposed method.

4.4 Discussion of Classifiers

In this subsection, we discuss classifiers used in the proposed framework. Our approach requires a classifier that enables the following two steps:

(i) Detection of visual features relevant to each keyword,
(ii) Evaluation of performance in the learning stage to measure the degree of relevance.

Since logistic regression can satisfy these requirements in a simple way, we apply it to the proposed framework in this paper. If other classifiers can satisfy these requirements, e.g., to accurately classify images or to effectively detect visual features better than the logistic regression, it is expected that the performance of keyword relationship extraction will be improved. For example, some non-linear methods such as SVM and kernel logistic regression have been widely used for many applications. These can be used for our framework by introducing some procedures. The issue of which classifier is suitable for the proposed framework will be discussed in our future work.

5. Experimental Results

In this section, experimental results to verify the effectiveness of the proposed method are presented. We use the following two different databases to show whether the proposed method can extract keyword relationships adaptively from a target image database.

IAPR-TC12. IAPR-TC12 was originally used in ImageCLEF [30] and has been developed for cross-lingual retrieval [31]. This set of 19,627 color images is a standard benchmark for automatic image annotation. Each image is annotated with about 6 words from the 291 candidate noun words in the database [12]. We use 17,665 images for training and 1,962 images for testing.

Hokkaido landscape database. This database has 22,000 color images of Hokkaido landscape, with each image being manually annotated with 10–20 keywords as ground truth. There are 230 keywords in the database. We use 20,000 images for training and 2,000 images for testing.

For feature extraction, each image in the database is divided into about 20 regions by using a multisresolution implementation of the well-known recursive shortest spanning tree (RSST) method [32]. Then 54-dimensional features representing color and textures [33] are extracted from each region and used to form a 200-dimensional feature vector $x_i$ by means of a bag-of-words approach.

Section 5.1 shows the results of keyword relationship extraction from each of the target databases. Furthermore, in Sect. 5.2, we apply the extracted relationships to automatic image annotation on testing images and evaluate the performance of the proposed method.

5.1 Keyword Relationship Extraction

In this subsection, we utilize the proposed method to extract keyword relationships from each of the target databases and present the extracted relationships. We compare our keyword relationship extraction method with the conventional methods [2], [4], [7]. The proposed method and the conventional methods are applied to the same image database, and the extracted keyword relationships are depicted as networks by using NetDraw [34]. Since it is difficult to show relationships of all of the keywords in the database, we randomly select 32 keywords from each database to draw the relationships respectively. Moreover, strong relationships are chosen by thresholding for easier viewing. The drawn relationships are shown in Figs. 2 and 3, where each node represents a keyword and each edge between keywords represents a keyword relevance. As shown in Figs. 2 and 3, although the two networks are constructed from the same database, their keyword relationships are different. We can find the following from Figs. 2 and 3:

- The proposed method finds the visual feature-based relationships that are derived from the same source origin, not reflecting just keyword co-occurrences.
- The method in [2] extracts the keyword pairs that tend to co-occur in the image database, not reflecting visual contents in images.
- The method in [4] finds visually similar keyword pairs. Since this method does not have a scheme that detects the features relevant to each keyword, the similarities might be affected by some visual features that are derived from other keywords in images.
- The method in [7] finds relevant keyword pairs by combining keyword co-occurrences and visual similarities. This method cannot extract the visual feature-based relationships but can represent co-occurrence probability or visual similarity.

On the other hand, we can find that the proposed method has the following weakness: From Fig. 3, the proposed method fails to describe the relationship around the keyword “round” In this experiment, the features used do not include shape information. Thus, if the features cannot model each
keyword well, the relationships around the keywords cannot be extracted. This weakness is common to other conventional methods that use visual similarities. For these keywords, the method using only keyword co-occurrences [2] can extract the relationships better than the other methods can. In future works, we should investigate various kinds of visual features to overcome this problem in the experiments.

The extracted strong relationships are also manually evaluated by users. We present 11 users a list of 55 keyword pairs with the highest relevance from each of the databases. For each keyword pair, the user is required to give a score ranging from 1 to 5. Note that if the score becomes higher, this means the relationship of the two keywords also becomes stronger. By averaging the scores from all of the users, we obtain the final score for each keyword pair, which are shown in Tables 1 and 2. In the tables, only some examples of keyword pairs and their scores are shown due to space limitation, and the bottom scores are average scores of 55 keyword pairs. From these results, the proposed method extracts the relationships that are always true better than the conventional method does [7]. This is due to the effective extraction of visual feature-based relationships.

In the following subsection, we apply the keyword relationships to automatic image annotation to quantitatively evaluate the keyword relationship extraction methods.

5.2 Automatic Image Annotation

In this subsection, we apply the keyword relationships to automatic image annotation in order to quantitatively evaluate the effectiveness of the proposed method. For introducing the semantic relationships between keywords into image annotation, the Dual Cross-Media Relevance Model (DCMRM) [35] has been proposed. The DCMRM calcu-
lates an annotation score for each keyword, and keywords that have top $m$ values of Eq. (A.2) are provided as annotations of the testing image (See Appendix). Figures 4 and 5 show annotation results of testing images obtained by the proposed method and the conventional method [2], in which $m = 7$. We can find that the keywords provided by the proposed method are semantically correlated since keywords that have visual feature-based relevance enhance each other.
However, we can find a weakness of the proposed method from Fig. 4. In the right-hand result of Fig. 4, keywords such as “square” and “plane” are incorrectly provided. In fact, the proposed method incorrectly extracted the relationships of the shape-based keyword “square”, which was connected with the keywords “cobblestone” and “dune”. As mentioned in the previous subsection, the proposed method cannot describe the relationships around the keywords such as “round” and “square”. This weakness causes the poor annotation results, and we should therefore use more effective
Fig. 6 Average precision \((m = 1, 2, 3, 4, 5, \text{and} 10)\) on testing images of the IAPR-TC12 dataset.

Fig. 7 Average precision \((m = 1, 3, 5, 7, 10, \text{and} 20)\) on testing images of the Hokkaido landscape database.

**Table 3** Precision, recall, and F-measure of the conventional methods [2], [4], [7], [36] and the proposed method for the IAPR-TC12 dataset, in which \(m = 5\).

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>0.206</td>
<td>0.183</td>
<td>0.194</td>
</tr>
<tr>
<td>Conventional method [7]</td>
<td>0.160</td>
<td>0.162</td>
<td>0.161</td>
</tr>
<tr>
<td>Conventional method [2]</td>
<td>0.180</td>
<td>0.159</td>
<td>0.169</td>
</tr>
<tr>
<td>Conventional method [4]</td>
<td>0.140</td>
<td>0.158</td>
<td>0.148</td>
</tr>
<tr>
<td>Conventional method [36]</td>
<td>0.147</td>
<td>0.146</td>
<td>0.146</td>
</tr>
<tr>
<td>Comparative method</td>
<td>0.180</td>
<td>0.177</td>
<td>0.179</td>
</tr>
</tbody>
</table>

**Table 4** Precision, recall, and F-measure of the conventional methods [2], [4], [7], [36] and the proposed method for the Hokkaido landscape database, in which \(m = 12\).

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>0.289</td>
<td>0.258</td>
<td>0.273</td>
</tr>
<tr>
<td>Conventional method [7]</td>
<td>0.245</td>
<td>0.242</td>
<td>0.243</td>
</tr>
<tr>
<td>Conventional method [2]</td>
<td>0.206</td>
<td>0.179</td>
<td>0.192</td>
</tr>
<tr>
<td>Conventional method [4]</td>
<td>0.169</td>
<td>0.107</td>
<td>0.131</td>
</tr>
<tr>
<td>Conventional method [36]</td>
<td>0.112</td>
<td>0.143</td>
<td>0.126</td>
</tr>
<tr>
<td>Comparative method</td>
<td>0.151</td>
<td>0.215</td>
<td>0.177</td>
</tr>
</tbody>
</table>

Furthermore, the quality of automatic image annotation is measured through the process of retrieving testing images with a single keyword. For each keyword \(w_k\), the number of correctly annotated images is denoted as \(C_k\), the number of retrieved images is denoted as \(S_k\), and the number of truly related images in the testing set is denoted as \(R_k\). The precision, recall and F-measure are computed as follows:

\[
\text{precision}(w_k) = \frac{C_k}{S_k}, \quad \text{recall}(w_k) = \frac{C_k}{R_k},
\]

\[
F(w_k) = \frac{2 \times \text{precision}(w_k) \times \text{recall}(w_k)}{\text{precision}(w_k) + \text{recall}(w_k)}, \quad (7)
\]

We calculate the average precision, recall and F-measure over the words which exist in the testing images to evaluate the performance. Performance comparisons are shown in Tables 3 and 4, in which \(m = 5\) and \(m = 12\), respectively. In the tables, in order to show the effectiveness of the keyword relationship, we compare the proposed method with the Cross-Media Relevance Model (CMRM) [36] and non-linear SVM with RBF kernel (denoted by Comparative method). Tables 3 and 4 show that image annotation with our keyword relationship extraction method performs better than the conventional methods [2], [4], [7]. Compared to the method [7] that separately extracts context information from keyword co-occurrences and visual similarities and combines them, our method shows a superiority due to simultaneous use of context information and visual similarities. Also, compared with the conventional method [36], it becomes clear that keyword relationships are effective for image annotation. The precisions with different values of \(m\) are shown in Figs. 6 and 7. These figures show that precision of image annotation by the proposed method outperforms the precisions of the conventional methods with respect to each variable \(m\). From these experimental results,
we can conclude that the proposed method can extract suitable keyword relationships for image annotation by focusing on visual feature-based relevance. Even if we use logistic regression, which is a simple discriminative classifier, the proposed framework can effectively extract keyword relationships. It is expected that if non-linear classifiers including SVM are used for the proposed framework, we will be able to improve performance of keyword relationship extraction. We should discuss the possibility of improvement by comparing classifiers, which is our future work.

6. Conclusions and Future Works

This paper presents a novel framework for extracting visual feature-based keyword relationships from an image database. In the proposed approach, we first detect visual features related to each keyword. Then, in order to measure the keyword relevance, we remove the detected features from training images and monitor the performance of the other keywords. This is the biggest difference from the conventional approaches. The proposed framework needs a classifier that can perform the following steps: (i) detection of visual features relevant to each keyword and (ii) monitoring performance after training. To satisfy these requirements, we use logistic regression in this work. Results of experiments using image databases show that our method can analyze keyword relationships by using visual features. We applied extracted keyword relationships to automatic image annotation in the experiments. From the obtained results, we can see that our method has better image annotation performance compared to the conventional methods. We also find that more effective features are needed to detect features related to each keyword. We will investigate various kinds of feature extraction methods for the proposed approach to improve performance.

In addition, two kinds of verifications are needed in future works. First, we should consider the relationship between the performance of the proposed method and the number of training images. Apart from experiments in Sect. 5, we experimentally reduced the number of training samples and evaluated performance in image annotation. In the IAPR-TC12 dataset, when reducing the number of training samples from 17665 to 10000, the F-measure at \( m = 5 \) decreased to 0.181. In the Hokkaido landscape database, when reducing the number of training samples from 20000 to 10000, the F-measure at \( m = 12 \) decreased to 0.258. It is considered that such low-performance is due to insufficient training of the logistic regression. These results suggest that we should investigate how the number of training images affects the performance of the method and consider which classifiers are suitable for the proposed framework in future works. Second, we should investigate keywords that the proposed method do not work well with due to their visual diversity [23]. For this, we experimentally adapted the method proposed in [37] to compute the degree of visual diversity for each of keywords in each database. In the IAPR-TC12 dataset, the most visually diverse keywords were “area”, “bit” and “lot”, and the most visually representative keywords were “sky”, “tree”, and “mountain”. In the Hokkaido landscape database, the most visually diverse keywords were “picnic”, “curve” and “transparency”, and the most visually representative keywords were “cloud”, “mountain” and “forest”. In fact, annotation performances of the visually diverse keywords tend to be lower than the performances of the visually representative keywords, even if the proposed method is applied. It can be said that visually diverse keywords should be separated from other keywords, and then some special procedures should be prepared to extract relationships for those keywords. We will conduct these experiments in detail and improve the proposed framework in future works.
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Appendix

In this appendix, the dual cross-media relevance model (DCMRM) presented in [35] which we employed as an image annotation model in the experiments is described. In the following explanations, we use the same notation as those in [35]. The goal of automatic image annotation is to predict the joint probability of a testing image $I_q$ and a keyword $w_k$ as follows:

$$w^* = \arg \max_{w_k \in V} P(w_k, I_q), \quad (A-1)$$

where $V$ is a set of keywords and $w^*$ denotes an optimal keyword for annotation. The DCMRM assumes that the probability of observing both the annotation keyword $w_k$ and the image $I_q$ are mutually independent given a keyword $w_j$, so that the relevance model is represented as follows:

$$w^* = \arg \max_{w_k \in V} \sum_{w_j \in V} P(I_q | w_j) P(w_k | w_j) P(w_j), \quad (A-2)$$

where $P(w_k | w_j)$ denotes the probability of a keyword $w_k$ given a keyword $w_j$ (See (1)) and $P(I_q | w_j)$ denotes the probability of image $I_q$ given a keyword $w_j$ (See (2)).

(1) Calculation of $P(w_k | w_j)$

In the method presented in [35], they calculate the keyword relevance as distance $dist(w_k | w_j)$ by using the conventional method [2] and calculate the conditional probability $P(w_k | w_j)$ as $P(w_k | w_j) = \exp(-\gamma \cdot dist(w_k | w_j))$, where $\gamma$ is an adjustable parameter. This conversion is not a calculation of strict probability but is effective in a relevance model such as DCMRM. We introduce the keyword distance from the conventional methods [2], [4], [7] and set the inverse of the average distance of each method to $\gamma$. Similarly, in our implementation, the proposed method introduces $r(w_k | w_j)$ in Eq. (6) to $P(w_k | w_j)$.

(2) Calculation of $P(I_q | w_j)$

In a way similar to that in [35], we first calculate image-based similarity as follows:
\[ S(I_q, R_k) = \sum_{I_i \in R_k} \alpha_i \exp \left\{ -\frac{d(I_i, I_q)}{\sigma} \right\} \]  

(A·3)

where \( R_k \) is a set of images annotated with keyword \( w_k \). \( \alpha_i \) is an adjustable parameter which aims to support similar image-pairs and penalize dissimilar image-pairs, and \( d(I_i, I_q) \) is certain distance metric between image \( I_i \) and query image \( I_q \), which is \( L_1 \)-distance in our experiments. We set the average distance to parameter \( \sigma \). The final word-to-image relation can be approximated by this measure, which is given as:

\[ S_{WIR}(I_q, w_k) = [S(I_q, R_k)]^\eta \]  

(A·4)

where \( \eta \) is a parameter. In the experiments, we set \( \eta = 1.0 \), and the above score is set to \( P(I_q | w_k) \) in Eq. (A·2).

---

Marie Katsurai received her B.S. degree in Electronics and Information Engineering from Hokkaido University, Sapporo, Japan in 2010. She is currently pursuing an M.S. degree at the Graduate School of Information Science and Technology, Hokkaido University. Her research interests include digital image processing. She is a student member of the IEEE.

Takahiro Ogawa received his B.S., M.S. and Ph.D. degrees in Electronics and Information Engineering from Hokkaido University, Japan in 2003, 2005 and 2007, respectively. He is currently an assistant professor in the Graduate School of Information Science and Technology, Hokkaido University. His research interests are digital image processing and its applications. He is a member of the IEEE and Institute of Image Information and Television Engineers (ITIE).

Miki Haseyama received her B.S., M.S. and Ph.D. degrees in Electronics from Hokkaido University, Japan in 1986, 1988 and 1993, respectively. She joined the Graduate School of Information Science and Technology, Hokkaido University as an associate professor in 1994. She was a visiting associate professor of Washington University, USA from 2005 to 2006. She is currently a professor in the Graduate School of Information Science and Technology, Hokkaido University. Her research interests include image and video processing and its development into semantic analysis. She is a member of the IEEE, Institute of Image Information and Television Engineers (ITIE) and Acoustical Society of Japan (ASJ).