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There are two widely accepted restrictions on the application of the discrete dipole approximation (DDA) in the study of light scattering by particles comparable to the wavelength: (1) when considering dielectric particles, the size of the cells must satisfy the condition $kd|m| < 0.5$, where $k$ is the wave-number, $d$ is the size of the cells, and $m$ is the complex refractive index of the constituent material and (2) when considering conductive particles, the size of the cells must be small enough to reproduce sufficiently the evolution of the electromagnetic field in the skin layer. We examine both restrictions when the DDA is applied to irregularly shaped particles and show that its restrictions are not as strong as is widely accepted. For instance, when studying irregularly shaped particles averaged over orientations, even at $kd|m| = 1$, the DDA provides highly accurate numerical results. Moreover, we show that the impact of using large constituent cells is similar to that produced by surface roughness; therefore, the replacement of the target particle by an array of large constituent cells has the same effect, qualitatively, as incorporating additional small-scale surface roughness on the particle. Such a modification of the target particle can be desirable in many practical applications of DDA when irregularly shaped particles are considered. When applying DDA to conductive, nonspherical particles, the insufficient description of the electromagnetic field in the skin layer does not lead to a violation of the Maxwell equations, although it has a visible but nonmajor influence on the light-scattering properties of the target. © 2010 Optical Society of America
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1. Introduction

The discrete dipole approximation (DDA), which is also called the coupled-dipole method, is a powerful technique to compute light scattering by particles having sizes comparable to the wavelength. Within this approach, the particles can be of arbitrary shape and internal composition. In the DDA, the particles are mapped onto an array of small (in comparison to the wavelength) volumes that together reproduce the shape and internal optical response of the original particles. Light scattering by small volumes, or electric dipoles, is well studied, and their scattered field takes the form of a simple analytic expression. Therefore, the substitution allows for the reformulation of the initial light-scattering problem into that of light scattering by an array of coupled small cells. In this way, the difficulties accompanying an analytical consideration of light scattering by irregularly shaped particles can be exchanged for a computational routine of an iterative solution of a system of linear equations. Note that the difficulties mentioned above appear already at the stage of formulation of the problem of light scattering by an irregularly shaped particle, whereas within the DDA, it is no more difficult to consider an irregular particle. Indeed, it is necessary only to specify the optical properties of the local material corresponding to the dipole locations. As a consequence, a system of linear algebraic equations describing the light scattering is obtained without significant effort or computations.

The DDA formulation was published in 1973 [1] by Purcell and Pennypacker who considered light scattering by rectangular grains consisting of up to 150 dipoles. The size parameter of the equal-volume sphere size parameter of the equal-volume sphere $x_{eq} = 2\pi r / \lambda$, where $r$ is the radius and $\lambda$ is the wavelength of the incident light, was restricted to a value of 2; i.e., target particles were smaller than the incident wavelength. This experiment with the DDA stimulated further research. Unfortunately, in the seventies and early eighties, the number of researchers actively using the DDA was limited to those who had access to significant computer resources. Nevertheless, as early as 1975, the DDA had been used to study rectangular magnetite grains [2] and, in 1979, to inhomogeneous spheres [3].

Simultaneously, there have been steps taken to accelerate computations. The acceleration of the DDA algorithm can be achieved by decreasing the total number of iterations and speeding up the time for a single iteration. In the former case, more efficient iterative algorithms have been developed [4,5], whereas in the latter case, the fast Fourier transformation (FFT) has been implemented [6]. This latter improvement is especially significant, allowing for an increase in the number of dipoles by more than an order of magnitude.

Another important enhancement of the DDA has had no effect on the speed of calculations but rather on the accuracy of the results: it concerns the relation between the refractive index of the constituent material and the polarizability of the dipoles. Purcell and Pennypacker used the simplest Clausius-Mossotti relation [1], whereas Draine incorporated the “radiative reaction” [5]. Later, Draine and Goodman proposed the so-called lattice dispersion relation, which further improved DDA accuracy [7]. At present, the latter correction is widely used and is incorporated in our implementation.

In the development of the DDA, the question about the range of applicability has been actively discussed [1,4,5,8]. The most important and obvious restriction is the size of discretized volumes replacing the initial dielectric target: these cells must be much smaller than the wavelength to represent the target adequately; however, there is a clear desire to make them as large as possible in order to increase the speed of calculations. The final formulation of the restriction on size of these cells has been summarized as follows [8]:

$$kd|m| < A.$$  

(1)

Here $k = 2\pi/\lambda$ is the wavenumber, $d$ is the size of the cell, $m$ is the complex refractive index of a constituent material, and $A$ is some constant that can be found experimentally.

As was shown in [8], when $A = 1$, the DDA provides quite reasonable accuracy in the cross sections of absorption and scattering, whereas the angular profile of intensity may reveal fractional errors exceeding 30%. Draine and Flatau recommended using the criterion expressed in Eq. (1) at $A = 0.5$ when accurate calculations of the intensity profile are desired [9]. The authors imply that reducing $A$ in Eq. (1) can be done, as necessary, to describe the target shape satisfactorily [5,8]. However, this validity criterion has not undergone significant revision since 1994 (see, for example, recent benchmark studies of the DDA [10,11]).

Another restriction of the DDA concerns the case of a target composed of conductive material. When applying the DDA to such a particle, we have to be sure that the cells forming a target particle remain electric dipoles, i.e., that the relative contribution of the magnetic dipole moment to the light scattering is sufficiently small. There are at least two ways to check the contribution of the magnetic dipole moment. Draine, for example, compared the absorptions caused by the electric and magnetic dipole moments [5]. We prefer a direct comparison of the absolute values of the electric and magnetic dipole moments [12]. Nevertheless, both methods lead to qualitatively equivalent conclusions [12].

Draine formulated a requirement on the thickness of a skin layer of which the cell size must be smaller [5]. Note that in [5], Draine used his own definition for skin-layer thickness that gives a value greater by $4\pi$ than the standard definition usually given in the textbooks (i.e., the distance at which the energy density of the electromagnetic wave falls to $1/e$—its value in the space surrounding a conductor) [13]. The reason for such a modification is unclear, and we could only suggest that it is a typographical error.
Such a simple explanation seems to be reasonable, taking into account the attendant text in [5]. Indeed, Draine stated: “In the event that the material is absorptive, a second necessary condition is that $d$ be small compared to the attenuation length...” However, in what follows, when discussing the thickness of the skin layer, we always use the standard definition.

It can be verified numerically that the requirement on dipole size smaller than the depth of the skin layer is more restrictive than the requirement that the contribution of the magnetic dipole moment remain small compared to the electric dipole moment (see Section 4 for details). Thus, when a conductive particle is considered, it is only enough to choose a cell size a few times smaller than the depth of the skin layer. In practice, this restriction means that within any particular cell, both the amplitude and phase of the induced electromagnetic field must be invariable. Although such a requirement seems to be intuitively clear, it has no strong theoretical background. Indeed, when deriving the Rayleigh approximation, it is only assumed that a particle is placed in a homogeneous electromagnetic field [14], that $kd \ll 1$, and also that $|m|kd \ll 1$. Note that the second condition, which restricts the complex refractive index, does allow for a significant variation of amplitude of the induced field within the particle for conductive particles; i.e., the Rayleigh-scattering criteria remain valid even if there is a significant decay in the induced field due to particle absorption. We will examine this in more detail in Section 4.

One can see that the validity criterion for the size of cells forming dielectric particles, as well as the criterion for conductive particles, arises from two subconditions: (1) satisfaction of Maxwell equations and (2) adequate reproduction of target geometry. Within the DDA, light scattering is described by a corresponding system of linear algebraic equations. Therefore, the violation of the Maxwell equations has two causes: incorrect formulation of the system of algebraic equations or its incorrect solution. In the former case, the violation could be caused by use of large constituent cells; i.e., it is possible that their light-scattering properties cannot be expressed by only the electric dipole moment, and, thus the magnetic dipole and electric quadruple moments must also be taken into account. Ignoring such a requirement will lead to violation of the Maxwell equations. Simultaneously, an incorrect solution of the system of algebraic equations might be caused, for instance, by an inappropriate choice of the iterative solver.

Inadequate reproduction of the target geometry appears due to surface roughness caused by discretization and location of the dipoles in a regular cubic lattice, which is necessary for FFT utilization. As described above, requirement (2) was found to be more restrictive than requirement (1), but the essential point of previous studies is that the results obtained with the DDA have been compared with analytical results for either a single sphere [5,8] or two spheres in contact [8]. There is no doubt that the reproduction of scattering properties also depends on the type of particle being considered, as it is quite clear, for instance, that the spherical surface is a difficult target to reproduce using discrete cells. Therefore, we hypothesize that the criteria formulated by Draine and Flatau [5,8,9] may be overstated for irregular surfaces. Indeed, smoothly varying surfaces typically are not the primary consideration of DDA studies, since there are more efficient methods for such systems. For such targets, there are Mie theory [14] and the $T$-matrix method [15–19], which provide accurate and fast results. The power of the DDA lies in its ability to treat particles having an irregular structure. In such cases, surface roughness caused by a discrete representation does not cause any problems; in fact, it may even be desirable in many applications since many naturally occurring particles under consideration, such as cosmic dust particles or atmospheric dust particles, are not thought to have smoothly varying surfaces [20]. The central question we would like to attempt to answer is what sort of convergence criteria are necessary for such particles.

In what follows, we present results of numerical simulations designed to answer this question. In Section 2, we describe sample target particles and discuss the effect of orientation averaging. In Section 3, we consider the criterion for the size of cells forming a dielectric particle, whereas Section 4 is devoted to a conductive particle. Finally, in Section 5, we summarize our conclusions.

2. Description of the Target Particle and the Effect of Orientation Averaging

As a target, we use samples of agglomerated debris particles having extremely irregular shapes. Particles of this type have been used previously to study various optical properties of irregularly shaped particles [21,22]. All computations reported in this manuscript have been made using a well-tested implementation of the DDA [10,21–24]. We also consider spheres and use the analytical Mie theory for comparison [13,14,25].

The algorithm that is used to generate the agglomerated debris particles has been described, e.g., in [21,22] and is not repeated here. Using this algorithm, we generate a sample particle shown in Fig. 1 (upper-right image) within a cubic matrix of $128 \times 128 \times 128$ cells. By removing every other plane, we can reduce the resolution by a factor of 2. As a consequence, the resulting particle is placed in a matrix of $64 \times 64 \times 64$ elements [upper middle image of Fig. 1]. By repeating this procedure one more time, we obtain the sample particle in a matrix of $32 \times 32 \times 32$ elements [upper-left image of Fig. 1]. The total number of cells forming the initial sample particle is 287,229. A single reduction operation reduces the number of cells to 35,931, whereas a double reduction operation reduces the number of cells to 4484. Nevertheless, as one can see in Fig. 1, all three...
representations of the sample particle reveal the same general morphology.

In addition to the irregularly shaped particle, we consider a sphere consisting of approximately the same number of cells: 285,144 cells in a $128 \times 128 \times 128$ matrix, 35,712 cells in a $64 \times 64 \times 64$ matrix, and 4416 cells in a $32 \times 32 \times 32$ matrix. The images of these discretized spheres are shown in the bottom of Fig. 1.

When studying the influence of large cells on light scattering, we have to take into account that they affect light scattering in two ways: through surface roughness and through mutual interference from cells located in a regular cubic lattice. We distinguish these two impacts by averaging over particle orientation. Indeed, the influence of small surface roughness on light scattering remains quite detectable even after orientation averaging [23], whereas the interference appearing in a regular grid is removed. This second influence, the result of mutual interference from cells located in a regular cubic lattice, we refer to as parasitic interference. We would like to emphasize that, according to [26], the contribution of the parasitic interference is very high; in a given orientation of a target particle, the errors of a DDA computation caused by interference coming from the regular grid can exceed all others by a significant amount. Note also that in the original study of the DDA validity criteria [8], the authors considered targets only in a fixed orientation.

In general, we consider three cases: (1) one fixed orientation of the incident beam (wave vector goes along the $z$ and $x$ axes), (2) the same orientation of the incident beam but the light-scattering properties are averaged over 360 scattering planes evenly distributed around the wave vector, which we refer to as semi-averaging, and (3) 600 random orientations of the incident beam and, in each case, the results are averaged in 360 scattering planes evenly distributed around the wave vector, which we refer to as full averaging. Thus, by increasing the degree of the orientation averaging, we can observe and isolate the effect of roughness caused by constituent cells.

3. Dielectric Particles

The DDA is not a new method and has been used and tested for more than 35 years. During this time, the validity criteria have been formulated [8,9]. We can always choose a discretization that will guarantee the accuracy of the DDA; for instance, we can further reduce the resolution parameter describing a single cell $kd|m|$ to increase the accuracy or perform DDA calculations at various resolutions and find the optical properties as $kd|m| \to 0$ [27]. In our approach, we decrease the cell size parameter to $kd|m| = 0.25$, two times smaller than the most strict limitation (i.e., 0.5) previously discussed [8,9]. We consider numerical results obtained with that size parameter to be converged. Nevertheless, we confirm the reliability of the assured numerical result obtained for the agglomerated debris particle with help of Mie theory as follows: using the cells forming the irregular particle, we construct a sphere and compute its light-scattering properties with the DDA and Mie theory. We then verify the agreement between these results.

In this section, we consider light scattering by two different types of agglomerated debris particles: those with a size parameter of the circumscribing sphere $x_{cs} = 10$ and refractive index $m = 1.6$ and those with $x_{cs} = 12$ and $m = 1.33$. The absorption in both cases is absent. The size parameter of the circumscribing sphere is defined as $x_{cs} = 2\pi r_{cs}/\lambda$, where $r_{cs}$ is the radius of a circumscribing sphere. We have selected these parameters so that the parameter characterizing a single cell $kd|m|$ has approximately the same value. For instance, in the largest initial matrix, i.e., that consisting of $128 \times 128 \times 128$ discrete elements, it is close to 0.25 in both cases. As a consequence, in the case of the intermediate matrix, the parameter $kd|m|$ is equal to 0.5, whereas in the case of the smallest matrix, it is approximately 1.0.

As previously mentioned, we consider light scattering by single spheres corresponding to agglomerated debris particles, i.e., spheres consisting of approximately the same number of identical dipoles. In Figs. 2 and 3, we present the phase curves of intensity $I$ (left panels) and degree of linear polarization $P$ (right panels) of such spheres as a function of the phase angle $\alpha$, which is supplementary to the scattering angle (i.e., $\alpha = 180^\circ - \theta$), so the case of $\alpha = 0^\circ$ corresponds to exact backscattering and $\alpha = 180^\circ$ to exact forward scattering. Phase curves produced by a sphere corresponding to the agglomerated debris particle at $x_{cs} = 10$ and $m = 1.6$ are shown in Fig. 2, whereas in Fig. 3, we show phase curves produced by a sphere corresponding to the case of $x_{cs} = 12$ and $m = 1.33$. In the former case, the size parameter of this equal-volume sphere is $x = 6.379$, and in the latter case, $x = 7.655$. The upper panels (a) in both figures show the results for a fixed orientation, and the lower panels (b) show results semiaveraged.

![Fig. 1. Sample of agglomerated debris particles discretized in the initial matrices of different sizes (upper row) and the relevant spheres of the same volume (bottom row). The numbers represent the number of cells composing a side of the initial matrix.](image-url)

**Fig. 1.** Sample of agglomerated debris particles discretized in the initial matrices of different sizes (upper row) and the relevant spheres of the same volume (bottom row). The numbers represent the number of cells composing a side of the initial matrix.
over orientation. The long-dashed line shows the case of \( k_d | m | = 1 \), the short-dashed line shows the case for \( k_d | m | = 0.5 \), the thin solid line shows the case for \( k_d | m | = 0.25 \), and the thick solid line shows the exact result of Mie theory. As one can see in the figures, the coarsest representations of a sphere (\( k_d | m | = 1 \)) reveal significant differences from the results of Mie theory. Simultaneously, the intermediate discrete representations of a sphere (\( k_d | m | = 0.5 \)) show better agreement with the exact results, although in some ranges of phase angles, the differences remain quite noticeable. The results from the finest discrete representation of a sphere (\( k_d | m | = 0.25 \)) almost coincide with those of Mie theory in Figs. 2 and 3. The fractional error of intensity traditionally has been used to quantify differences between the DDA and Mie results. As was done in [8], the error in the \( i \)th measurement is

\[
\text{Error}_i = \frac{I_{\text{DDA}}^i - I_{\text{exact}}^i}{I_{\text{exact}}^i} \cdot 100\%.
\]

Here, \( I_{\text{DDA}}^i \) is the intensity of the scattered light calculated with the DDA and \( I_{\text{exact}}^i \) is the intensity obtained with Mie theory. Obviously, the fractional error of intensity is a function of phase angle. In Table 1 we present three of the most commonly used values characterizing the angular dependence of the fractional error: the average error over the entire range of phase angles, the maximal error, and the standard deviations, respectively. Despite their common use, such errors are extremely misleading. The principle reason is that Mie theory predicts very sharp angular resonances in which the intensity may drop several orders of magnitude in a very small angular range. Any numerical model in which the particle is discretized will have difficulty in matching the position and magnitude of the intensity at such resonance locations, and the result is a very large error because \( I_{\text{exact}} \) approaches zero. The maximal errors always occur at these locations, and the errors typically are so large at these locations that they significantly increase the average errors. From an experimental point of view, the magnitude of the intensity at these minima locations is inconsequential as the dynamic range and angular resolution of the detector system typically is not great enough to measure these values. Similar results are obtained in the polarization phase functions: if the zero-crossing points from the DDA and from Mie theory do not line up precisely, the error determined by Eq. (2) approaches infinity. Note also that the narrow oscillations in angular profiles of intensity and polarization produced by irregularly shaped particles tend to be less pronounced than in the case of single spheres, and, as a consequence, they can be more easily reproduced with the DDA.

While we present average, maximal, and standard deviation of errors for comparison, we also calculate root-mean-square errors (RMSE) and weighted root-mean-square errors \( \text{RMSE}_w \), in which the weighting function \( w_i \) is the intensity normalized, e.g.,

\[
w_i = \frac{I_{\text{exact}}^i}{\sum_n I_{\text{exact}}^n}.
\]

\[
\text{RMSE}_w = \left[ \frac{1}{1 - \sum (w_i)^2} \sum_i w_i \left( \frac{I_{\text{DDA}}^i - I_{\text{exact}}^i}{I_{\text{exact}}^i} \right)^2 \right]^{1/2}.
\]
Nevertheless, the final choice of the relevant definition for numerical errors depends upon the field of use for DDA results. For example, when single scattering is being studied in respect to the radiative transfer in a dense cloud or fluffy regolith, then the weighted RMSE are quite relevant. But in the case of an extremely sparse medium, when the contribution of single scattering obviously dominates over multiple scattering, and the observations are restricted to a certain phase angle only, the fractional errors describe more adequately the accuracy of DDA computations. It is important to note the limitations of any definition of error.

Data in Table 1 quantify the conclusions made from Figs. 2 and 3. One can see that DDA simulations of light scattering by a sphere consisting of cells at \( kd|m| = 1 \) reveal significant differences from the results of Mie theory. For instance, the maximal deviation might exceed 100%, and, in fact, this happens near one of the minima in the intensity curve. Reducing the cell size by a factor of 2 (i.e., \( kd|m| = 0.5 \)) provides much higher accuracy. In this case, the average fractional error varies from 4% to 8%, but its maximal deviation may be as high as 25% (the case of \( x = 7.655 \) and \( m = 1.33 \)). Further decreasing the cell size to \( kd|m| = 0.25 \) provides very good coincidence with Mie theory: the average fractional error does not exceed 2%, whereas the maximal deviation of the fractional error for our sample remains less than 6%.

It is interesting to note that Draine and Flatau \[8\] considered a single sphere at \( x = 7 \) and \( m = 1.33 + 0.01i \). Obviously, this case is very similar to our sphere at \( x = 7.655 \) and \( m = 1.33 \). Therefore, the comparison of these two cases can be of interest. In the former case, the sphere has been simulated by two arrays of dipoles: 7664 and 17,904. For the case of 7664 cells, we can calculate a precise value of the parameter \( kd|m| = 0.76 \). When comparing maximal deviations of fractional errors obtained in \[8\] and in the current paper, the reader may get the impression that the current DDA code is less accurate than the previous code, when, in fact, testing has shown this is not the case \[10\]. Indeed, at \( kd|m| = 0.76 \), Draine and Flatau obtained a maximal deviation of 16%, whereas for a similar target, our results obtained at \( kd|m| = 0.5 \) show a maximal deviation as high as 25%. The reason for this is actually an artifact of the orientation. Draine and Flatau computed light scattering at \((1,1,1)\) orientation of the incident beam \[8\], whereas in the present work, we consider an incident beam traveling along the \( z \) axis in the \((0,0,1)\) orientation. When we repeat the previous simulation in the same conditions as \[8\], our code provides results having maximal deviation of less than 7%. Nevertheless, if we only change the orientation of the incident beam from \((1,1,1)\) to \((0,0,1)\), the maximal deviation of the fractional errors grows up to 65%. This is a demonstration of the ambiguity resulting when maximal errors are considered and resonances are a feature of the light-scattering curves. Simultaneously, full averaging over particle orientation suppresses the maximal deviation of the fractional errors to approximately 15%. In general, errors in the case of a fixed orientation are higher than in the case of full orientation averaging. We would like to emphasize that the DDSCAT code developed by Draine and Flatau \[9\] has held up extremely well in the ensuing years. Since 1993, Draine and Flatau have undertaken many efforts in order to enhance this DDA code. As has been shown in recent comparisons, our code and DDSCAT provide comparable accuracy \[10\].

One method of removing the ambiguity of error results is to reduce the effect of the resonances. This can be done by weighting the error with the actual intensity, using, for instance the RMSE \(_w\) of Eq. (4). Such weightings, shown in the last column of the tables, provide more consistent results for regularly shaped particles since they are not susceptible to the large errors that can occur at the resonance locations. However, they are not necessarily ideal for all applications; for instance, because the results are intensity weighted, more emphasis is placed on data in the forward scatter region, as opposed to the backscatter region. This may or may not be desirable, depending on the application. It is a relatively trivial task to modify the weighting to suit the particular application.

**Table 1. Fractional and Root-Mean-Square Errors in Intensity of Light Scattering by Dielectric Spheres Computed with the Discrete Dipole Approximation**

| \( x = 6.379, m = 1.6 + 0i \) | \( kd|m| \) | \( \langle \text{Error} \rangle \) | \( \text{max}(\text{Error}) \) | \( \sigma(\text{Error}) \) | \( \text{RMSE} \) | \( \text{RMSE}_w \) |
|----------------|------------|-----------------|-----------------|-----------------|--------------|--------------|
| Fixed | 1 | 23.74 | 73.00 | 15.06 | 28.12 | 19.64 |
| 0.5 | | 7.50 | 23.36 | 5.21 | 9.14 | 7.03 |
| 0.25 | | 1.99 | 4.90 | 1.27 | 2.36 | 1.91 |
| Semiaveraging | 1 | 19.83 | 68.83 | 14.16 | 24.37 | 18.95 |
| 0.5 | | 6.89 | 18.14 | 4.05 | 7.99 | 6.83 |
| 0.25 | | 2.01 | 5.57 | 1.25 | 2.37 | 1.91 |
| \( x = 7.655, m = 1.33 + 0i \) | Fixed | 1 | 16.59 | 183.46 | 36.86 | 40.42 | 3.94 |
| 0.5 | 1 | 4.19 | 25.28 | 4.73 | 6.32 | 1.79 |
| 0.25 | 0.75 | 3.88 | 0.87 | 1.14 | 0.32 |
| Semiaveraging | 1 | 14.85 | 182.28 | 36.62 | 39.52 | 2.20 |
| 0.5 | | 4.19 | 25.28 | 4.71 | 6.30 | 1.79 |
| 0.25 | | 0.58 | 3.84 | 0.78 | 0.97 | 0.30 |
In Fig. 4 we present results for the agglomerated debris particle at \( x_{cs} = 10 \) and \( m = 1.6 \), and in Fig. 5 we present results at \( x_{cs} = 12 \) and \( m = 1.33 \). Unlike the figures corresponding to a sphere, we present three rows of panels. As earlier, rows (a) and (b) show the cases of one fixed orientation and semiaveraging over orientations, respectively. Additionally, row (c) shows results fully averaged over orientations. Everywhere in Figs. 4 and 5, the long-dashed line shows the case of \( kd|m| = 1 \), the short-dashed line to \( kd|m| = 0.5 \), and the thin solid line to \( kd|m| = 0.25 \).

In Figs. 4 and 5, one can see that the curves corresponding to fixed orientation show the most noticeable differences between different levels of discretization of the agglomerated debris particle. Nevertheless, the distinctions are visibly smaller than those observed in the case of spheres; this especially concerns the degree of linear polarization [compare panels (a) in Figs. 2, 4, 3, and 5]. Even very simple semiaveraging reduces significantly the distinctions between cases of different discretization of the nonspherical particle. Note that this type of orientation averaging has little influence on the results in the case of spheres. Full averaging over orientation almost totally suppresses distinctions between the curves of intensity corresponding to different degrees of discretization in Fig. 4, whereas in Fig. 5, relatively small and nonsystematic distinctions near the backscattering are detectable.

A previous study of convergence of numerical results obtained with the DDA for spherical and cubical target shapes at different values of the parameter \( kd|m| \) revealed that the convergence of a cube is faster than that of a sphere [27], thus confirming the conclusion of the current manuscript about higher accuracy of the DDA when applied to nonspherical particles. We do note that the conclusions in [27] were made based on a single orientation of the target particles, and it was demonstrated above that a change of target particle orientation may result in a large change in the amplitude of DDA errors. Therefore, the question on applicability of the conclusions in [27] to orientation averaged scatterers remains open.

In order to describe quantitatively the distinctions between the curves of intensity corresponding to different discretizations of irregular particles, we introduce the fractional errors of intensity similar to Eq. (2), but, instead of the exact value of intensity \( I_{\text{exact}} \), we use the intensity obtained with the DDA at \( kd|m| = 0.25 \). In the case of a sphere, such a value \( kd|m| = 0.25 \) provides very good agreement between the results of the DDA and Mie theory. The parameters characterizing the errors are shown in Table 2. As follows from Table 2, in the case of full
averaging over orientations at $kd|m| = 1$, the average value of the fractional error of intensity is only 2%–4%, whereas the maximal deviation of the fractional errors is 6%–10%. Interestingly, in the case of single spheres, such accuracy can be achieved only if $kd|m|$ is significantly less than 0.5. Thus, DDA computations of light scattering by highly irregular particles averaged over orientations can be performed accurately, even for constituent cells at $kd|m| = 1$.

From Figs. 4 and 5 one can see that the polarization curves are more similar to each other due to semiaveraging over orientations than in the case of the spheres [compare with Figs. 2 and 3]. When full averaging is performed, they are nearly coincident. In other words, if some feature does exist on the polarization curve, it appears at all degrees of discretization; the value of polarization may, however, be slightly different. Because the full averaging over orientations efficiently removes parasitic interference coming from a regular grid, in panel (c) of Figs. 4 and 5, we observe the effect of discretization roughness. Indeed, as it has been shown in [23], the small-scale roughening of the thin surface layer of particles, at $x_{cs} = 10$ and $m = 1.6 + 0.0005i$, increases the depth of the negative polarization branch at small phase angles. In this manuscript, at $x_{cs} = 10$ and $m = 1.6$, we observe the same tendency: the negative polarization depth is changed from $-7.06\%(kd|m| = 0.25)$ to $-7.84\%(kd|m| = 1)$. Moreover, in [23] it was shown that the positive polarization in the intermediate range of phase angles increases due to roughening at all sets of parameters. When increasing the cell size, the same behavior is observed in all cases studied in this manuscript as well. For instance, at $x_{cs} = 10$ and $m = 1.6$, the maximum of positive polarization is increased from $5.81\%(kd|m| = 0.25)$ to $7.51\%(kd|m| = 1)$. The discretization thus acts as roughness.

We can summarize the results reported in this section as follows. Utilization of large constituent cells ($kd|m| = 1$) raises two issues in DDA computations: surface roughness and parasitic interference coming from a regular grid. We cannot, in general, separate their contributions; however, the parasitic interference can be eliminated effectively by orientation averaging. The effect of surface roughness is not always a problem because in many applications this feature is desirable, since it replicates the roughness inherent in naturally occurring particles like dust. Nevertheless, in the case of highly irregular particles, the average contribution of the surface roughness caused by discretization does not exceed a few percent, even at $kd|m| = 1$. Therefore, in numerous applications, the DDA can be applied under the condition $kd|m| \leq 1$, providing highly accurate numerical results for realistic targets.

### Table 2. Fractional and Root-Mean-Square Errors in Intensity of Light Scattering by Dielectric Agglomerated Debris Particles Computed with the Discrete Dipole Approximation

| $kd|m|$ | Error | Error | $\sigma$ | RMSE | RMSE$_{\sigma}$ |
|--------|-------|-------|---------|-------|---------------|
| Semiaveraging | 1 | 5.04 | 30.42 | 6.13 | 11.34 | 6.33 |
| 0.5 | 1.75 | 16.57 | 2.70 | 4.00 | 1.66 |
| Averaging | 1 | 6.24 | 19.24 | 4.74 | 7.83 | 3.67 |
| 0.5 | 1.95 | 8.94 | 1.99 | 2.79 | 1.14 |
| Semiaveraging | 1 | 2.05 | 6.20 | 1.55 | 2.57 | 4.38 |
| 0.5 | 1.43 | 3.65 | 1.16 | 1.84 | 3.35 |
| Averaging | 1 | 4.19 | 24.04 | 5.95 | 10.40 | 1.94 |
| 0.5 | 1.54 | 17.16 | 3.19 | 2.16 | 0.40 |
| Semiaveraging | 1 | 2.64 | 8.26 | 2.04 | 3.33 | 0.74 |
| 0.5 | 1.08 | 3.34 | 0.85 | 1.37 | 0.28 |
| Averaging | 1 | 3.34 | 9.93 | 3.04 | 4.52 | 1.58 |
| 0.5 | 1.06 | 4.63 | 1.08 | 1.51 | 0.38 |

4. Conductive Particles

As pointed out by Draine [5], when applying the DDA to a conductive particle, constituent cells have to be small enough to satisfy two conditions: (1) the relative contribution of the electric dipole moment must dominate significantly over the magnetic dipole moment, and (2) the cell size must be much smaller than the depth of the skin layer, providing an appropriate description of the variation of the electromagnetic field in this region. In the Introduction, we have mentioned that, in fact, the second condition is much stronger than the first, and in this section we demonstrate this numerically. For instance, we consider the largest cells used in our previous study of the influence of absorption on light scattering by agglomerated debris particles [22]. This corresponds to particles with $x_{cs} = 30$, which were built up in the matrix containing $128 \times 128 \times 128$ cells. At that, the parameter of the cubic constituent cells is $kd = 0.46875$. As a conductive material, we consider a hypothetical substance having a refractive index $m = 1.5 + 1.3i$. The essential advantage of the given conductor is a moderately low absolute value of its refractive index $|m| = 1.98494$, which significantly simplifies and extends the practical utilization of the DDA.

Using Mie theory, we can estimate the electric dipole, magnetic dipole, and electric quadrupole moments of the single cell. In the theory, those are represented, correspondingly, by scattering coefficients $a_1$, $b_1$, and $a_2$, according to the notation in [25]. Because of the obvious difference between the geometrical sizes of a cube and a sphere having the same
volume, the size parameter of the spherical equivalent of a cubic constituent cell is higher than half of the parameter $kd$ : $x_{cell} = 0.291 (x_{cell} = kr_{cell}$, where $r_{cell}$ is the radius of the spherical equivalent of the cell). According to Mie theory, at $x_{cell} = 0.291$ and $m = 1.5 + 1.3i$, the absolute values of the scattering coefficients are as follows: $|a_1| = 0.014013$, $|b_1| = 0.000178$, and $|a_2| = 0.000061$, whereas the coefficients corresponding to the absorbing dielectric $(m = 1.5 + 0.05i)$ sphere of the same size are $|a_1| = 0.04856$, $|b_1| = 0.000058$, and $|a_2| = 0.000023$. While all coefficients are larger for the conductive sphere, the relative contributions of the magnetic dipole and electric quadrupole moments remain approximately the same for both conductive and dielectric spheres: $|b_1|/|a_1| = 0.012$ and $|a_2|/|a_1| = 0.0045$. Therefore, the incorporation of an imaginary part of the refractive index has not increased the relative contribution of the magnetic dipole moment or the electric quadrupole moment and does not reduce the validity of the DDA.

The other criterion concerns the ratio of the cell size $d$ and the depth of the skin layer $l_{skin}$, the distance at which the energy density of the incident electromagnetic wave falls to $1/e$ of its initial value [13]. For convenience, instead of pure values of $d$ and $l_{skin}$, we consider their products with wavenumber $k$: $kd$ and $kl_{skin} = 0.5/1m (m)$. In the case of $kd = 0.46875$ and $m = 1.5 + 1.3i$, the parameter $kl_{skin}$ is equal to only 0.38462. Thus the depth of the skin layer is actually smaller than the size of a single cell, whereas the skin layer must be at least a few times larger than a cell in order to reproduce adequately the attenuation of the electromagnetic field. Therefore, the requirement on the depth of the skin layer is much stronger than that on the relatively small contribution of the magnetic dipole moment.

Except when the particle is on resonance or is extremely conductive, the restriction of amplitude invariance of the induced field within the volume of a small particle does not alter the resulting light scattering from Rayleigh theory [28]. In such instances of extremely large refractive index $m$, the induced field within the particle is not constant, yet the resulting scattering properties can still be predicted using Rayleigh theory, except when the particle is on resonance. This result demonstrates that an induced field that is constant over the dipole is not a necessary condition for Rayleigh theory to hold. Below we present numerical results showing how this is relevant to DDA calculations.

For this purpose, we compute the distribution of energy of the induced field in a volume of a conductive particle at different levels of discretization using the DDA. The numerical results agree with the well-known theoretical prediction, which is as follows: the electromagnetic field does not penetrate into a conductive particle and the induced electromagnetic field exists only in a very shallow near-surface layer. Two targets have been considered: a single sphere at $x = 4.795$ and an agglomerated debris particle at $x_{cs} = 7.5$. Both particles consist of approximately the same volume of conductive material at $m = 1.5 + 1.3i$, and their constituent cells are identical. In the smallest initial matrix with dimensions of 32 elements on a side, the parameter $kd|m| = 0.93$ (i.e., $kd = 0.46875$); thus, the skin depth is smaller than the size of a cell. We make corresponding simulations for matrices that are twice and four times as large, i.e., the cells are two and four times smaller, and $kd|m| = 0.47$ and 0.23, respectively; thus, the skin layers are approximately 1.5 and 3 times larger than cells. Therefore, in the last case, both validity criteria formulated by Draine [5] are formally satisfied.

The images of the distribution of the induced field energy over the volume of the targets are shown in Fig. 6. The distribution has been normalized, so the energy varies from 0 to 1 through the array of dipoles. Panel (a) shows results for a sphere, whereas panel (b) shows results for the agglomerated debris particle. In both cases, the direction of the incident wave propagation coincides with the $z$ axis, which is shown by a white line in the upper-left corner of

![Fig. 6. (a) Distribution of energy of the induced field in spheres and (b) agglomerated debris particles consisting of different numbers of cells. The refractive index is $m = 1.5 + 1.3i$. The size parameter of the sphere is $x = 4.795$, whereas the size parameter of the circumscribing sphere of the agglomerated debris particle is $x_{cs} = 7.5$. In each panel, the directions of propagation and polarization of the incident beam are shown by white and blue lines in the upper-left corner, respectively. The upper row shows white particles, whereas the bottom row shows their cross sections. When the particle is allocated in the matrix with a side composed of 32 cells, the parameter of a single cell $kd|m| = 0.93$; 64 cells corresponds to $kd|m| = 0.47$; and 128 cells corresponds to $kd|m| = 0.23$.](image)
The incident wave is linearly polarized, and the direction of polarization coincides with the x axis and is shown by the blue line. Each target particle appears at three different degrees of discretization; sizes of the corresponding initial matrices are indicated below each particle. At the bottom of each panel, we also show the distribution of the induced field energy through cross sections of the targets. Note that the color scale in Fig. 6 is not linear: the bright red color shows dipoles having energy of the induced field varying from 0.1 to 1.

As one can see from Fig. 6, in all degrees of discretization, the DDA provides the same distribution of energy of the induced field, which in turn agrees qualitatively with that predicted for conductors. The details appearing at the highest resolution discretization also can be seen at the lowest resolution. The averaging of the amplitude of the induced electromagnetic fields over a cell size does not appear to have affected the distribution of energy over the particle; however, it could have an influence on the angular profiles of intensity and degree of linear polarization, as well as on other light-scattering parameters. In Fig. 7 we present curves of intensity (left panels) and degree of linear polarization (right panels) of the sphere at $x = 4.795$ and $m = 1.5 + 1.3i$. The organization of the figure is the same as that of Figs. 2 and 3, namely, the upper panel corresponds to the fixed orientation and the bottom panel corresponds to the semiaveraging over orientations. When the number of cells forming the sphere increases, the angular profiles of intensity and degree of linear polarization approach those of the Mie-theory results. Nevertheless, even the most accurate result obtained with the DDA (i.e., in the matrix of $128 \times 128 \times 128$ cells) is still visibly different from that of Mie theory, especially the curve of the linear polarization degree. For the dielectric particles studied in the previous section at a similar value of parameter $kd|m|$, the differences were much smaller. The decreasing accuracy for conductive particles can be explained as follows. In the case of a conductive particle, the induced field appears only near the surface layer. Indeed, as one can see from Fig. 6 on the illuminated side of the sphere, the incident field penetrates into the volume much deeper than on the shadow side, whereas in between, the depth of the induced layer is being gradually changed. In the case of a perfect sphere, that layer has ideally smooth boundaries and its light scattering can be described precisely with Mie theory, whereas with the DDA, both boundaries of the induced layer have discrete structure, and, as a consequence, it is more difficult to reproduce the gradual change of the layer depth accurately, even using a large number of cells. Therefore, we can conclude that the effect of the discretization has an additional negative impact on the accuracy of DDA computations for conductive particles.

One other consideration is the surface wave. For conductive particles, the surface wave is the dominant component, inducing dipole moments on the backside of particles since the transmitted component is rapidly truncated. Dipoles do not efficiently bend the surface wave around curved surfaces. For instance, one can see that the amplitude of the surface wave on the rear of the particles is reduced as the resolution is decreased from the panels of Fig. 6. In panel (b), the highly irregular structure with surface elements of high curvature efficiently destroys the surface wave. Indeed, the induced layer is almost absent from the nonilluminated side of the agglomerated debris particle, in sharp contrast to the illuminated side. This depletion of the surface layer, which is a dominant component of conductive surfaces, is a source of significant errors in DDA computations.

Table 3 shows values characterizing the angular dependence of the fractional errors (2) and RMSE for three levels of discretization of a sphere with $x = 4.795$ and $m = 1.5 + 1.3i$. Comparing the data from Tables 1 and 3, we could conclude that the results obtained for the case of a conductive sphere are more accurate than those for a dielectric sphere. However, this conclusion is superficial. Indeed, as it was earlier elucidated, the DDA result obtained at one orientation of a particle strongly depends on the interference coming from the regular grid, and for a spherical particle, on the exact positions of the angular resonances. Depending on the orientation of the incident beam, that contribution may increase or decrease the accuracy randomly, whereas the difference between the best and worst accuracy can be as high as an order of magnitude. For instance, if we change the orientation of the incident beam from the initial (0,0,1) to (1,1,1), the values $\langle\text{Error}\rangle$, max$(\text{Error})$, and $\sigma(\text{Error})$ characterizing the fractional errors in the upper row of Table 3 change to 16.20, 28.26, and 8.76, respectively. One can see that the new value
of the average fractional errors of intensity has been increased by a factor of almost 2 and is now comparable to the value in the case of the dielectric sphere at $x = 7.655$ and $m = 1.33$. Simultaneously, the change in the percent deviation of the RMSE is slightly less, going from 12.75% to 18.41%. As expected, the intensity-weighted RMSE $w$ changes the least, from 4.26% to 5.28%. This tendency has been observed throughout the data analysis, and also holds for irregularly shaped particles. Therefore, we can conclude that the weighted RMSE remain the most stable to random variations caused by different orientations. Because of its stability, the intensity-weighted RMSE $w$ seems to provide the most reliable and efficient way of estimating the merit of such calculations. Note also that in the case of the angular profile of intensity, semiaveraging over orientation improves significantly the accuracy of the DDA results, whereas in the case of degree of linear polarization, this type of averaging has a rather small effect. Such behavior is different from what was observed for dielectric spheres, in which case the semiaveraging over orientation had a weak effect on both the intensity and the polarization.

In Fig. 8, we show results for the agglomerated debris particle at $x_{cs} = 7.5$ and $m = 1.5 + 1.3i$. As previously, in the case of dielectric agglomerated debris particle, the figure consists of three rows of panels. The (a) panels show results for fixed orientation, the (b) panels show results semiaveraged over orientation, and the (c) panels show results totally averaged over orientation. In all three cases, the dispersion of curves of the intensity, and the degree of linear polarization corresponding to different discretizations, is much smaller than for a sphere. At that, the increasing degree of orientation averaging reduces the difference between the polarization curves obtained at different levels of discretization, whereas it has no significant influence on the intensity curves.

One can see that, through all the panels in Fig. 8, the difference between the DDA results calculated for initial matrices consisting of $64 \times 64 \times 64$ and of $128 \times 128 \times 128$ cells remains appreciably small. Thus, we can extend again the definition of the fractional errors in intensity [see Eq. (2)] for the case of the agglomerated debris particles. The values characterizing the angular profile of fractional errors in intensity and RMSE are summarized in Table 4.

The case of full averaging over orientations is of special interest because the interference effects caused by the regular grid are eliminated; therefore, we can isolate the effect of averaging of the induced field amplitude over cell volume. Obviously, the effect of such averaging becomes most apparent at the largest value of $kd|m|$ (i.e., 0.93). Nevertheless, as one can see in panel (c) of Fig. 8, the difference between curves corresponding to different cell sizes remains only quantitative; i.e., the increase of cell size does not lead to the appearance of new features on curves of intensity and degree of linear polarization. As follows from Table 4, the average fractional errors in intensity are approximately 8%, whereas their maximal deviation is as high as 13%. Although these values are a few times larger than in the case of

![Table 3. Fractional and Root-Mean-Square Errors in Intensity of Light Scattering by a Conductive Sphere Computed with the Discrete Dipole Approximation](image)

| $kd|m$  | (Error) | max(Error) | $\sigma$(Error) | RMSE | $\text{RMSE}_w$ |
|---------|---------|------------|-----------------|------|---------------|
| 0.93    | 9.89    | 30.03      | 8.04            | 12.75| 4.26          |
| 0.47    | 5.27    | 14.70      | 4.20            | 6.74 | 2.24          |
| 0.23    | 2.70    | 6.91       | 2.07            | 3.41 | 1.21          |

The case of full averaging over orientations is of special interest because the interference effects caused by the regular grid are eliminated; therefore, we can isolate the effect of averaging of the induced field amplitude over cell volume. Obviously, the effect of such averaging becomes most apparent at the largest value of $kd|m|$ (i.e., 0.93). Nevertheless, as one can see in panel (c) of Fig. 8, the difference between curves corresponding to different cell sizes remains only quantitative; i.e., the increase of cell size does not lead to the appearance of new features on curves of intensity and degree of linear polarization. As follows from Table 4, the average fractional errors in intensity are approximately 8%, whereas their maximal deviation is as high as 13%. Although these values are a few times larger than in the case of

![Fig. 8. Intensity (left) and degree of linear polarization (right) of an agglomerated debris particle at $x_{cs} = 7.5$ and $m = 1.5 + 1.3i$ plotted as a function of phase angle for (a) fixed orientation, (b) semiaveraging over orientations, and (c) full averaging over orientations.](image)
dielectric particles, nevertheless they remain at quite acceptable levels for many applications.

It is interesting to note that the deviation of the intensity curve corresponding to the case of $kd|m| = 0.93$ from that of $kd|m| = 0.23$ appears mostly in the range of intermediate and small phase angles through systematically understating values of intensity for $kd|m| = 0.93$. Simultaneously, the linear polarization degree is increased while the cell size increases. Both facts are consistent with the conclusions of our previous study of the surface roughness impact on light scattering [23]. Therefore, the reaction of the intensity and polarization profiles on increasing cell size is analogous to what is observed when surface roughness is introduced onto a particle.

We can summarize the results reported in this section as follows: strictly speaking, an application of the DDA to conductive particles is specified by only one necessary condition; namely, the contribution of the electric dipole moment must be significantly greater than the magnetic dipole and electric quadrupole moments. If that condition is satisfied, the numerical results obtained using the DDA satisfy the Maxwell equations. An insufficiently accurate simulation of the particle generally does not result in problems with the satisfaction of Maxwell equations through the numerical results; nevertheless, it can alter significantly the light-scattering properties through discretization errors. In the case of angular profiles of intensity and degree of linear polarization, the influence is similar to that produced by surface roughness. Therefore, insufficiently accurate simulation of the skin layer can be interpreted as an additional small-scale roughening of a target particle.

### 5. Conclusion

In this study we have investigated the validity criteria for the DDA in its application to dielectric and conductive agglomerated debris particles. We found that the widely used criteria established by Draine and Flatau are overly restrictive with regard to satisfying the Maxwell equations. The reason for this deviance is as follows. When examining the DDA, Draine and Flatau used a perfect sphere as a test particle. Such a particle requires a large number of discrete cells in order to reproduce the surface precisely, and the smooth regular surfaces encourage the formation of standing waves within the particle that result in large-amplitude angular structures in the phase function. Such standing waves are difficult to produce in a discretized system, and the resulting errors due to the large-amplitude swings are dominated by the minima, that in many respects, are inconsequential when considering real particle systems. The criteria introduced by Draine and Flatau are not relevant to the satisfaction of Maxwell equations, but to the representation of this ideal geometry. Fortunately, a sphere or other particles having a perfectly smooth surface are not the primary goal for the DDA. The most important advantage of the DDA is that it is applicable to particles of rough, irregular shape and internal structure. Therefore, this method is especially suitable for highly irregular particles, such as dust, when other approaches are not available. For such particles, surface roughness is a characteristic inherent in the discretization process of the DDA that is desirable, making a model particle more realistic. The effect of the discretization roughness on the light-scattering curves has the same qualitative effect as incorporating real roughness on simulated particles. We have shown that when light-scattering properties are averaged over particle orientation, the average impact of the surface roughness caused by large cells (i.e., at $kd|m| = 1$) on the angular profile of intensity is only a few percent. In the case of conductive particles, large cells may lead to a situation in which the cell size is comparable to the depth of the skin layer. Although this means a considerable averaging of the induced field over cell volumes, this does result in a violation of the Maxwell equations. Again, the effect of using larger cells for conductive particles is consistent with adding surface roughness. Simultaneously, the orientation averaging efficiently increases the accuracy of DDA results.

We are grateful to Maxim Yurkin for his comments on this paper. This work was partially supported by Grants-in-Aid for Scientific Research (A and B) from the Japan Society for the Promotion of Science, Global Centers of Excellence (COE) Program “Foundation of International Center for Planetary Science” from the Ministry of Education, Culture, Sports, Science and Technology of Japan, and the Academy of Finland (contracts 1127461 and 125180).

### References


### Table 4. Fractional and Root-Mean-Square Errors in Intensity of Light Scattering by a Conductive Agglomerated Debris Particle Computed with the Discrete Dipole Approximation

| $|kd|m|$ | $(\text{Error})$ | $\text{max}(\text{Error})$ | $\sigma(\text{Error})$ | $\text{RMSE}$ | $\text{RMSE}_{\sigma}$ |
|--------|----------------|---------------------|-----------------|-------------|-----------------|
| Fixed  | 0.93           | 4.43                | 28.76           | 6.22        | 8.37            | 2.03             |
|        | 0.47           | 1.89                | 9.93            | 2.31        | 3.77            | 0.88             |
| Semiaveraging | 0.93    | 5.51                | 13.14           | 3.99        | 6.80            | 1.53             |
|        | 0.47           | 3.02                | 6.43            | 2.10        | 3.68            | 0.82             |
| Averaging | 0.93       | 8.05                | 13.08           | 4.58        | 9.26            | 2.12             |
|        | 0.47           | 3.59                | 10.99           | 2.73        | 4.51            | 1.02             |

$|kd|m|$ is the ratio of the wavelength to the particle radius. The criteria introduced by Draine and Flatau are sequentially when considering real particle systems.
25. C. F. Bohren and D. R. Huffman, Absorption and Scattering of Light by Small Particles (Wiley, 1983).