Quantitative phase-field modeling for dilute alloy solidification involving diffusion in the solid

Munekazu Ohno and Kiyotaka Matsura
Division of Materials Science and Engineering, Graduate School of Engineering, Hokkaido University, North 13 West 8, Sapporo 060-8628, Japan
(Received 2 December 2008; published 5 March 2009)

An antitrapping current scheme for quantitative phase-field model [A. Karma, Phys. Rev. Lett. 87, 115701 (2001)] is extended to solidification process in a dilute binary alloy system involving diffusion in the solid. It is demonstrated in an asymptotic analysis that in the case of an arbitrary value of the solid diffusivity, five types of constraints exist between interpolating functions used in the phase-field model, which need to be satisfied simultaneously to eliminate all anomalous interface effects. Then, the authors present an appropriate form of the antitrapping current term for the two-sided case to remove all the spurious effects. The convergence test of the output with respect to the interface thickness was carried out for the isothermal dendrite growth process, which demonstrates an excellent performance of the present model.
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I. INTRODUCTION

The phase-field model has emerged as an effective computational tool to simulate a microstructural evolution process during phase transition [1]. Unique to the phase-field approach is the diffuse interface concept in which an interface is not a specific entity to be described separately, but is merely an inhomogeneous localization of the state variable called the “phase field.” This allows one to avoid explicit tracking of moving phase boundaries in complex patterns, which is in marked contrast to computational methods based on a sharp-interface description [2]. The phase-field method has been applied to solidification processes for pure materials [3] and binary [4], multicomponent, and multiphase [5] alloy systems, demonstrating its capability of describing a variety of microstructural pattern formations.

The phase-field model for the solidification requires several phenomenological descriptions and assumptions to be introduced without addressing the underlying microscopic details of phenomena. Therefore, its output carries a quantitative meaning only when the model precisely reproduces the free-boundary problem of interest, more specifically, diffusion equation, mass conservation law at the interface, and the Gibbs-Thomson relation in the case of isothermal alloy solidification which is our main concern. In the so-called sharp-interface limit where the interface thickness $W$ is taken to approach zero, the phase-field model is reduced to the free-boundary problem by holding a relation between measurable quantities and the parameter of the phase-field model [6]. However, such a sharp-interface limit model makes it virtually impossible to describe the phenomena on experimentally relevant spatial and temporal scales. This is because $W$, thus computational grid spacing $\Delta x$ and the time constant for the simulation need to be quite small compared to the typical scales of the microstructural pattern to obtain a $W$-independent result [7]. Karma and Rappel demonstrated a seminal scheme to circumvent this serious deficit [8], focusing on the solidification of pure material with equal thermal diffusivities in the solid and liquid phases (symmetric model). They devised a model based on the thin-interface limit analysis in which the free-boundary problem is recovered with a finite value of $W$ in the mesoscopic scale, showing the excellent computational performance of the model. The thin-interface limit scheme has been extended to the alloy solidification process [9]. However, it has been pointed out that the thin-interface limit model of alloy solidification suffers from several deficiencies [10]. Almgren carried out a distinct thin-interface limit analysis for pure material with unequal diffusivities in the solid and liquid phases and demonstrated that in the case of asymmetric diffusivities, several anomalous effects exist which scale with $W$ [10]. There are also analogous interface effects in the alloy solidification models, such as a discontinuity of the chemical potential across the interface (associated with abnormal solute trapping effect), solute diffusion along arclength of the interface (surface diffusion), and modification of the mass conservation condition at the interface due to interface stretching [10]. The elimination of these effects requires several constraints in interpolating functions used in the model to be satisfied simultaneously, which results in the stringent restriction on the model. It seems hardly possible to construct a computationally effective model which satisfies all the requirements only by elaborating appropriate forms of the interpolating functions. Karma devised a novel scheme to solve this problem in the case of the dilute alloy solidification with zero diffusivity in the solid (one-sided model) [11]. The essential ingredient in this scheme is a phenomenological antitrapping current term in the diffusion equation which is nonvanishing only in the interface region. This term provides an additional degree of freedom in choosing the interpolating functions, enabling the elimination of all the spurious effects for the one-sided model. This model is regarded as a quantitative phase-field model in that one can precisely describe the free-boundary problem with a computationally reasonable choice of $W$. This antitrapping current scheme has been increasingly utilized for quantitative computation of the solidification processes in dilute binary alloy [12–14] and has been extended to the multiphase system [15] and multicomponent system [16].

As mentioned, the significant progress has been made in the quantitative phase-field modeling for the alloy solidification. However, it should be pointed out that the antitrapping current scheme is, in a strict sense, validated only for the
one-sided system, viz., alloy with zero diffusivity in the solid. In most of alloy systems, the solid diffusivity is generally several orders of magnitude smaller than the liquid diffusivity. However, in the ferrite solidification of steel, one of the most important industrial alloys, the ratio of the diffusion coefficient in solid to the one in liquid is just order of $10^{-1}$–$10^{-2}$ \cite{17}. Also, when an extremely slow cooling process is considered, the one-sided alloy model cannot reproduce the equilibrium process but inevitably describes the Scheil solidification process. In the multiphase system, moreover, the assumption of zero diffusivity in the solid prevents the diffusion controlled migration of solid-solid phase boundaries. This makes it virtually impossible to describe, for example, peritectic transformation process, which involves the solid-solid diffusion as well as liquid-solid diffusion to complete the transformation. Despite these facts, little has been addressed regarding the quantitative phase-field modeling for the system with arbitrary value of the solid diffusivity. The extension of the antitrapping current scheme to the two-sided model has been attempted in Ref. \cite{18}. The authors demonstrated a thin-interface limit analysis and discussed a possible form of the antitrapping current term for the two-sided model. However, the performance of their model has not been clarified with thorough convergence tests. Importantly, their antitrapping current term has a singularity in the one-sided case, that is, the contribution of this term becomes divergently large when the solid diffusivity becomes quite small, which is inconsistent with the originally developed phase-field model for the one-sided system \cite{11,12}. Such a divergently large contribution in the solute current may lead to a computational difficulty. In this regard, it is considered that the quantitative phase-field modeling has not been successfully generalized to the system with an arbitrary value of solid diffusivity. A gap between the models still exists for one-sided and symmetric cases and such a gap should be appropriately bridged by a generalized model for two-sided case.

The main objective of the present study is to develop a quantitative phase-field model for dilute alloy solidification with arbitrary value of solid diffusivity. For this, we extend the antitrapping current scheme to the two-sided case and demonstrate the antitrapping current term which enables elimination of all the spurious interface effects. It will be seen that the present model is precisely reduced to the previously developed symmetric and one-sided models as special cases. The performance of the present model is investigated in terms of the convergence test of the solution with respect to the interface thickness, focusing on isothermal dendrite growth.

The organization of this paper is as follows. First, we specify the free-boundary problem of our interest which forms a basis in the matched asymptotic analysis given in Sec. IV. We shall consider the solidification process of a dilute binary alloy consisting of elements $A$ and $B$ with liquidus slope $m$ and the partition coefficient $k$. Provided that the local equilibrium condition is satisfied at the interface, the concentration of element $B$ at the solid side of the interface $c_0$ is given as $c_0 = kc_1$ with the concentration of element $B$ at the liquid side of the interface $c_1^*$. The temperature at the interface satisfies the following Gibbs-Thomson relation:

$$ T = T_m - |m|c_1^* - \Gamma \kappa - V_n/\mu, \tag{2.1} $$

where $T_n$ is the melting temperature of pure material $A$ and $\Gamma$ is the Gibbs-Thomson coefficient given as $\Gamma = \gamma \cdot T_m / \Delta H$ with surface tension $\gamma$ and the latent heat of fusion per unit volume $\Delta H$. For simplicity, we do not take into account the anisotropy of the surface tension in this section and also in the thin-interface limit analysis of Sec. IV. In Eq. (2.1), $\kappa$ is the interface curvature, $V_n$ is the normal velocity of the interface, and $\mu$ is the linear kinetic coefficient. For the isothermal solidification at a temperature $T_0$, the Gibbs-Thomson relation is rewritten as

$$ c_i / c_i^* = 1 - (1 - k)d_0 \kappa - (1 - k)\tilde{\beta} V_n, \tag{2.2} $$

where $c_i^*$ is the equilibrium concentration of the liquid at $T_0$, expressed as $c_i^* = (T_m - T_0) / |m|$. $d_0$ is the chemical capillary length given as

$$ d_0 = \Gamma / \Delta T_0, \tag{2.3} $$

where $\Delta T_0 = |m| (1-k)c_i^*$ is the solidification range. $\tilde{\beta}$ in Eq. (2.2) is defined as $\tilde{\beta} = 1 / (\mu \Delta T_0)$. In the bulk phase, the concentration obeys the diffusion equation

$$ \partial_t c = D \nabla^2 c, \tag{2.4} $$

where $\partial_t$ represents time derivative, $D_i$ is the diffusion coefficient and its subscript $i$ with $i = s$, and $l$ distinguishes the solid and liquid phases, respectively. In addition, the following condition should be satisfied to assure the mass conservation at the interface:

$$ c_i^* (1-k) V_n = D_s \partial_n c |^- - D_l \partial_n c |^+, \tag{2.5} $$

where $\partial_n c |^-$ and $\partial_n c |^+$ are the spatial derivatives of the concentration normal to the interface at the solid and liquid sides of the interface, respectively.

For the convenience in the discussion, we introduce the dimensionless local supersaturation $n$ as follows:
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\[ u = \frac{c(j_+ - c) - c_p}{c_p(1 - k)} \]  

(2.6)

with \( j_+ = 1 \) in the bulk liquid phase and \( j_+ = k \) in the solid phase. Utilizing this dimensionless quantity \( u \), Eqs. (2.2), (2.4), and (2.5), are rewritten as

\[ u^* = -\tilde{d}\tilde{g}\tilde{V}, \]  

(2.7)

\[ \partial_t u = D_i \nabla^2 u, \]  

(2.8)

\[ [1 + (1 - k)u^*]V_n = kD_p\partial_c u^- - D_p\partial_c u^+, \]  

(2.9)

where \( u^* \) represents the value at the interface. The matched asymptotic analysis in Sec. IV is carried out in the light of the free-boundary problem thus described.

III. PHASE-FIELD MODEL

In this section, we start with a general form of the phase-field model for the alloy solidification based on the Kim-Kim-Suzuki (KKS) model [9]. It is first shown that in a dilute solution system, the thermodynamic model given in Refs. [11–13] is essentially equivalent to the KKS model. As in the previous section, we shall consider the isothermal solidification in the dilute binary alloy system consisting of elements \( A \) and \( B \) with liquidus slope \( m \) and partition coefficient \( k \). We introduce the phase field \( p \) specifying the solid phase with \( p = 1 \) and the liquid phase with \( p = 0 \). The interface is defined as a mixture of the solid and liquid phases [9]. The Ginzburg-Landau-type free energy functional of the system is given as follows:

\[ F = \int_V \left[ \left( \frac{\sigma^2}{2} \right) (\nabla p)^2 + \tilde{f}(p) + \tilde{g}(p)f + [1 - \tilde{g}(p)]f \right] dV, \]  

(3.1)

where \( \sigma \) is the gradient energy coefficient, \( \tilde{f}(p) \) is the double-well potential with minima at \( p = 1 \) and \( 0 \), and \( \tilde{g} \) is the potential height. \( f \) and \( f \) are the free energy densities for the bulk solid and liquid, respectively. The interpolating function \( \tilde{g}(p) \) is a monotonous function satisfying \( \tilde{g}(0) = 0 \) and \( \tilde{g}(1) = 1 \).

The two concentration fields for the solid \( c \), and for the liquid \( c_l \), are introduced. In the interfacial region, these concentrations obey the mixture rule \( c = \tilde{h}(p)c_l + [1 - \tilde{h}(p)]c \), with an interpolating function \( \tilde{h}(p) \). The concentrations \( c \) and \( c_l \) are not independent of each other and the relation between them is determined by the condition of equal chemical potentials at each point \( \partial_f/\partial c = \partial f/\partial c_l = \partial c = \tilde{c} = \mu_c \), which is the essential condition introduced in the KKS model [9]. This condition allows the equilibrium phase field profile to be decoupled from the concentration profile, removing an extra contribution to the surface energy which depends on the solute concentration at the interface and the temperature. In the present study, we hold a relation \( c_l = k c \), since our focus is placed on the dilute solution system. Then, the temporal evolution of the phase field \( p \) can be described by the time-dependent Ginzburg-Landau equation \( \partial_t p = -\tilde{M} \partial_p F/\partial p \) with the phase-field mobility \( \tilde{M} \), which is explicitly given as [9]

\[ \tilde{M} \partial_t \tilde{d} = \sigma^2 \nabla^2 p - \alpha \tilde{g}' - \tilde{g}'[f(c)] - f(c) - (c - c_l)\mu_c, \]  

(3.2)

where \( \tilde{g}' = d\tilde{g}/dp \) and \( \tilde{g}' = d\tilde{g}/dp \). The time evolution of the concentration field is described by the following diffusion equation:

\[ \partial_t c = \nabla D(p)\tilde{h}(p) \nabla c + [1 - \tilde{h}(p)] \nabla c, \]  

(3.3)

where \( D(p) \) is the diffusivity of the phase field dependent with \( D(1) = D_s \) and \( D(0) = D_l \). It is noted that the function \( \tilde{h}(p) \) should be equivalent to \( \tilde{g}(p) \) in the variational formulation. On the other hand, these two functions are independently defined within a nonvariational formulation and this allows a simple choice of \( \tilde{h}(p) = p \), which is advantageous in terms of the computational efficiency [8]. In the following, our discussion is given in the nonvariational form, though it is applicable to the case of the variational formulation.

The relation between the KKS model and the other models given in Refs. [11–13] can readily be grasped by transforming the variables. For this, we introduce the phase field \( \phi \) given as \( \phi = 2p - 1 \). The solid and liquid phases are specified by \( \phi = +1 \) and \( -1 \), respectively. Furthermore, the dimensionless supersaturation \( u \) is defined as

\[ u = \frac{c_l - c}{c_l - c_l}. \]  

(3.4)

This is equivalent to the definition of Eq. (2.6) in the sharp-interface description. In the dilute solute limit, the thermodynamic driving force in Eq. (3.2) can be approximated as [9]

\[ f(c) - f(c_l) - (c - c_l)\mu_c = \frac{RT}{v_m} \left[ c_l - c_l - (c - c_l) \right], \]  

(3.5)

where \( R \) is the gas constant and \( v_m \) is the molar volume. In this approximation, we neglect \( mc^2 \) term in \( T\tilde{d} = T_m - mc^2 \), since this term results in the second-order contribution of concentration which is negligibly small in the dilute solution limit. Then, Eqs. (3.2) and (3.3) are rewritten in terms of \( \phi \) and \( u \) introducing the antitrapping current term \( j_{AT} \): 

\[ M^{-1} \partial_t \phi = \sigma^2 \nabla^2 \phi - \alpha 2\tilde{g}' - \tilde{g}' \mu_c = \frac{RT}{v_m} \left[ c_l - c_l - (c - c_l) \right]. \]  

(3.6)

\[ \frac{1 + (1 - k)\tilde{h}(\phi)}{2} \partial_t u = \nabla \left[ Dq(\phi) \nabla u - j_{AT} \right] \]  

\[ + \frac{1}{2} \left[ 1 + (1 - k)u \right] \phi. \]  

(3.7)
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where \( M = 4 \tilde{M} \), \( \sigma = \tilde{\sigma}/2 \), \( \omega = \tilde{\omega}/4 \), and \( \lambda \) is given as \( \lambda = RT_m(1-k)(c_i^* - c_j^*)/(2v_m) \) and \( h(\phi) = 2\tilde{h}(\phi) - 1 \). \( q(\phi) \) is represented by
\[
q(\phi) = \frac{D(\phi)[1 + k - (1-k)h(\phi)]}{2D_t} 
\tag{3.8}
\]
and, accordingly, \( q(\pm 1) = kD_s/D_t \) and \( q(-1) = 1 \). The antitrapping current term \( j_{\text{AT}} \) is given as \cite{12}
\[
j_{\text{AT}} = -a(\phi)^2 \sqrt{\omega} \frac{\partial \phi}{\partial x} \frac{\nabla \phi}{|\nabla \phi|}. 
\tag{3.9}
\]
This is a phenomenologically introduced term which is non-vanishing only in the interface region. \( a(\phi) \) is an interpolating function which provides an additional degree of freedom in choosing a set of the interpolating functions. When we further define \( \tau = (M\omega)^{-1}, W^2 = \sigma^2\omega^{-3}, \lambda^* = \lambda/(15\lambda/\omega, f^* = 2\tilde{f}^*, \) and \( g^* = (8/15)\tilde{g}^* \), Eqs. (3.6) and (3.7) are, respectively, expressed as
\[
\tau \partial_t \phi = W^2 \nabla^2 \phi - f^*(\phi) - \lambda^* g^*(\phi)u, 
\tag{3.10}
\]
\[
\begin{align*}
\frac{[1 + k - (1-k)h(\phi)]}{2} \partial_x \phi \\
= \nabla \left[ D_t q(\phi) \nabla u + a(\phi)W[1 + (1-k)u] \partial_x \phi \frac{\nabla \phi}{|\nabla \phi|} \right] \\
+ \frac{1}{2}[1 + (1-k)u] \partial_x \phi. 
\end{align*}
\tag{3.11}
\]
Equations (3.10) and (3.11) represent the final set of equations for the present phase-field model. When we consider one-dimensional profile of \( \phi \) during steady state with boundary condition \( \phi = 1 \) at \( x \to -\infty \) and \( \phi = -1 \) at \( x \to +\infty \), this model leads to \( \phi_0(x) = -\tanh(x/\sqrt{2}W) \). It should be noted that \( W \) corresponds to a measure of the thickness of the diffuse interface. Also, the surface tension \( \gamma \) is represented by
\[
\gamma = IW\omega, 
\tag{3.12}
\]
where \( I = 2\sqrt{2}/3 \). As the advantage of the KKS model, \( \gamma \) does not depend on the solute concentration field.

It is important to point out that Eqs. (3.10) and (3.11) are identical to Eqs. (68) and (69) in Ref. \cite{12} except for the fact that our discussion is limited to the isothermal process. Also, the model of Ref. \cite{10} for a pure material, where a thin-interface limit analysis was performed in the case of a two-sided model, is regarded as a special case of the above equations with \( k = 1 \) and \( a(\phi) = 0 \). In the following, we present the thin-interface limit analysis of Eqs. (3.10) and (3.11).

**IV. ASYMPTOTIC ANALYSIS FOR TWO-SIDED MODEL**

In this section, we carry out the matched asymptotic analysis of the phase-field model given by Eqs. (3.10) and (3.11) in order to demonstrate the constraints imposed on the model for description of the free-boundary problem. As already mentioned, the asymptotic analysis for the one-sided model with the antitrapping current term was detailed in Ref. \cite{12}. The present analysis corresponds to the extension of their analysis to the case of the two-sided model. We use an expansion parameter \( \varepsilon = W/d_0 \) and perform the asymptotic analysis up to second order in \( \varepsilon \). As pointed out in Ref. \cite{12}, this expansion scheme with \( \varepsilon \) yields all important correction terms at second order.

**A. Dimensionless expressions and matching conditions**

It is first convenient to rewrite the sharp-interface model and the phase-field model in dimensionless forms by measuring length in unit of \( d_0 \) and time in unit of \( d_0^2/D_t \). Using these dimensionless spatial and time scales, the sharp-interface equations (2.7)–(2.9) are rewritten as
\[
\partial_t \mu = q\nabla^2 u \text{ with } i = s \text{ or } l, 
\tag{4.1}
\]
where \( q_s = D_s/D_t = q(+1)/k \) for the solid, \( q_l = q(-1) \) for the liquid, and
\[
u^* = -\kappa - \beta v_n, 
\tag{4.2}
\]
\[
[1 + (1-k)u^*]v_n = q(+1)\partial_x u^* - q(-1)\partial_x u^*, 
\tag{4.3}
\]
where \( \kappa = d_0\bar{K} \) is the dimensionless interface curvature, \( \beta = \beta D_s/d_0 \) is the dimensionless kinetic coefficient, and \( v_n = d_0V_s/D_t \) is the dimensionless normal velocity.

In the phase-field model, we first utilize the van’t Hoff relation for the dilute binary alloy given by \( m = T_m^2R(1-k)/(v_m\Delta H) \) to express \( \lambda^* \) as
\[
\lambda^* = \frac{15}{8} \frac{RT_m}{2v_m\omega}(1-k)(c_i^* - c_j^*) \\
= \frac{15}{16} m\Delta H/(c_i^* - c_j^*) = \frac{15}{16} IW = a_1 \varepsilon, 
\tag{4.4}
\]
where \( a_1 = 1/J \) with \( J = g(+1)-g(-1) = 16/15 \). Then, the dimensionless forms of the phase field model are given by
\[
\alpha \varepsilon^2 \partial_t \phi = \varepsilon^2 \nabla^2 \phi - f^*(\phi) + a_1 \varepsilon g^*(\phi)u, 
\tag{4.5}
\]
\[
\begin{align*}
\frac{[1 + k - (1-k)h(\phi)]}{2} \partial_x \mu \\
= \nabla \left[ q(\phi) \nabla u + a(\phi)\varepsilon[1 + (1-k)u] \partial_x \phi \frac{\nabla \phi}{|\nabla \phi|} \right] \\
+ \frac{1}{2}[1 + (1-k)u] \partial_x \phi. 
\end{align*}
\tag{4.6}
\]
where \( \alpha = D_t\tau/W^2 \).

In the following, we will expand the \( \phi \) and \( u \) fields in power of \( \varepsilon \). In order to avoid an expected abrupt variation of these fields at the interface, one needs to deal with the solutions in two regions \cite{19}; an inner region which corresponds to the spatially diffuse interface region where \( \phi \) varies rapidly and an outer region which represents the bulk phase region away from the interface. The expansions in the inner region will be matched order by order in power of \( \varepsilon \) to those in the outer region. The outer and inner expansions of the phase field are written as \( \Phi = \phi_0 + \varepsilon \phi_1 + \varepsilon^2 \phi_2 + \cdots \) and
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\( \phi = \phi_0 + \epsilon \phi_1 + \epsilon^2 \phi_2 + \cdots \), respectively. Similarly, the outer and inner expansions of the u field are given as \( U = U_0 + \epsilon U_1 + \epsilon^2 U_2 + \cdots \) and \( u = u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots \), respectively. Since in the outer region \( \Phi \) is constant in each phase and \( g'(z) = 0 \), \( \Phi = \pm 1 \) are stable solutions for the \( \phi \) equation (4.5) to all orders in \( \epsilon \) for any value of \( U \). Accordingly, \( U_\nu \), simply obeys the diffusion equation to all orders in \( \epsilon \)

\[
\partial_t U_\nu = q \nabla^2 U_\nu, \quad \text{with } n = 0, 1, 2, \ldots,
\]  

(4.7)

where \( i = s \) in the solid and \( i = l \) in the liquid.

In order to find the inner solution, as described in Refs. [8,12], we rewrite the phase-field equations (4.5) and (4.6) in terms of a local orthogonal set of curvilinear coordinates in the reference frame of the interface \( r \) (signed distance to the \( \phi = 0 \) level set) and \( s \) (arc length along the interface) and then the rescaled coordinate \( \eta = r / \epsilon \). The detail of the differential operators in terms of \( r \) and \( s \) is found in Refs. [12,19]. In this coordinate system, the phase-field equations are expressed as [12]

\[
e^{-2 \epsilon} \partial_t [\eta q(\phi) \partial_\mu \phi] + e^{-1} \left( \frac{1}{2} \eta [1 + k - (1 - k) \eta h(\phi)] (\partial_\mu \phi) - \frac{1}{2} \nu_0 [1 + (1 - k) u] \partial_\mu h(\phi) + \nu_0 \partial_\mu [a(\phi) [1 + (1 - k) u] \partial_\mu \phi] \right.
\]

\[
\left. \times (\partial_\mu \phi) \right) + \kappa \eta q(\phi) \partial_\mu \phi] + \kappa \nu_0 [a(\phi) [1 + (1 - k) u] \partial_\mu \phi] - \kappa^2 \eta q(\phi) \partial_\mu \phi] + \kappa \nu_0 [a(\phi) [1 + (1 - k) u] \partial_\mu \phi] = O(\epsilon). \tag{4.8}
\]

As mentioned, the expansions in the inner region will be matched order by order in powers of \( \epsilon \) to those in the outer region. The matching conditions for the phase field are trivial as given by

\[
\phi_0(\eta, s) = \pm 1 \quad \text{as } \eta \to \pm \infty,
\]

\[
\phi_\nu(\eta, s) = 0 \quad \text{as } \eta \to \pm \infty, \tag{4.10}
\]

with \( n = 1 \). The matching conditions for \( u \) field are exemplified as [12]

\[
u_0(\eta, s) = U_0^{\pm}(s) \quad \text{as } \eta \to \pm \infty,
\]

\[
u_1(\eta, s) = U_1^{\pm}(s) + \eta \partial_\nu U_0^{\pm}(s) \quad \text{as } \eta \to \pm \infty,
\]

\[
u_2(\eta, s) = U_2^{\pm}(s) + \eta \partial_\nu U_1^{\pm}(s) + (\eta^2 / 2) \partial_\nu^2 U_0^{\pm}(s) \quad \text{as } \eta \to \pm \infty, \tag{4.11}
\]

where \( C^{\pm} \) represents the quantity \( C \) evaluated at the interface, approaching from the liquid side (\( C^+ \)) or the solid side (\( C^- \)).

**B. \( \phi \) equation at \( \epsilon^0 \)**

Substituting the inner expansion of the phase field into Eq. (4.8), we obtain at the leading order

\[
\partial^2_n \phi_0 - f'(\phi_0) = 0. \tag{4.12}
\]

When we define \( f'(\phi_0) = -\phi_0 + \phi_0^3 \), this relation yields

\[
\phi_0(\eta) = - \tanh \frac{\eta}{\sqrt{2}} \tag{4.13}
\]

with the matching condition (4.10). Also, we can grasp the relation \( \partial_\nu \phi_0 = (1 / \sqrt{2}) (\phi_0^2 - 1) \).

**C. \( u \) equation at \( \epsilon^{-2} \)**

The substitution of the inner expansion of the \( u \) field into Eq. (4.9) yields at order \( \epsilon^{-2} \)

\[
\partial_t [\eta q(\phi_0) \partial_\mu u_\nu] = 0, \tag{4.14}
\]

of which the integration once leads to \( \partial_\mu u_0 = C_0(s) / q(\phi_0) \). From the matching condition (4.11), we have the condition \( \lim_{\eta \to \pm \infty} \partial_\eta u_0(\eta, s) = 0 \). Thus, \( C_0(s) = 0 \) and

\[
u_0(\eta, s) = \tilde{u}_0(s). \tag{4.15}
\]

It is seen that \( u_0 \) is independent of \( \eta \) and is continuous across the interface.

**D. \( \phi \) equation at \( \epsilon^1 \)**

The phase-field equation (4.8) at the first order in \( \epsilon \) is written as

\[
L \phi_1 = \alpha g'(\phi_0) u_0 - (\alpha v_n + \kappa) \partial_\nu \phi_0, \tag{4.16}
\]

where \( L = \partial^2 - f''(\phi_0) \) is a linear differential operator. It is noted that the partial derivative of Eq. (4.12) with respect to \( \eta \) yields the relation \( \partial_\nu \phi_0 = 0 \). Since \( L \) is the self-adjoint, the right-hand side of Eq. (4.16) must be orthogonal to \( \partial_\nu \phi_0 \), which leads to

\[
a_1 u_0 J + (\alpha v_n + \kappa) I = 0, \tag{4.17}
\]

where

\[
J = - \int_{-\infty}^{+\infty} g'(\phi_0) \partial_\nu \phi_0 d\eta = g(+1) - g(-1), \tag{4.18}
\]

\[
I = \int_{-\infty}^{+\infty} (\partial_\nu \phi_0)^2 d\eta. \tag{4.19}
\]

The constants \( I \) and \( J \) are the same as those employed in Eq. (4.4). Therefore, we arrive at the following Gibbs-Thomson condition:

\[
\tilde{u}_0 = - \alpha v_n - \kappa, \tag{4.20}
\]

which becomes identical to Eq. (4.2) by holding \( \beta = \alpha \).

**E. \( u \) equation at \( \epsilon^{-1} \)**

\[
\partial_\nu [\eta q(\phi_0) \partial_\mu u_1] = \frac{1}{2} \nu_0 [1 + (1 - k) \tilde{u}_0] \partial_\nu h(\phi_0) - \nu_0 \partial_\nu [a(\phi_0) \times [1 + (1 - k) \tilde{u}_0] (\partial_\nu \phi_0)], \tag{4.21}
\]

We integrate this equation once to find

\[
u_0' = \nu_0 [1 + (1 - k) \tilde{u}_0] \quad \text{and an integral constant } A_1(s), \tag{4.22}
\]

with \( v_0' = v_0 [1 + (1 - k) \tilde{u}_0] \) and an integral constant \( A_1 \), and second time to obtain
\begin{align*}
  u_1 &= \frac{1}{2} \int_0^\eta \left[ h(\phi_0) - 2a(\phi_0)(\partial_\phi \phi_0) \right] d\xi \\
  &\quad + \int_0^\eta \frac{A_1(s)}{q(\phi_0)} d\xi + A_2(s),
\end{align*}

(4.23)

with constant \( A_2 \). Thus, the matching condition (4.11) leads to

\begin{align*}
  u_1 &= A_2(s) + A_1(s)G_+ + \frac{1}{2} F_+ + \left[ A_1(s) + \frac{1}{2} \frac{v_\eta}{q(\mp 1)} \right] \eta \\
  &= U_1|^- + \eta \partial_\eta U_0|^- \quad \text{as} \quad \eta \to \pm \infty,
\end{align*}

(4.24)

where

\begin{align*}
  G_+ &= \int_0^{\pm \infty} \left( \frac{1}{q(\phi_0)} - \frac{1}{q(\mp 1)} \right) d\eta, \\
  F_+ &= \int_0^{\pm \infty} \left[ p(\phi_0) - p(\mp 1) \right] d\eta,
\end{align*}

(4.25, 4.26)

\[ p(\phi_0) = \frac{1}{q(\phi_0)} - 2a(\phi_0)(\partial_\phi \phi_0)/q(\phi_0). \]

(4.27)

Since the term \( a(\phi_0)\partial_\phi \phi_0 \) vanishes at the limit \( \eta \to \pm \infty \), we have \( p(\mp 1) = \mp 1/q(\mp 1) \). Therefore, we obtain

\begin{align*}
  \partial_\eta U_0|^- &= \frac{A_1(s)}{q(\mp 1)} + \frac{v_\eta}{2q(\pm 1)} \\
  \partial_\eta U_0|^- &= \frac{A_1(s)}{q(\mp 1)} + \frac{v_\eta}{2q(\pm 1)}
\end{align*}

(4.28)

and also,

\begin{align*}
  A_1(s) &= \frac{1}{2} \frac{1}{q(-1)} \partial_\eta U_0|^+ + \frac{1}{2} \frac{1}{q(+1)} \partial_\eta U_0|-, \\
  \left[ 1 + (k) u_0 \right] v_u &= q(+1) \partial_\eta U_0|^+ - q(-1) \partial_\eta U_0|^-.
\end{align*}

(4.29, 4.30)

It should be noted that Eq. (4.30) is the leading order expression of the mass conservation law at the interface. From Eq. (4.24), we furthermore find

\begin{align*}
  U_1|^- - U_1|^- &= A_1(s)(G_+ - G_-) + \frac{v_\eta}{2} (F_+ - F_-).
\end{align*}

(4.31)

Hence, in order for \( U_1 \) to be continuous across the interface, it is necessary to satisfy the following conditions:

\begin{align*}
  G_+ &= G_- = \tilde{G}, \\
  F_+ &= F_- = \tilde{F}.
\end{align*}

(4.32, 4.33)

These are the integral constraints between \( q(\phi) \), \( a(\phi) \), and \( h(\phi) \).

F. \( \phi \) equation at \( \epsilon^2 \)

\begin{align*}
  L\phi_2 &= \frac{\int \phi_0}{2} \phi_1^2 - (aw + \kappa) \partial_\phi \phi_1 + a_1 g'(\phi_0)u_1 \\
  &\quad + a_1 \tilde{u}_0 g''(\phi_0) \phi_1 + \kappa^2 \eta \partial_\eta \phi_0.
\end{align*}

(4.34)

From the discussion given in Eq. (4.16), one can realize that the left-hand side of Eq. (4.34) be vanished by multiplying \( \partial_\phi \phi_0 \) and integrating it from \(-\infty \) to \( +\infty \). As for the right-hand side of Eq. (4.34), the symmetry properties of the involved functions are utilized as in Refs. [8,12]. The substitution of Eq. (4.20) into Eq. (4.16) yields

\[ L\phi_1 = - (aw + \kappa) [a_1 g'(\phi_0) + \partial_\phi \phi_0]. \]

(4.35)

where \( L \) is the even operator and \( \partial_\phi \phi_0 \) is the even function. Since \( g(\phi) \) is chosen so that \( g(1) = - g(-1) \), \( g' \) is even in \( \eta \). Therefore, \( \phi_1 \) is an even function and \( \partial_\phi \phi_1 \) is an odd function. In the right-hand side of Eq. (4.34), \( \phi_1^2 \), \( g'(\phi_0) \), and \( \partial_\phi \phi_0 \) are even functions, while \( f''(\phi_0) \), \( \partial_\phi \phi_1 \) and \( g'' \) are odd functions. From Eq. (4.34), then, one realizes the following relation to be held:

\[ a_1 \int_{-\infty}^{+\infty} g'(\phi_0)u_1 \partial_\eta \phi_0 d\eta = 0. \]

(4.36)

The substitution of Eq. (4.23) into Eq. (4.36) leads to

\[ \frac{1}{2} \int_{-\infty}^{+\infty} \left( \int_0^{\eta} p(\phi_0) d\xi \right) g'(\phi_0) \partial_\phi \phi_0 d\eta \]

\[ + \int_{-\infty}^{+\infty} \left( \int_0^{\eta} A_1(s) d\xi \right) g'(\phi_0) \partial_\phi \phi_0 d\eta - JA_2(s) = 0. \]

(4.37)

The second term in Eq. (4.37) can be transformed as

\[ \int_{-\infty}^{+\infty} \left( \int_0^{\eta} A_1(s) d\xi \right) g'(\phi_0) \partial_\phi \phi_0 d\eta \]

\[ = \int_{-\infty}^{+\infty} \left( \int_0^{\eta} \frac{A_1(s)}{q(\phi_0)} d\xi \right) \frac{dg(\phi_0)}{d\eta} d\eta \]

\[ = A_1(s) \int_{-\infty}^{+\infty} \frac{\tilde{g}(\phi_0)}{q(\phi_0)} d\eta \]

\[ - A_1(s) \int_{-\infty}^{+\infty} \frac{g(\phi_0)}{q(\phi_0)} d\eta \]

\[ = A_1(s) g(-1) G_+ - A_1(s) g(+1) G_- + A_1(s) \tilde{F}_+ - \tilde{F}_-. \]

(4.38)

where

\[ \tilde{F}_+ = \int_0^{\pm \infty} \left( \frac{g(\mp 1)}{q(\mp 1)} - \frac{g(\phi_0)}{q(\phi_0)} \right) d\eta. \]

(4.39)

Accordingly, provided that the condition given by Eq. (4.32) is satisfied, we can determine the constant \( A_2(s) \) as follows:

\[ A_2(s) = - A_1(s) \tilde{G} + \frac{A_1(s)}{J} (\tilde{F}_+ - \tilde{F}_-) + \frac{1}{2} \frac{v_\eta}{J} \tilde{K}. \]

(4.40)

where
Substituting Eq. (4.40) into Eq. (4.24), we realize the following relation:

\[ U_1|_{-\infty}^{\infty} = A_2(s) + A_1(s)G + \frac{v_n^1}{J}F \]

\[ = \frac{A_1(s)}{J}(\tilde{F}_+ - \tilde{F}_-) + \frac{1}{2}v_n^1\left(\frac{\tilde{K} + J\tilde{F}}{J}\right). \]  

(4.42)

where we assume that the condition given by Eq. (4.33) is satisfied. It is noticed that \( A_1(s) \) depends on the local gradient \( \partial U_1 \). In Eq. (4.42), we need to hold the following relation to eliminate the term proportional to \( A_1(s) \):

\[ \tilde{F}_+ = \tilde{F}_-. \]  

(4.43)

Finally, we obtain the Gibbs-Thomson relation at the first order

\[ \tilde{u}_0 + e\tilde{U}_1 = -\kappa - \beta v_n, \]  

(4.44)

where \( \tilde{U}_1 = U_1|_{-\infty}^{\infty} = U_1|_{-\infty}^{\infty} \) and

\[ \beta = \alpha - e[1 + (1-k)\tilde{u}_0]\left(\frac{\tilde{K} + J\tilde{F}}{2J}\right). \]  

(4.45)

From this relation, one can determine the kinetic coefficient \( \tau \) or \( M \) within the thin-interface limit [8,12].

G. \( u \) equation at \( e^0 \)

Substituting the inner expansion of the \( u \) field into Eq. (4.9), we get the relation at order \( e^0 \) and we integrate it once from 0 to \( \eta \) to find

\[ q(\phi_0)\partial_u u_2 + q(\phi_0)\partial_u u_1 + \kappa \int_0^{\eta} q(\phi_0)\partial_u u_1 d\xi \]

\[ + \int_0^{\eta} v_n^1\left[1 + (1-k)\tilde{u}_0\right]a(\phi_0)(\phi_1 - \phi_0) \]

\[ \times \left[\partial_{\eta}\phi_1 + v_{n,\alpha}(\phi_0)[1 + (1-k)\tilde{u}_0]\right] \]

\[ \times \left[(\partial_{\phi}\phi_0) + v_{n,\alpha}(\phi_0)[(1-k)\tilde{u}_0]\left(\partial_{\eta}\phi_0\right)\right] \]

\[ + \kappa v_n^1\left[1 + (1-k)\tilde{u}_0\right]a(\phi_0)(\phi_1 - \phi_0) \frac{u_n}{2}(1-k) \]

\[ \times \left[\partial_{\eta}\phi_1 + v_{n,\alpha}(\phi_0)[1 + (1-k)\tilde{u}_0]\right] \]

\[ + \partial_{\eta} U_0 \int_0^{\eta} q(\phi_0) d\xi = A_3(s), \]  

(4.46)

with constant \( A_3(s) \). In the limit \( \eta \rightarrow \pm \infty \), \( \phi_1 \) and \( \partial_{\eta}\phi_0 \) become negligibly small values, we can drop the terms proportional to these quantities. The third term in Eq. (4.46) is expressed as

\[ \kappa \int_0^{\eta} q(\phi_0)\partial_u u_1 d\xi = \kappa \left[ \frac{1}{2}v_n^1\int_0^{\eta} [h(\phi_0) - 2a(\phi_0)(\phi_1 - \phi_0)] d\xi \right] \]

\[ + A_1(s)\eta, \]  

(4.47)

and the term proportional to \( a(\phi_0) \) in the integrand cancels out with the eighth term in Eq. (4.46). Hence the sum of third and eighth terms yields

\[ \kappa \left[ \frac{1}{2}v_n^1\int_0^{\eta} h(\phi_0)d\xi + A_1(s)\eta \right] \]

\[ = \kappa \left[ \frac{1}{2}v_n^1\eta + \kappa \frac{v_n^1}{2}\right] \int_0^{\eta} [h(\phi_0) - h(\mp 1)] d\xi + \kappa A_1(s)\eta \]

\[ = \kappa q(\mp 1)\partial_{\eta} U_0|_{-\infty}^{\infty} + \frac{\kappa}{2}v_n^1H_\pm \]  

as \( \eta \rightarrow \pm \infty \),  

(4.48)

where we have used Eq. (4.28) and defined

\[ H_\pm = \int_0^{\eta} [h(\phi_0) - h(\mp 1)] d\xi. \]  

(4.49)

The sum of the fourth and ninth terms leads to

\[ \int_0^{\eta} v_n^1\left[1 + k - (1-k)h(\phi_0)\right] \frac{1}{2}\partial_{\eta}u_1 d\xi \]

\[ - \frac{v_n^1}{2}(1-k)\int_0^{\eta} u_1 \partial_{\eta} h(\phi_0) d\xi \]

\[ = \frac{v_n^1}{2}(1-k)\int_0^{\eta} u_1 \partial_{\eta} h(\phi_0) d\xi \]

\[ = j_+v_n^1U_1|_{-\infty}^{\infty} + \eta \partial_{\eta} U_0|_{-\infty}^{\infty} \]  

as \( \eta \rightarrow \pm \infty \).  

(4.50)

with \( j_+=1, j_-=k \). The eleventh term is rewritten as

\[ \partial_{\eta} U_0 \int_0^{\eta} q(\phi_0)d\xi = \partial_{\eta} U_0 q(\mp 1) \eta + \partial_{\eta} U_0 Q_\pm \]  

as \( \eta \rightarrow \pm \infty \),

(4.51)

where

\[ Q_\pm = \int_0^{\eta} [q(\phi_0) - q(\mp 1)] d\xi. \]  

(4.52)

Regarding the first term in Eq. (4.46), the matching condition given in Eq. (4.11) leads to

\[ \lim_{\eta \rightarrow \pm \infty} \partial_{\eta} u_2 = \partial_{\eta} U_1|_{-\infty}^{\infty} + \eta \partial_{\eta}^2 U_0|_{-\infty}^{\infty}. \]  

(4.53)

As already discussed in Eq. (4.7), the outer solution of \( u \) field obeys the simple diffusion equation and this is expressed in the curvilinear coordinates as

\[ q(\mp 1)\partial_{\eta}^2 U_0|_{-\infty}^{\infty} = -\left[j_+v_n^1 + q(\mp 1)\right] \partial_{\eta} U_0|_{-\infty}^{\infty} \]

\[ + \partial_{\eta} U_0 Q_\pm, \]  

(4.54)

Substituting all the above expressions into Eq. (4.46), one can arrive at
\[ q \equiv \begin{cases} 1 & \text{if } \partial_t U_1 \frac{\partial}{\partial z} + j_z v_n U_1 \frac{\partial}{\partial z} + \frac{\nu_n}{2} H - \partial_z U_0 \xi = A_3(s). \end{cases} \]

(4.55)

Thereby,

\[ q(1) \partial_t U_1 \frac{\partial}{\partial z} + q(-1) \partial_t U_1 \frac{\partial}{\partial z} = v_n(1-k) \tilde{U}_1 + \frac{\nu_n}{2} (H - H - ) + \frac{\partial \xi}{\partial z} U_0 \xi (Q + - Q). \]

(4.56)

In order to describe the mass conservation law within the accuracy of \( \epsilon \) order, we require

\[ H_+ = H_-, \]

(4.57)

\[ Q_+ = Q_. \]

(4.58)

If these relations are satisfied, one obtains

\[ v_n [1 - (1-k)(\tilde{U}_1 + \epsilon \tilde{U}_1)] = q(1)(\partial_t U_1 \frac{\partial}{\partial z} + \epsilon \tilde{U}_1) - q(-1)(\partial_t U_1 \frac{\partial}{\partial z}) = \epsilon \tilde{U}_1. \]

(4.59)

### H. Summary of the constraints

In the two-sided model, the description of the Gibbs-Thomson relation and the mass conservation law up to the first order in \( \epsilon \) requires five types of integral constraints in the interpolating functions to be satisfied simultaneously. These constraints are summarized below.

The elimination of the discontinuity in \( u \) field requires [Eqs. (4.31) and (4.42)]

\[ \int_0^{\infty} \frac{1}{q(\phi) - q(-1)} d\eta = \int_0^{\infty} \frac{1}{q(\phi) - q(+1)} d\eta. \]

(4.60)

\[ \int_0^{\infty} [p(\phi) - p(-1)] d\eta = \int_0^{\infty} [p(\phi) - p(+1)] d\eta. \]

(4.61)

\[ \int_0^{\infty} \frac{g(1)}{q(-1) - q(\phi)} d\eta = \int_0^{\infty} \frac{g(1)}{q(+1) - q(\phi)} d\eta. \]

(4.62)

The interface effects in the mass conservation law are removed when the following conditions are satisfied:

\[ \int_0^{\infty} [h(s) - h(-1)] d\eta = \int_0^{\infty} [h(s) - h(+1)] d\eta. \]

(4.63)

### V. PHASE-FIELD MODELING FOR TWO-SIDED MODEL

It was demonstrated in the previous section that one needs to satisfy five types of constraints in the interpolating function in the thin-interface limit for the two-sided model. In this section, we present the form of the antitrapping current term which allows the elimination of the \( \xi \)-dependent interface effects with simple choice of the interpolating functions.

#### A. Antitrapping current term for two-sided model

From a closer look at the asymptotic analysis given in Sec. IV, it is realized that the integral constraints given in Eqs. (4.60) and (4.62) are associated with the constant \( A_1(s) \) which is the integral constant for the expression of \( u_1 \). In the analysis for the one-sided model in Ref. [12], this constant is found to be proportional to \( v_n \) by utilizing the fact that \( q(+1) = 0 \) in the one-sided model. In this study, we rewrite the spatial gradient of \( u \) field at the solid side of the interface as follows:

\[ \partial_t U_0 \frac{\partial}{\partial z}(s) = -\frac{1}{2} U_0 \chi(s), \]

(5.1)

with a function \( \chi(s) \). It is noted that this is not an assumption but a reexpression of \( \partial_t U_0 \frac{\partial}{\partial z}(s) \). Hence, Eq. (5.1) does not essentially change the asymptotic analysis. However, utilizing \( \chi(s) \) function, we can express the constraints of the interpolating functions in different forms, which is advantageous in obtaining an appropriate form of the antitrapping current term. The dependence of \( \chi \) on \( s \) is not explicitly specified in the discussion given below.
The above expression does not change the mathematical procedures and the results regarding \( \phi \) equation at \( \varepsilon^0 \) (Sec. IV B), \( u \) equation at \( \varepsilon^{-2} \) (Sec. IV C) and \( \phi \) equation at \( \varepsilon^1 \) (Sec. IV D). A difference appears in \( u \) equation at \( \varepsilon^{-1} \). When Eq. (5.1) is substituted into Eq. (4.22), one obtains
\[
\partial_t \mu_1 = \left[ \frac{1}{2} \nu_n \left[ h(\phi_0) - 2a(\phi_0) (\partial_\theta \phi_0) + A_1(s) \right] q(\phi_0) \right]/q(\phi_0) = \left[ \frac{1}{2} \nu_n + A_1(s) \right] q(1) = -\frac{1}{2} \nu_n \chi \text{ as } \eta \to -\infty,
\]
and, accordingly,
\[
A_1(s) = -\frac{1}{2} \nu_n \left[ 1 + q(1) \chi \right].
\]
Then, the expression of \( u_1 \) given by Eq. (4.23) is rewritten as
\[
u_n \int_0^\eta p'(\phi_0) d\xi + A_2(s),
\]
where
\[
p'(\phi_0) = \frac{\left[ h(\phi_0) - 2a(\phi_0) (\partial_\theta \phi_0) - 1 - q(1) \chi \right]}{q(\phi_0)}.
\]
The matching condition yields
\[
u_n \int_0^\eta u_1 = A_2(s) + \frac{1}{2} \nu_n p'(1) \eta \quad \text{as } \eta \to \pm \infty,
\]
where
\[
F_\pm = \int_{-\infty}^{\pm \infty} \left[ p'(\phi_0) - p'(1) \right] d\eta.
\]
Since the term proportional to \( a(\phi_0) \) vanishes in the limit \( \eta \to \pm \infty \), we have \( p'(-1) = -\frac{2q(1)+1}{q(-1)} \chi \) and \( p'(1) = -\frac{q(1)+1}{q(1)} \chi \). Therefore, we obtain
\[
q(-1) \partial_\eta U_0^+ = -\frac{1}{2} \nu_n \left[ 2 + q(1) \chi \right],
\]
\[
q(1) \partial_\eta U_0^- = -\frac{1}{2} \nu_n q(1) \chi,
\]
and we can again recover the mass conservation law within the leading order expression as given by Eq. (4.30). Moreover, we find the following relation from Eq. (5.6):
\[
U_0^+ - U_0^- = \frac{1}{2} \nu_n (F_+ - F_-).
\]
Hence, it is required to satisfy the following relation to remove the discontinuity of the \( u \) field across the interface:
\[
F_+ = F_- = F'.
\]
It is important to note that there is only one integral constraint in this procedure, which is in contrast with the requirement of two constraints, (4.32) and (4.33), in the discussion of Sec. IV E.

Next we focus on \( \phi \) equation at \( \varepsilon^2 \). The substitution of Eq. (5.4) into Eq. (4.36) leads to the expression for \( A_2(s) \) and then, employing Eq. (5.6), one comprehends
\[
U_1^\pm = \nu_n \left( \frac{\K + JF'}{2J} \right),
\]
where
\[
\K = \int_{-\infty}^{\eta} \int_0^\eta p'(\phi_0) d\xi g' (\phi_0) \partial_\eta \phi_0 d\eta.
\]
Hence, the condition of Eq. (4.62) is not required. We can again obtain the Gibbs-Thomson relation at the first order with the modification in definition of \( \beta \) as
\[
\beta = \alpha - \varepsilon [1 + (1 - k) \nu_0] \left( \frac{\K + JF'}{2J} \right).
\]
Finally, there is virtually no difference in the discussion concerning the \( u \) equation at \( \varepsilon^0 \) (Sec. IV G). It may be sufficient to point out only the following point. The third term in Eq. (4.46) is now expressed as
\[
\kappa \int_0^\eta q(\phi_0) \partial_\eta U_0 d\xi = -\frac{1}{2} \nu_n \kappa \int_0^\eta \left[ h(\phi_0) - 2a(\phi_0) (\partial_\xi \phi_0) \right] d\xi \eta
\]
and, thus, the sum of the third and eighth terms yields
\[
\frac{1}{2} \nu_n \kappa \int_0^\eta \left[ h(\phi_0) - [1 + q(1) \chi] \eta \right] d\xi
\]
\[
= \kappa q(1) \partial_\eta U_0^\pm \eta + \frac{1}{2} \nu_n H_\pm \text{ as } \eta \to \pm \infty,
\]
which is equivalent to Eq. (4.48). The other procedures are identical to those given in Sec. IV G and we obtain the mass conservation law (4.59) with the integral constraints, (4.63) and (4.64). It is important to note that in the above discussion, all the spurious interface effects vanish when one satisfies only three constraints (5.10), (4.63), and (4.64), which is quite comparable to the case of one-sided model [11,12].

We have not yet defined the specific form of \( a(\phi) \). In this study, we focus on the following form:
\[
a(\phi) = \frac{[h(\phi) - 1][1 - q(\phi)] - \chi [q(1 + k - q(\phi)] [1 - q(\phi)]}{\chi^2 (\phi^2 - 1)}.
\]
with a given form of function \( \chi \). One may notice that when \( \chi = 0 \), Eq. (5.16) is reduced to the one given in Eq. (4.65). Importantly, the above definition of \( a(\phi) \) leads to the following relation:
\[
F_\pm = H_\pm + \chi Q_\pm.
\]
Thus, we have only two constraints \( H_\pm = H_\pm \) and \( Q_\pm = Q_\pm \), which allows to choose \( h(\phi) \) and \( q(\phi) \), independently. In this study, we choose
\[ h(\phi) = \phi, \]  

which is a computationally effective choice, satisfying \( H_s = H_u \) [8]. Also, we assume the following form for \( q(\phi) \):  

\[ q(\phi) = \frac{1}{2}[q(+1) + q(-1) + [q(+1) - q(-1)]\phi]. \]  

Then, the condition \( Q_s = Q_u \) becomes equivalent to \( H_s = H_u \) and hence all the constraints are satisfied. In this choice of the functions, \( a(\phi) \) is given as  

\[ a(\phi) = \frac{1}{2\sqrt{2}}[1 - q(\phi)]\Psi(\chi), \]  

with  

\[ \Psi(\chi) = 1 - \frac{1}{2}[1 - q(\phi)]\chi. \]  

It is noted that when one takes \( q(+1) = 0 \) and \( \chi = 0 \), the Eq. (5.20) reads \( a(\phi) = 1/(2\sqrt{2}) \) which is equivalent to the one proposed for the one-sided model [11,12]. On the other hand, when the symmetric model is concerned, i.e., \( q(+1) = 1 \), \( a(\phi) \) vanishes as is consistent with the model derived by Karma and Rappel for the symmetric case [8]. Therefore, the present model can be seen as a generalization of the quantitative phase-field models of two-limited cases, one-sided [11] and symmetric cases [8], into the two-sided case.

In the choice of the interpolating functions thus described, the kinetic coefficient \( \beta \) is expressed as  

\[ \beta = \alpha - \epsilon[1 + (1 - k)\tilde{u}_0]\Psi(\chi)\left(\frac{K^* + JF^*}{2J}\right), \]  

where \( K^* \) and \( F^* \) are given as  

\[ K^* = \int_{-\infty}^{+\infty} \left( \int_{0}^{\eta} \phi d\xi \right) g'(\phi) \partial_{\phi} \partial_{\phi} d\eta, \]  

\[ F^* = \int_{0}^{+\infty} (\phi_0 + 1)d\eta. \]  

These are the same as the solvability integrals derived in the symmetric case [8]. In the dimensional units, Eq. (5.22) is rewritten as  

\[ \tilde{\beta} = a_2 \frac{\tau}{\lambda^* W} \left[ 1 - a_2 \lambda^* W^2 \left[ 1 + (1 - k)\tilde{u}_0\right]\Psi(\chi) \right], \]  

with  

\[ a_2 = \frac{K^* + JF^*}{2J}. \]  

For the slow solidification process, the kinetic effect is negligibly small and, hence, \( \tilde{\beta} \) is approximated to be zero. This is achieved for the symmetric case, \( k = 1 \) and \( q(+1) = 1 \) by holding \( \tau = a_2 W^2 \lambda^*/D_0 \). For the two-sided case, the vanishing condition of the kinetic coefficient leads to

\[ \tau = a_2 W^2 \lambda^*/D_0 \left[ 1 + (1 - k)\tilde{u}_0\right]\Psi(\chi). \]  

This expression is identical to the one for the one-sided model [12], except for the term \( \Psi(\chi) \) involved in Eq. (5.27). It is noted that the phase-field relaxation time \( \tau \) depends on \( \tilde{u}_0 \). This dependency is dealt with by assigning a constant value to \( \tilde{u}_0 \) or by introducing \( u \) field dependence on \( \tau \) as discussed in Refs. [12,13].

As described in this section, the antitrapping current term was determined for the system with arbitrary value of the solid diffusivity. Importantly, the present model contains the previously developed one-sided and symmetric phase-field models as special cases and, therefore, this model successfully bridges the gap between two limited cases. It should be pointed out that Eq. (5.20) and (5.27) involve the function \( \chi(s) \) which is originally output quantity obtained from the simulation. In the present model, \( \chi(s) \) is assumed to be a priori given quantity. The function \( \chi(s) \) can be considered as an adjustable quantity of which value or form is numerically fixed by comparing the output with the other numerical solution for a certain (simple) condition. Also, the form of \( \chi(s) \) can be assumed in terms of an approximate solution of the free-boundary problem. It is noted that the contribution of the antitrapping current term is proportional to \( W \) and hence, the result of the present model should be converged to a unique solution as \( W \) decreases regardless of the given form of \( \chi(s) \), while the convergent behavior of the solution should depend on \( \chi(s) \). In this regard, \( \chi(s) \) can be considered as a quantity controlling the convergent behavior of the solution in this model. As demonstrated in Sec. VII, in fact, the convergent behavior with respect to \( W \) depend on the value of \( \chi(s) \) and the solution of the present model becomes almost independent of the value of \( \chi(s) \) when \( W \) is small.

B. Temperature dependence and anisotropy

In this study, our discussion has been directed to the isothermal solidification process. It is trivial to extend the present model to a directional solidification process within the frozen temperature approximation, in which the temperature field is given as

\[ T(z) = T_0 + G(z - V_\rho t), \]  

where \( G \) is temperature gradient along \( z \) axis and \( V_\rho \) is pulling speed. Then, the last term on the right-hand side of Eq. (3.10) \( \lambda^* g(\phi)u \) is replaced by \( \lambda^* g'(\phi)[u + (z - V_\rho t)/t_f] \) with a thermal length \( t_f = \text{[other parameters]} \) and the alloy concentration \( c_w \). This does not essentially change the final form of the antitrapping current term (5.20). For a more realistic simulation, one may solve heat conduction equation. The antitrapping current scheme for the one-sided model has been applied to the solidification process coupled with heat and solute diffusions in Ref. [13].

The crystalline anisotropy can be included in the standard manner. As is common practice, the orientation dependences are introduced to \( W \) and \( \tau \). These are described as \( W(\theta) = W_{\phi\phi}(\theta) \) and \( \tau(\theta) = \tau_{\phi\phi}(\theta)^2 \), where \( \theta = \arctan(\partial_{\phi} \partial_{\phi}) \) and \( a_\phi(\theta) = 1 + \epsilon_\phi \cos(4\theta) \) for fourfold symmetry. Then, Eq. (3.10) is rewritten as
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\[ \tau(\theta) \partial_t \phi = \nabla W(\theta)^2 \nabla \phi - \partial_\theta \left[ W(\theta) W'(\theta) \partial_\theta \phi \right] + \partial_\theta \left[ W(\theta) W'(\theta) \partial_\theta \phi \right] - f'(\phi) - \lambda^* g'(\phi) u, \]

(5.29)

where \( W'(\theta) = dW/d\theta \). It is noted that the interface thickness \( W \) is involved in the antitrapping current. As discussed in Ref. 12, since the anisotropy of the chemical capillary length \( d_0 [1 - 15e \cos(4\theta)] \) is 15 times larger than the one of \( W(\theta) \), it may be safe to use the mean value of \( W(\theta) \) in the antitrapping current term which leads to only a small error.

VI. SUMMARY OF THE PRESENT MODELING

The essential equations of the present model are summarized in this section. We focus on isothermal solidification in dilute binary alloy system and, for simplicity, we do not take the crystalline anisotropy into account. The phase field \( \phi \) specifies the solid phase with \( \phi = +1 \) and the liquid phase with \( \phi = -1 \). The time evolution of \( \phi \) is described by

\[ \tau \partial_t \phi = W^2 \nabla^2 \phi - f'(\phi) - \lambda^* g'(\phi) u, \]

(6.1)

where \( \tau \) is the phase-field relaxation time, \( W \) is the measure of interface thickness and is related to the gradient energy coefficient, and \( \lambda^* \) is associated with the thermodynamic driving force. The interpolating functions were chosen so that \( f'(\phi) = -\phi + \phi^3 \) and \( g'(\phi) = (1 - \phi^2)^2 \). In Eq. (6.1), \( u \) is the dimensionless concentration defined as \( u = (c_l - c_l^e) / (c_l^f - c_l^e) \) with liquid concentration \( c_l \) and equilibrium concentrations of liquid \( c_l^f \) and solid \( c_l^e \). The time evolution of the conserved quantity \( u \) is given by the following diffusion equation:

\[ \frac{1}{2} \left[ 1 - (1 - k) h(\phi) \right] \partial_t u = \nabla [D \partial_t \phi \nabla u - j_{AT}] + \frac{1}{2} \left[ 1 + (1 - k) u \right] \partial_t h(\phi), \]

(6.2)

where \( k \) is the partition coefficient and \( D \) is the liquid diffusivity. \( h(\phi) \) and \( q(\phi) \) are the interpolating functions. The antitrapping current \( j_{AT} \) is written as

\[ j_{AT} = -a(\phi) W [1 + (1 - k) u] \partial_\theta \phi \left[ \frac{\nabla \phi}{\nabla \phi} \right]. \]

(6.3)

where \( a(\phi) \) is the interpolating function. The thin-interface limit analysis demonstrated that precise description of the Gibbs-Thomson relation and mass conservation law at the interface imposes five constraints (4.60)-(4.64), on the interpolating functions. In order to avoid such restrictions on the model, we proposed the following form of \( a(\phi) \):

\[ a(\phi) = \frac{[h(\phi) - 1] [1 - q(\phi)] - \chi (q(\phi) - q(\phi) [1 - q(\phi)])}{\sqrt{2(\phi^2 - 1)}}. \]

(6.4)

where \( \chi \) is related to the concentration gradient at the solid side of the interface [Eq. (5.1)]. In this study, \( \chi \) is employed as the parameter controlling the convergent behavior of the simulation result with respect to the interface thickness. When we define \( h(\phi) = \phi \) and \( q(\phi) = (q(+1) + q(-1)) / 2, a(\phi) \) is given as

\[ a(\phi) = \frac{1}{2 \sqrt{2}} \left[ 1 - q(\phi) \right] \psi(\chi), \]

(6.5)

with

\[ \psi(\chi) = 1 - \frac{\chi}{2} [1 - q(\phi) \chi]. \]

(6.6)

Then, within the thin-interface limit model, the kinetic coefficient is expressed as

\[ \tilde{\beta} = a_1 \frac{\tau}{\lambda^* W} \left[ 1 - a_2 \frac{\lambda^* h^2}{\tau D_l} [1 - (1 - k) u_0] \psi(\chi) \right]. \]

(6.7)

where \( a_1 = 0.8839 \cdots \) and \( a_2 = 0.6267 \cdots \) in the choice of interpolating functions described above [8]. \( u_0 \) is constant related to \( u \) field profile. Furthermore, from the vanishing condition of the kinetic coefficient, one obtain

\[ \tau = \frac{a_2 W^2 \lambda^*}{D_l} \left[ 1 + (1 - k) u_0 \right] \psi(\chi). \]

(6.8)

These are the essential equations for the present phase-field model. For the system with crystalline anisotropy, one has to solve Eq. (5.29) instead of Eq. (6.1). In the next section, the performance of this model is demonstrated.

VII. NUMERICAL RESULTS

In this section, the present model is subjected to the convergent test with respect to the interface thickness in order to investigate the computational performance. Our concern is placed on the isothermal dendrite growth process in two-dimensional system.

As pointed out in the Sec. V A, the computation of the present model requires a priori knowledge on \( \chi(s) \). Within this model, the convergent behavior of the solution is considered to depend on the function form \( \chi(s) \). In this regard, we consider the planner interface moving at a constant velocity \( v_n \) along \( r \) direction. An exact solution of Eqs. (4.1)-(4.3) for this problem is given by

\[ u(r) = \begin{cases} \left[ 1 - \beta v_n (1 - k) \right] \exp(-v_n r) - 1 - k \beta v_n, & r > 0, \\ - \beta v_n, & r < 0 \end{cases} \]

(7.1)

and \( k \beta v_n = \Omega - 1 \) with the far-field boundary condition \( u(+\infty) = -\Omega \). Therefore, \( \chi \) is given as \( \chi = 0 \). For a general case, i.e., nonplanner interface, the value of \( \chi \) deviates from zero, depending on the interface curvature. In this study, however, we assume that \( \chi = 0 \) for simplicity. It will be seen that the present model demonstrates a reasonable convergent behavior even under this unsophisticated assumption. The effect of the \( \chi \) value on the convergent behavior will be also demonstrated later.

Equations (6.2) and (5.29) were discretized based on standard second-order finite difference formulas with a square
FIG. 1. Sequences of the dendrite growth patterns during isothermal solidification shown every interval of \( D_t/d_0^2 = 10^4 \), calculated by the present model with \( \Omega = 0.55 \), \( \varepsilon_x = 0.02 \), \( k = 0.15 \), \( D_j/D_0 = 0.1 \), and (a) \( d_0/W_0 = 0.40 \), (b) \( d_0/W_0 = 0.25 \), and (c) \( d_0/W_0 = 0.20 \). The figures (d) and (e) represent the results obtained by a standard model without the antitrapping current term with \( d_0/W_0 = 0.40 \) and \( d_0/W_0 = 0.25 \), respectively.

Our concern is first directed to a sequence of the dendrite growth patterns. We employed the system of a square shape with edge lengths of \( x/d_0 = y/d_0 = 800 \) and imposed zero flux boundary condition along all the boundaries. The initial supersaturation \( \Omega = 0.55 \) is uniformly assigned to all the grid points. The solidification started from a circular (quarter disk) seed of radius \( r_s = 20d_0 \), located at corner of the system. The simulations were performed with \( \varepsilon_x = 0.02 \), \( k = 0.15 \), and \( D_j/D_0 = 0.1 \). The sequences of the dendrite growth processes are shown in Fig. 1, where \( \phi = 0 \) contours are plotted with an interval of \( D_t/d_0^2 = 10^4 \). The figures (a)–(c) represent the results obtained from the present model with different values of \( d_0/W_0 \). One can see typical sequence of the dendrite growth pattern and, importantly, these sequences are almost independent of the value of \( d_0/W_0 \). Under a given set of the parameters, the solidification process is uniquely described by the present model within a certain range of \( d_0/W_0 \). For comparison, we performed the same simulation based on a standard model, viz., a model without the antitrapping current term and with a standard choice of \( D(\phi) = [D_s + D_l + (D_r - D_l)\phi]/2 \) and, hence, \( q(\phi) = [D_s + D_l + (D_r - D_l)\phi]/2 + k(1 - k)\phi/(4D_l) \), as is similar to the study in Ref. [11]. It is important to note that the standard model involves the spurious interface effects associated with the chemical potential jump at the interface and the surface diffusion. The results are demonstrated in Figs. 1(d) and 1(e). It is seen that the dendrite growth processes are substantially different depending on the value of \( d_0/W_0 \). The dendrite tip velocity increases with the increment of \( W_0 \), which is in marked contrast to the \( W_0 \)-independent results obtained from the present model. The numerical simulation of the standard model becomes unstable at \( d_0/W_0 = 0.20 \) and we could not obtain the solution.

Figure 2 shows \( u \) field profile at \( D_t/d_0^2 = 20^4 \) along \( x \) direction at \( y/d_0 = 0 \) during the process shown in Fig. 1. The origin of the spatial coordinate was taken to be the position of dendrite tip \( x_{tip} \). It is seen that the present model uniquely describes \( u \) field profile regardless of the value of \( d_0/W_0 \), while the results of the standard model are largely dependent on the value of \( d_0/W_0 \). Even at \( d_0/W_0 = 0.4 \), the standard model exhibits the solute trapping phenomena. From this comparison, one can comprehend that the \( u \) field profile is one of the sensitive measures for the convergence of the result with respect to \( d_0/W_0 \).

Next let us discuss the convergent behavior with respect to \( W_0 \). For these simulations, we employed a rectangular system with the edge lengths of \( x/d_0 = 400 \) and \( y/d_0 = 800 \). The solidification started from a circular seed of radius \( r_s = 20d_0 \) at the corner of the system. We tracked the dendrite tip growing along the \( y \) direction by moving the calculation frame with a certain velocity in the \( y \) direction. This procedure allows us to describe the solidification process until the steady state is realized, within a reasonable computational
The temporal changes of the dendrite tip velocity are demonstrated in Fig. 3. These are the results obtained with \( \Omega = 0.55, \varepsilon_s = 0.02, k = 0.15, \) and \( D_s/D_t = 0.1 \). In all the cases, the dendrite tip velocity rapidly decreases in early time period and, then, keeps a constant value corresponding to the steady state value. The curves of the present model almost coincide with each other, indicating that the result at \( d_0/W_0 = 0.24 \) is well converged. On the other hand, the result of the standard model at \( d_0/W_0 = 0.24 \) is not converged. The steady state value of the standard model at \( d_0/W_0 = 0.24 \) is almost twice as large as the one at \( d_0/W_0 = 0.554 \).

The dendrite tip velocity at \( D_t/d_0^2 = 40000 \), which can be considered to be the steady state velocity, is plotted with respect to \( W_0/d_0 \) in Fig. 4(a). The result of the standard model rapidly increases with increase in \( W_0/d_0 \). The stable solution could not be obtained with \( W_0/d_0 \) larger than 5.0. On the other hand, the present model demonstrates the well-converged behavior of the dendrite tip velocity even at relatively large value of \( W_0/d_0 = 6.0 \). Although the velocity of the present model gradually decreases with the increase in \( W_0/d_0 \), the convergent behavior is quite comparable to that of the symmetric model [8]. Figure 4(b) shows the dependence of the dendrite tip radius on \( W_0/d_0 \) at \( D_t/d_0^2 = 40000 \). This well-converged behavior of the present model is also similar to the case in the symmetric model [8]. In Fig. 4(c), moreover, the concentration in solid at \( 40d_0 \) away from the dendrite tip is plotted with respect to \( W_0/d_0 \). The present model demonstrates almost the constant value \( c_s/c_f = 0.15 \). In contrast, the result of the standard model is not converged even at the smallest value employed here \( W_0/d_0 = 1.8 \), which may cause slight differences in the dendrite tip velocity and tip radius between the models at \( W_0/d_0 = 1.8 \). The convergent behavior was also studied for \( D_s/D_t = 0.5 \) and the results are shown in Fig. 5. The other parameters in this simulation are the same as those used in the calculation of Fig. 4. It is again demonstrated that the convergent behavior obtained by the present model is excellent, as compared to that obtained by the standard model.

As already mentioned, the parameter (more precisely, the function) \( \chi \) is regarded as the quantity controlling the convergent behavior in the present model. In the simulations discussed above, the quantity \( \chi \) was taken to be zero. The dependence of the convergent behavior on the value of \( \chi \) was investigated. The calculation parameters were chosen to be \( \Omega = 0.55, \varepsilon_s = 0.02, k = 0.15, \) and \( D_s/D_t = 0.1 \) and the relation \( \tau_0 = a_2 \lambda^2 W_0^2 \omega(\chi)/D_t \) was employed. Shown in Figs. 6(a) and 6(b) are the dependences of the dendrite tip velocity and the tip radius on the value of \( \chi \) at \( D_t/d_0^2 = 60000 \), respectively. When \( d_0/W_0 \) is small, the dendrite tip velocity increases and the tip radius decreases as the increase in \( \chi \). In the case of \( d_0/W_0 = 0.554 \), however, the velocity and tip radius are almost independent of the value \( \chi \). In other words, all the results are converged to the same value irrespective of...
the value of $\chi$, as expected. The $u$ field profiles in the vicinity of the dendrite tip calculated with $\chi=0.25$ and $-0.25$ are demonstrated in Figs. 6(c) and 6(d), respectively. $\chi$ is the quantity related to the concentration gradient at the solid side of the interface and, hence, the $u$ field profile depends on the $\chi$ value. While the negative value of $\chi$ results in a kink at the interface [Fig. 6(d)], this kink becomes small as $d_0/W_0$ decreases. In Figs. 6(c) and 6(d), the $u$ field profiles merge into a unique curve even at the different values of $\chi$. Hence, $\chi$ can be recognized as the controlling parameter for the convergence and its appropriate value can be determined in the light of the convergent behavior. The physical meaning of $\chi$ is clear according to the discussion given in Sec. V A, which may enable a determination of the function form $\chi$ based on an analytical solution of the free-boundary problem for a certain simple case. Although such a function is expected to result in the excellent convergent behavior, we considered in this study that the calculation with $\chi=0$ provides reasonable performance as is seen in Figs. 4 and 5.

As a benchmark test, we compare the result of the present model with the one from the linearized solvability theory. According to Barbieri and Langer [20], the following relation is held during the steady state in the limit of the small undercooling, 

$$\rho^2 V_n \approx \frac{1 + q(1)}{2} (\rho^2 V_n)_{q(1)=1}, \quad (7.2)$$

where $(\rho^2 V_n)_{q(1)=1}$ indicates the quantity for the symmetric case. For this comparison, the simulations were performed with $\Omega=0.55$, $\varepsilon_3=0.02$, $k=1.0$, $d_0/W_0=0.277$, and $\chi=0$. Equation (6.2) was calculated by employing the value of $(\rho^2 V_n)_{q(1)=1}$, obtained by the phase-field simulation. The result is demonstrated in Fig. 7. The agreement is quite reasonable, especially, in the range of small $q(1)$. Although this agreement is not strong evidence supporting the accuracy of the present calculations, it is quite indicative of a wide range of applicability of the model to the system with arbitrary value of the solid diffusivity.

VIII. CONCLUSIONS

In this study, we extended the antitrapping current scheme devised in Ref. [11] to the isothermal solidification process of dilute binary alloy system involving the diffusion in solid. The present model is considered to be a generalized model based on the thin-interface limit in the light of the fact that the previously developed symmetric [8] and the one-sided [11] models are contained as special cases. For computation in practice, the present model requires a priori knowledge on the quantity $\chi$ which is originally output quantity from the simulation. The quantity $\chi$ is regarded as the parameter controlling the convergent behavior of the solution with respect to the interface thickness. Even at $\chi=0$ validated for the planer interface, the computations of the isothermal dendrite growth process demonstrated the reasonable convergent behavior comparable to that of the symmetric model [8]. It remains the possibility that the limitation on the interface thickness be further relaxed by a sophisticated choice of the value or function form of $\chi(s)$.

The diffusion in solid is of critical importance for accurate description of solidification phenomena covering the equilibrium to nonequilibrium processes such as Scheil-type solidification. The present model is applicable to the case with arbitrary value of the solid diffusivity, and hence, it can be utilized for analysis on a variety of the solidification processes in a wide range of binary alloy systems. The extension of the present model to multicomponent and multiphase systems remains to be one of the important tasks for a further development of the quantitative phase-field model.
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