Development of a one-dimensional ecosystem model including the iron cycle applied to the Oyashio region, western subarctic Pacific
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[1] To investigate the iron cycle at Station A4 in the Oyashio region of the western subarctic Pacific, we developed a 1-D ecosystem model consisting of 14 components including the iron cycle. The parameters associated with the iron cycle were optimized by assimilating monthly averaged data from time series observations for depth-integrated net primary production, nitrate, silicate, dissolved and particulate iron within the surface mixed layer (ML) and at two depths (200 and 300 m depth). The model successfully reproduced the observations and demonstrated that (1) on an annual basis, winter mixing of subsurface water supplies more dissolved iron ($Fe_d$) to the ML than does dust dissolution, (2) $Fe_d$ concentration in the ML rapidly declines to near-depletion during the peak period of the diatom bloom in spring, which results in an increasing consumption ratio of silicate to nitrogenous nutrients by diatoms as they become more iron-limited, causing a more rapid decrease of silicate compared to that of nitrogenous nutrients in the ML, followed by the silicate limitation of diatoms, and (3) $Fe_d$ supplied to the ML by dust dissolution and desorption from particulate iron, by alleviating iron limitation of phytoplankton, supports their continuous utilization of nitrate from spring to fall even though $Fe_d$ concentration in the ML remains low after the peak spring bloom. The model explained quantitatively the above behavior of $Fe_d$ and other nutrients associated with $Fe_d$ over the annual cycle in the Oyashio region.


1. Introduction

Iron has been found to be a key element for limiting biological production in the high nitrate, low chlorophyll (HNLC) regions of the modern ocean [e.g., Tsuda et al., 2003], and it has been thought that iron might have a large influence on biological production in the HNLC regions during glacial times [e.g., Martin et al., 1989]. In addition, iron can also limit production of marine dinitrogen-fixers [e.g., Mills et al., 2004] which can transform atmospheric molecular nitrogen into a bio-available form, fueling biological production, and affect nutrient cycles in the ocean. Thus, it is important for us to consider the iron flux in the ocean if we investigate fluxes of carbon and nutrients there.

In this context, several biogeochemical modeling studies have recently incorporated the iron cycle into their marine ecosystem models [e.g., Aumont and Bopp, 2006; Moore et al., 2004; Moore and Braucher, 2008] in order to clarify the relationships among carbon, nutrients and iron fluxes, and to reveal the cycle of iron itself in the ocean. These approaches are promising for investigating the fluxes of such bioelements because iron is likely to be the primary limiting nutrient for biological productivity in large parts of the ocean [e.g., Moore et al., 2004]. However, observational data of iron needed to constrain such models are scarce, and there are few time series data sets available even locally.
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Previous modeling studies have only validated their iron cycles in the upper ocean by using data which are probably biased by limited coverage; i.e., under-sampling of some seasons. Time series observations which capture the full seasonal cycles over multiple years are needed to properly constrain the modeled iron cycle in the upper ocean. Nishioka et al. [2011] have recently reported the seasonal variations of dissolved iron in the mixed layer of the Oyashio region, western subarctic Pacific over several years. These data sets are valuable for constraining ecosystem models including the iron cycle. In addition, the data has indicated novel insights into a better understanding of the iron cycle in the upper ocean as follows: (1) Oceanic iron supply probably contributes as much as dust deposition to the dissolved iron in the upper ocean in the annual cycle, and (2) nitrate in the upper ocean continues to decrease from spring to fall despite the low dissolved iron concentration during summer and fall. The former is mostly clear from the observations, but it is difficult to quantitatively separate and understand each source and sink of dissolved iron in the upper ocean by using only observations. For the latter, it is also difficult to evaluate the factors controlling the processes by using only observational data. In addition, we don’t have any information about the role of particulate iron in the oceanic biological production. Therefore, it is desirable to develop an ecosystem model including the iron cycle to quantitatively and globally analyze the presently available data and obtain some insights.

In this study, as a first step, we aimed at developing an ecosystem model which explicitly describes dissolved and particulate iron, using a time series data set to constrain the relevant parameters, and thus to clarify details of the iron cycle in the Oyashio region. Here, we used the previously developed biogeochemical model, called NEMURO [e.g., Yamanaka et al., 2004; Fujii et al., 2007; Kishi et al., 2007], as a platform because this model has (1) been applied over a wide range of the North Pacific including the Oyashio region, (2) succeeded in reproducing the biogeochemical characteristics there in the upper ocean [e.g., Yamanaka et al., 2004; Fujii et al., 2007], and (3) been embedded in a global ocean general circulation model (OGCM) [Aita et al., 2007; Sumata et al., 2010]. Extending the original model, we have developed a one-dimensional ecosystem model with nitrogen, silicon and iron cycles as a preliminary version of an ecosystem model which is later to be coupled with an OGCM. The model describes iron limitation of biological production. We have applied the model to Station A4 in the Oyashio region of the western subarctic Pacific, and investigated how the dissolved and particulate iron in the upper ocean is seasonally controlled and affects the biological production, in parallel with evaluating the model performance.

2. Data and Methods

2.1. Data

We mainly used the time series data of dissolved iron, nitrate and chlorophyll a concentrations averaged within the surface mixed layer (ML), and surface mixed layer depth (MLD) during the period from 2003 to 2008 reported by Nishioka et al. [2011] at the station A4 (Figure 1). These data were obtained at a repeat hydrographic observation line called the A-line which Hokkaido National Fisheries Research Institute (HNFRI) maintains in the Oyashio region [e.g., Saito et al., 2002]. In addition to the Nishioka et al.’s [2011] data, we also used the time series nitrate, silicate and sigma-theta (σθ) data during the period from 1990 to 2007 obtained at HNFRI (A-line data home page, http://hfnfra.affrac.go.jp/a-line) to complement the scarceness of the data within the ML and utilize data for nitrate and silicate obtained at 200 and 300 m depths in every month except for February. Moreover, we used three months’ data of dissolved iron (January, April, and December) and one month’s data of particulate iron (April) obtained at 200 and 300 m depths from 2003 to 2006 by Nishioka et al. [2007] and Nishioka et al. [2011], and depth-integrated net primary production data obtained in the Oyashio region from 1999 to 2002 [Yokouchi et al., 2007]. MLD except for the data reported by Nishioka et al. [2011] is calculated as the depth at which σθ changes by 0.125 from the surface value [Levitus, 1982]. The above data are used to constrain the parameters related to the iron cycle in the ecosystem model developed in this study. Note that for the silicate concentration in the ML, we used the data obtained during the period when the dissolved iron and nitrate data were obtained by Nishioka et al. [2011], because we wanted to focus on the relationships among nitrate, silicate and dissolved iron in the upper ocean. Note also that we omitted one sample having particulate iron concentration greater than 15 nM [Nishioka et al., 2007] which was obtained from water with temperature lower than 2°C and salinity lower than 33.0 in May 2003, because characteristics of that water mass indicated that it was Coastal Oyashio water which differs from typical Oyashio water [Ohtani, 1989].

2.2. The Nitrogen, Silicon and Iron Regulated Marine Ecosystem Model (NSI-MEM)

We developed a model to describe the nitrogen, silicon and iron regulated photosynthesis, based on the marine ecosystem model [Yamanaka et al., 2004; Fujii et al., 2007] which is basically the same as the North Pacific Ecosystem Model Used for Regional Oceanography (NEMURO) [Kishi et al., 2007]. In brief, this ecosystem model includes two phytoplankton functional groups (non-diatom small phytoplankton (PS) and diatoms (PL)), three zooplankton functional groups (micro-(ZS), meso-(ZL) and predatory zooplankton (ZP)), nitrate (NO3), silicate (Si(OH)4), ammonium (NH4), dissolved organic nitrogen (DON), detrital nitrogen (PON) and biogenic silica (Opal). The model also includes the carbon cycle, but we do not discuss the carbon cycle as it does not affect the model ecosystem behavior since carbon is not a limiting factor. We extended the model as follows:

1. Iron cycle is formulated in the model mainly based on the parameterization used in Moore et al. [2004] and Moore and Braucher [2008]. We considered two components, dissolved iron (FeDL) and particulate iron (FeP).

2. The original equation to describe the uptake of nutrients (Michaelis-Menten (MM) equation) is replaced, and the physiologically more consistent optimal uptake (OU) kinetics formulation proposed by Smith and Yamanaka [2007] and Smith et al. [2009] is adopted to apply the model globally in the near future. The most important feature of OU kinetics is that it represents the differing nutrient uptake response of plankton acclimated (or adapted by evolution) to different ambient nutrient concentrations. When applied, as
in this study, at time scales longer than the time required for physiological acclimation, this results in a somewhat flatter shape of the uptake-versus-concentration response curve [Smith et al., 2009], compared to MM kinetics. It also naturally separates the two fundamental traits of affinity (initial slope) and maximum uptake rate, which respectively characterize competitive ability at low versus high nutrient concentrations. The latter has advantages for tuning models and interpreting observations [Smith, 2011].

3. PON is divided into two classes, small (PONs) and large (PONl), which have different settling velocities. The aggregation processes among PONs, PONl, and DON are also considered as in Aumont and Bopp [2006].

4. The Wroblewski-type ammonium inhibition for nitrate uptake by phytoplankton is replaced with the more consistent one of Vallina and Le Quéré [2008].

5. The Steele-type light dependency of phytoplankton photosynthesis [Steele, 1962] is replaced by that proposed by Platt et al. [1980] as in Fujii et al. [2007].

6. The vertical migration of ZL in the model is not considered as in Sumata et al. [2010] to allow the model to be applied globally.

7. The structure of the ecosystem model is illustrated in Figure 2, and the model equations are presented in detail in Appendix A.

The vertical distribution of each model compartment is simulated as a function of time using vertical diffusivities obtained from the OGCM run. Vertical advection and horizontal fluxes resulting from a divergent vertical flow field are not considered as in the previous modeling research in this region [Yamanaka et al., 2004]. The governing equation can be formulated as follows:

\[
\frac{\partial C_i}{\partial t} = -w_i \frac{\partial C_i}{\partial z} + \frac{\partial}{\partial z} \left( A_{HV} \frac{\partial C_i}{\partial z} \right) + SMS(C_i),
\]

where \( A_{HV} \) is the vertical diffusive mixing coefficient and \( w_i \) is the sinking velocity which is nonzero for PONs, PONl, Opal and Fe.p. The third term of the right-hand side is source minus sink (SMS) term due to the inherent biogeochemical processes.

We will implement the ecosystem model within an OGCM in the future, in which case the physical environment will be obtained from the OGCM runs, as above. The OGCM output is identical to the one used by Sumata et al. [2010]. The horizontal resolution of the OGCM allows for mesoscale variability (“eddy permitting”) with a meridional grid of 0.1875° and a zonal grid spacing of 0.28125°. The water column is partitioned into 51 levels with the first 12 levels resolving the upper 120 m. In this study, we focus on the...
The effect of iron on the surface ocean biogeochemistry, and the upper 26 grids (about 500 m) were used. Data for water temperature, turbulent diffusivity, frequency of convective adjustment occurrence and light intensity were obtained from the OGCM hindcast experiment from 1990 to 2004 [Sumata et al., 2010]. The frequency of convective adjustment occurrence is converted to the vertical diffusion coefficient as in Sumata et al. [2010]. The period from 1990 to 2004 is mostly consistent with the duration that the observational data are available. As for the dust data, we used the ensemble mean of 10 simulations during the same period as above of 20th century climate simulations with data assimilation carried out with the model called “Model for Interdisciplinary Research On Climate 3.2 (MIROC3.2)” [Mochizuki et al., 2010]. From these data, we calculated each climatological forcing during the period from 1990 to 2004, and used that for the model run. The spin-up time is 8 years and the next 1 year’s results are shown in this study. The initial conditions for nitrate, silicate, and dissolved and particulate iron are from the observational data obtained in January 2003 by Nishioka et al. [2007] and HNFRI. Ammonium, Opal and DON are set at 0.1 μmolN l⁻¹, 0.1 μmolSi l⁻¹, and 0.1 μmolN l⁻¹, respectively. All types of plankton above and below 315 m depth are set to 0.1 μmolN l⁻¹ and 0 μmolN l⁻¹, respectively, and both of PON are set to 0.05 μmol l⁻¹. The boundary conditions at the bottom of the model domain for nitrate, silicate and dissolved and particulate iron are set at the same observations as the initial conditions, whereas no vertical gradients exist for other compartments at the bottom.

2.3. Optimization of Parameters Associated With the Iron Cycle

The most important extension of the base model in this research is implementing the iron cycle. The parameters associated with the iron cycle in the model can have wide ranges and are difficult to constrain. Because the base model has already been found to be able to reproduce the surface biogeochemistry in the western subarctic Pacific [e.g., Yamanaka et al., 2004; Fujii et al., 2007], we considered that we basically concentrate on optimizing the parameters related to the iron cycle in the model within the previously reported ranges by fitting the modeled results of nitrate, silicate and dissolved and particulate iron concentrations in ML and below the depth (200 and 300 m), and net primary production to the corresponding observations. In this study, we employed a micro-genetic algorithm as the optimization routine [Krishnakumar, 1989]. This algorithm has already been adopted and confirmed to work well in data assimilation studies in the field of marine science [e.g., Schartau and Oschlies, 2003]. The prescribed upper and lower bounds of each parameter to be optimized, and the resolution used by the optimization to generate random samples in parameter space are shown in Table 1. In carrying out the optimization procedure, we defined the following cost function:

$$Cost = \sum_{i} \sum_{k} \frac{1}{N_{ik}} \sum_{j} \frac{1}{\sigma_i} (m_{ikj} - d_{ikj})^2,$$

where $m_i$ is the modeled monthly mean of each type $i$, and $d_i$ is the monthly “climatological” data of type $i$ observation. The total number of observational data types, $I$, is 5 (nitrate, silicate, dissolved and particulate iron, and depth-integrated NPP). The index $k$ represents the depths for which each observation is available and $K$ is 3 (1: in the mixed layer (as for NPP, in the whole water column), 2: 200 m, 3: 300 m). The index $j$ denotes the number of months ($N_{ik}$) for which there exist observations of type $i$ at depth $k$. We set the...
maximum depth for data to be assimilated into the model at 300 m. The same weight is put on each type observation at each depth by dividing by the number of available observations of each type at each depth (N_{ir}). The assigned weights for nitrate and silicate are \( \sigma_{\text{nitate}} = 0.1 \, \text{mmol}^{-1} \) and \( \sigma_{\text{silicate}} = 0.1 \, \text{mmol}^{-1} \). For dissolved and particulate iron, weights of \( \sigma_{\text{Fed}} = 0.005 \, \text{mmol}^{-1} \) and \( \sigma_{\text{Fep}} = 0.1 \, \text{mmol}^{-1} \) are assumed. For net primary production, \( \sigma_{\text{NPP}} \) is set at 8 mg C m\(^{-2}\) d\(^{-1}\). In the model, the maximum potential growth rate of PL (\( V_{0,\text{pl}} \)) is assumed to be larger than the one of PS (\( V_{0,\text{ps}} \)), and the maximum potential affinity for nitrate of PL (\( A_{0,\text{NO}_3,\text{pl}} \)) is assumed to be larger than that of PS (\( A_{0,\text{NO}_3,\text{ps}} \)) (detailed in Appendix A for \( V_{0} \) and \( A_{0} \)) based on both the fact that diatom spring bloom occurs in the Oyashio region every year and from spring to fall other small phytoplankton increases [e.g., Saito et al., 2002], and the previous model results [Yamanaka et al., 2004]. However, the assumptions could not be realized by the presently available observational data in the preliminary optimizations. Thus, we determined to add the following penalty function to the above cost function if the case is not met in the optimization procedure:

\[
J_{\text{penal}} = \frac{1}{\sigma_A} \left( |A_{0,\text{NO}_3,\text{ps}} - A_{0,\text{NO}_3,\text{pl}}| - (A_{0,\text{NO}_3,\text{ps}} - A_{0,\text{NO}_3,\text{pl}}) \right)^2 + \frac{1}{\sigma_V} \left( |V_{0,\text{pl}} - V_{0,\text{ps}}| - (V_{0,\text{pl}} - V_{0,\text{ps}}) \right)^2,
\]

where \( J_{\text{penal}} \) is zero if the above conditions are met. Arbitrarily, we set the \( \sigma_A \) and \( \sigma_V \) at 86400 1 molN\(^{-1}\) day\(^{-1}\) and 0.0001 day\(^{-1}\). These parameters should be constrained by the other observation data (e.g., size-fractionated Chlorophyll a) in the future. We also estimated the errors of the parameters optimized using the method of Schartau and Oschlies [2003]. Briefly, Gaussian noise, having a variance (\( \sigma_j^2 \)) identical to that prescribed for each observation in the cost function, was added to the observed data. We performed 5 optimizations, and from the estimated parameter values, each parameter error was calculated as in Schartau and Oschlies [2003] (Table 1). In all cases, the minimum cost function was identified after 38,000 iterations (19 individuals times 2000 generations).

### 3. Results

#### 3.1. Comparison of Simulated Results

**With Observations**

[17] The physical forcing used here agrees well with the observations (Figure 3). The modeled mixed layer depth (MLD) defined as the diffusivity of \( 1.0 \times 10^{-4} \text{m}^{2} \text{s}^{-1} \) is in good agreement with the observations obtained during the period from 1990 to 2007. The water temperature averaged in ML also agrees well with the observations. As far as we know, there are no seasonal observations of aeolian dust at this study site. However, in the northern part of Japan, the seasonal cycle of dust has been observed, indicating a dust flux maximum in spring, such as April or May [e.g., Uematsu et al., 2003], whereas dust flux forcing herein has a maximum in fall (Figure 3). The difference between the dust flux used in this study and the observation might be a result of a bias in the model from which the forcing was obtained. However, the annual supply of dust estimated from the seawater aluminum concentration by Measures et al. [2005] (about 0.3 g m\(^{-2}\) year\(^{-1}\)) seems to be in good agreement with the model forcing of annually integrated dust load (about 0.3 g m\(^{-2}\) year\(^{-1}\)). To check to see if the difference in seasonal cycle of dust flux between with the maximum in spring and fall is important for the modeled results, we conducted an additional simulation using dust forcing having a maximum in spring, with the same annual load of dust as our standard dust flux (Figure 3). In this experiment, we found that the important modeled properties, such as net primary production, nutrients, dissolved and particulate iron in ML were quite insensitive to the timing of seasonal peak of the dust deposition, at least for the present experimental

### Table 1. Setting of Model Parameters for Optimization and Optimal Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower/Upper Bounds</th>
<th>Increment</th>
<th>Number of Possibilities</th>
<th>Optimal Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{0,\text{ps}} )</td>
<td>0.1/3.2</td>
<td>0.1</td>
<td>32</td>
<td>0.6 ± 0.3</td>
</tr>
<tr>
<td>( A_{0,\text{NO}_3,\text{ps}} )</td>
<td>1/512</td>
<td>1</td>
<td>512</td>
<td>282 ± 112</td>
</tr>
<tr>
<td>( V_{0,\text{pl}} )</td>
<td>0.1/3.2</td>
<td>0.1</td>
<td>32</td>
<td>0.8 ± 0.5</td>
</tr>
<tr>
<td>( A_{0,\text{NO}_3,\text{pl}} )</td>
<td>1/512</td>
<td>1</td>
<td>512</td>
<td>252 ± 115</td>
</tr>
<tr>
<td>( w_{\text{Fep},\text{Opal}} )</td>
<td>3/48</td>
<td>3.0</td>
<td>16</td>
<td>6 ± 3</td>
</tr>
<tr>
<td>( w_{\text{max},\text{Fep}} )</td>
<td>48/198</td>
<td>10.0</td>
<td>16</td>
<td>198 ± 69</td>
</tr>
<tr>
<td>( V_{\text{Fep},\text{FAP},\text{Opal}} )</td>
<td>0.01/0.32</td>
<td>0.01</td>
<td>32</td>
<td>0.08 ± 0.06</td>
</tr>
<tr>
<td>( V_{\text{DAG}} )</td>
<td>0.01/0.32</td>
<td>0.01</td>
<td>32</td>
<td>0.15 ± 0.14</td>
</tr>
<tr>
<td>( V_{\text{Opal}} )</td>
<td>0.01/0.32</td>
<td>0.01</td>
<td>32</td>
<td>0.16 ± 0.12</td>
</tr>
<tr>
<td>( R_{\text{Fep}} )</td>
<td>1.0 \times 10^{-5}/7.3 \times 10^{-5}</td>
<td>0.1 \times 10^{-5}</td>
<td>64</td>
<td>1.7 \times 10^{-5} ± 2.6 \times 10^{-5}</td>
</tr>
<tr>
<td>( R_{\text{Fep},\text{NO}} )</td>
<td>1.7/4.8</td>
<td>0.1</td>
<td>32</td>
<td>3.6 ± 0.9</td>
</tr>
<tr>
<td>( R_{\text{Fep},\text{PS}} )</td>
<td>1/0.7</td>
<td>0.1</td>
<td>8</td>
<td>1.0 ± 0.0</td>
</tr>
<tr>
<td>( F_{\text{Eps}} )</td>
<td>0.01/0.63</td>
<td>0.02</td>
<td>32</td>
<td>0.03 ± 0.35</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1/0.45</td>
<td>0.5</td>
<td>8</td>
<td>4.0 ± 1.6</td>
</tr>
<tr>
<td>( \lambda_{\text{dissipation}} )</td>
<td>0.001/0.128</td>
<td>0.001</td>
<td>128</td>
<td>0.003 ± 0.002</td>
</tr>
<tr>
<td>( \lambda_{\text{PON}} )</td>
<td>0.001/0.256</td>
<td>0.001</td>
<td>256</td>
<td>0.185 ± 0.084</td>
</tr>
<tr>
<td>( \gamma_{\text{high}} )</td>
<td>0.0001/0.0256</td>
<td>0.0002</td>
<td>128</td>
<td>0.0044 ± 0.0044</td>
</tr>
<tr>
<td>( w_{\text{Fep}} )</td>
<td>0.001/0.128</td>
<td>0.001</td>
<td>128</td>
<td>0.001 ± 0.006</td>
</tr>
<tr>
<td>( f_{\text{Eps}} )</td>
<td>0.3/1.0</td>
<td>0.1</td>
<td>8</td>
<td>1.0 ± 0.0</td>
</tr>
</tbody>
</table>

*Each parameter is represented by a discrete binary string of a certain length. One individual combines all strings of all parameters (one parameter set). The number of possibilities expresses the number of binary digits that describes the number of possible values within the prescribed upper and lower bounds for parameter variations.*
From these results, we consider that there is no problem to optimize the parameters related to the iron cycle in the model with the original dust forcing.

The simulated results with the prescribed physical forcing are shown in Figure 4. All the biogeochemical components are well reproduced by the model. This indicates that the parameter optimization worked well. Nutrient-rich water in the lower layer is supplied to the surface by the enhanced mixing in winter (Figure 3), and simulated nitrate, silicate and dissolved iron concentrations are highest in early spring. The simulated high surface nutrients concentrations, stratification of the surface waters and increased solar radiation trigger a diatom spring bloom as seen in NPP and diatom (PL) biomass in ML followed by sharp decline to July. After the peak spring bloom of PL, non-diatom small phytoplankton (PS), which does not need silicate for its growth, continues to increase and shows maxima of its production and biomass in June despite low concentrations of nutrients. In the period, remineralization and decomposition of debris of PL temporarily supply nutrients to the ML (Figure 4), which alleviates nutrients limitation of PS to some extent (Figure 5). Alleviated nutrients limitation of PS combines with rising temperature and light intensity to produce transient peaks of PS production and biomass. As nutrient consumption by phytoplankton proceeds from spring to fall, nitrate concentration in ML decreases to near-depletion while silicate and dissolved iron concentrations rapidly decline during the peak period of PL biomass and gradually rise with the decrease of

Figure 3. Physical forcing used when running the ecosystem model. (a) Mixed layer depth (m) (defined as the depth at which the modeled vertical diffusive coefficient is $1.0 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$), (b) temperature averaged in the mixed layer (°C), and (c) dust flux (g m\(^{-2}\) d\(^{-1}\)). Symbols represent the observational data (open circles, Nishioka et al. [2011]; solid circles, HNFRI data). Note that the mixed layer depth on March 14, 1998 is deeper than 300 m depth and out of range of Figure 3a.
PL biomass. On the other hand, the modeled particulate iron concentration is not more variable compared to the other components. The modeled particulate iron does not directly correspond to the observed particulate iron but the sum of the modeled particulate iron (Feₚ; solid line) and biological iron (Feₚb; dashed line) averaged in ML, (e) phytoplankton biomass (PL; solid line; PS; dotted line) averaged in ML, and (f) chlorophyll a concentration of PS (dotted line), PL (dashed line) and their total (solid line) averaged in ML. Symbols represent the corresponding observational data [Yokouchi et al., 2007; Nishioka et al., 2011]. In Figure 4c, solid (open) circles represent the observed silicate (nitrate) averaged over ML. In Figure 4f, a fixed C/Chl-a ratio of 125 and 50 for PS and PL, respectively, were used to estimate modeled chlorophyll a concentration as in Sumata et al. [2010]. Shaded areas in Figures 4b and 4c represent the period when the stoichiometry of silicon to nitrogen of diatom (PL) shifted from $R_{SiNH}$ to $R_{SiNL}$ (see Table A1 and equation (A68)).

Finally, we compared the modeled chlorophyll a concentration with the observations, which the model reproduced well, even though the observed chlorophyll a concentration was not used in the parameter optimization. This reveals that assimilated data are sufficient, and the model formulation is adequate to produce substantially robust results, at least for chlorophyll a. In the future, when embedding this ecosystem model in the OGCM, we will further investigate its robustness.

### 3.2. Optimized Parameters Related to the Iron Cycle in the Model

The optimization results for parameters related to the iron cycle in the model are summarized in Table 1. Most parameters except for the maximum sinking velocity of PONL and Opal ($w_{max}$), PL stoichiometry of silicate to nitrogenous nutrients uptake in iron-replete condition ($R_{SiNH}$), Feₚsinking velocity ($w_{Fe}$), and fraction of Feₚ which is not removed from the model domain just after being
converted from Fe\(_{d}\) to Fe\(_{p}\) during the scavenging process (i.e., in this model, some fraction of Fe\(_{d}\) just after being produced is instantaneously removed from the model domain to prevent Fe from accumulating continuously in the model domain) (\(f_{Fe}\)) are well constrained within the prescribed ranges. The above four parameters are estimated at the prescribed upper or lower boundary values. Implications of the optimized parameter values are discussed in section 4.3.

4. Discussion

4.1. Iron Limitation for Phytoplankton Growth in the Model

[20] A major reason for incorporating the iron cycle in an ecosystem model is being able to express the iron limitation of phytoplankton growth. The modeled phytoplankton growth rate limited by each nutrient (nitrate plus ammonium, silicate, and dissolved iron) is shown in Figure 5. For non-diatom small phytoplankton (PS), model results indicate the stronger limitation on PS by dissolved iron than by nitrogenous nutrients over a year except for summer. In summer, PS growth is limited by nitrogenous nutrients. As for diatoms (PL), in winter to early spring, PL growth is limited by silicate or dissolved iron to the same extent as each other. During the peak period of the spring bloom, the growth rapidly begins to be limited by the dissolved iron followed by silicate. In the model, dissolved iron concentration in ML reaches the optimized threshold value of 0.03 nmol l\(^{-1}\) (Fe\(_{d,\text{opt}}\)) for shift in PL stoichiometry of Si to N (Table 1 and Figures 4 and 5) during the peak spring bloom, which leads to rapid silicate depletion relative to nitrogenous nutrients and as a result silicate limitation. This is caused by the fact that the PL stoichiometry of Si to N is changed depending on the surrounding Fe\(_{d}\) concentration in the model (see Appendix A, equation (A68)). The process of the PL nutrient limitation shift from dissolved iron to silicate is the same as other modeling research [e.g., Lancelot et al., 2000; Takeda et al., 2006] which also predicted a shift in the nutrient limitation of diatoms from iron to silicate due to the imbalance between silicate and nitrogenous nutrients assimilation after an iron-replete condition in the Polar Front region of the Southern Ocean and the Northeastern subarctic Pacific. Saito et al. [2002] showed an increase in silicate to nitrate uptake ratio by phytoplankton during mid to late spring bloom in the Oyashio region. They suggested the increase of the uptake ratio might be due to light or Fe limitation on diatoms, for example, as indicated by Takeda [1998]. The model result is consistent with their observations in the same region. In July to September, PL are limited by nitrogenous nutrients as in PS. Saito et al. [2002] also reported that during spring to fall nitrate and silicate are consumed, and the former nutrient is exhausted while the latter is not completely consumed. The characteristics of nutrients behaviors are seen in the observed data used in this study (Figure 4) as stated in section 3.1, and those were well

Figure 5. Modeled phytoplankton growth rate limited by each nutrients for (a) PS (non-diatom small phytoplankton) and (b) PL (diatoms) averaged within the mixed layer (ML). Note that the growth rate here represents the rate where limitation by light and temperature is not considered.
reproduced by the model. Thus, the result that the modeled phytoplankton growth in summer is limited by nitrogenous nutrients also seems to be reasonable.

4.2. Controlling Factors of Seasonal Variation in Dissolved and Particulate Iron in the Model

[21] The characteristic seasonal variations of the modeled dissolved iron (Fe\textsubscript{d}) averaged in ML are as follows: (1) the maximum is reached in early spring, (2) rapid decrease from spring to early summer, and (3) gradual increase from summer to winter. On the other hand, the seasonal variation of the modeled particulate iron (the sum of the modeled particulate (Fe\textsubscript{p}) and biological iron (Fe\textsubscript{b})) averaged in ML are relatively constant, but the following can be seen: (1) the maximum is reached during the diatom spring bloom period, and (2) there is a decrease from the peak spring bloom period to winter. Here we examine the factors controlling these patterns in the model.

[22] Fe\textsubscript{d} in ML in the model is controlled by various sources (dust dissolution, desorption from Fe\textsubscript{p}, detrainment, entrainment and diffusion) and sinks (scavenging to Fe\textsubscript{p}, net community production (NCP), detrainment, entrainment and diffusion). As for entrainment, if entrainment of the water below ML with higher (lower) concentration of Fe\textsubscript{d} compared to that in ML occurs, the entrainment becomes source (sink) of Fe\textsubscript{d} in ML. As for detrainment, that also sometimes affects Fe\textsubscript{d} in ML when there is a slight concentration gradient of Fe\textsubscript{d} at the base of MLD. Thus, if the detrainment of the water at the bottom of ML with higher (lower) concentration of Fe\textsubscript{d} compared to that above the bottom occurs, that becomes sink (source) of Fe\textsubscript{d} in ML. The time rate of change of Fe\textsubscript{d} concentration averaged in ML by each source/sink is shown in Figure 6. During the period from fall to winter, entrainment is the main source process and Fe\textsubscript{d} concentration increases. In this period, the desorption from Fe\textsubscript{p} is the second largest source of Fe\textsubscript{d} although the rate is much smaller compared to the entrainment. In spring, scavenging is the largest sink process, and net community production (NCP) is the second largest one. The sum of them is exceeding other source processes in April to May, the peak diatom spring bloom (Figure 4), and Fe\textsubscript{d} decreases rapidly. After the period, both desorption from Fe\textsubscript{p} and dust dissolution as the source processes are larger than other sink processes, and Fe\textsubscript{d} gradually increases. Optimized solubility of iron in dust was 4% (Table 1) which was a little larger than the recent estimate based on the observations (1.2–2.3% [Ooki et al., 2009]). In addition, the annual load of dust as the boundary condition at the surface of the model domain is similar to the observation estimated at

---

**Figure 6.** Modeled seasonal variation of (a) each source/sink term of dissolved iron (Fe\textsubscript{d}) within the mixed layer due to scavenging (green line), net community production (NCP) (red line), diffusion (purple line), desorption (blue line), and dust (gray line)) and (b) that due to entrainment (pink line), detrainment (brown line), and total from each source/sink term (black dash-dotted line). (c) Simulated dissolved iron concentration in the mixed layer as in Figure 4b. In Figure 6b, the expanded scale on the right y axis is used for the total.
about 0.3 g m\(^{-2}\) year\(^{-1}\) [Measures et al., 2005] as explained above. Nevertheless, the dust dissolution does not contribute, to a great extent, to the time rate of change of Fe\(_d\) concentration. This result indicates that Fe\(_d\) in ML is supplied mainly by the entrainment in fall to winter. This model result corroborates the implication of Nishioka et al. [2011] that Fe\(_d\) source in ML of the Oyashio region is mainly vertical winter mixing, while in the future we must confirm the effect of horizontal transport because this one-dimensional model does not account for this process. Although dust dissolution does not seem to be the main source process of Fe\(_d\) in ML at this study site, the model results show that the dust dissolution plays an important role during the period of nitrate exhaustion from June to September, together with the desorption from Fe\(_p\). Those sources of Fe\(_p\), to some extent, alleviate iron limitation on phytoplankton during the period (Figures 5 and 6), and as a result allow phytoplankton to consume nitrogenous nutrients to near depletion levels during this period as explained in section 4.1 and PL to keep the stoichiometry of Si to N uptake unity in iron-replete condition (\(R_{SiNH}\)). Thus, nitrogenous nutrients continue to be utilized although Fe\(_d\) concentration in ML is not high, on the other hand silicate continues to be not consumed but gradually increased in the model. Note that (1) in spring to fall the entrainment and detrainment sporadically become source/sink processes for Fe\(_d\) because of the reasons above, but they are almost canceled out, and (2) diffusion is the minor process for Fe\(_d\) in ML (Figure 6).

For the modeled particulate iron in ML, as stated in section 3.1, that is a little higher than that observed in a few cases. This is because \(c_{Fe_{p}}\) is set to a relatively high value due to the seasonal data not existing and the contribution to the cost function (equation (2)) is the smallest compared to other components. Although the limited availability of observations makes it difficult for us to properly evaluate whether or not the model reproduce the seasonal variation of particulate iron, examining modeled response in detail is important for understanding how the model behaves at present and how to improve it in the future. The observed particulate iron in ML probably corresponds to the sum of the modeled Fe\(_p\) and Fe\(_b\). For the modeled total particulate iron (Fe\(_p\) plus Fe\(_b\)) in ML, there are sources (scavenging, net community production (NCP), detrainment, entrainment and diffusion) and sinks (desorption, sinking, detrainment, entrainment and diffusion) processes. These terms are calculated and shown in Figure 7. For entrainment and detrainment, the same things as Fe\(_d\) apply to that for the total particulate iron. For the total particulate iron (Fe\(_p\) + Fe\(_b\)), the maximum concentration in spring is affected mainly by the scavenging and NCP (Figure 7). From spring to fall, the sink processes of sinking and desorption are a little larger than the source processes of
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scavenging, NCP and diffusion, and the total particulate iron decreases. From fall to winter, entrainment works as a sink process, and the total particulate iron declines more rapidly. In this period, the total particulate iron concentration below ML is lower than that in ML. Looking into the seasonal variation of the modeled total particulate iron in detail, the above sources and sinks seasonally affect the concentration in ML. However, roughly speaking, the concentration of the total particulate iron is relatively constant all year-round, which means that the budget as a result of the sum of all the rates of change does not contribute much to the concentration of the modeled total particulate iron in ML on the annual cycle (Figure 7). So far, the sinking of Fe_p is the smallest sink process almost over a year. The relatively constant concentration of the total particulate iron is mainly due to the very slow sinking velocity (Table 1). In addition, the optimized desorption rate of 0.003 (d^{-1}) is one order of magnitude smaller than the experimentally estimated value of 0.03 (d^{-1}) [Hurst and Bruland, 2007]. It is possible that this slow sinking velocity and low desorption rate might be spurious results of the 1-D model used in this study. If the true desorption rate is actually higher, the impact on the upper ocean Fe_d might be larger, although a faster sinking velocity of Fe_p might compensate for that effect. Nishioka et al. [2011] indicated that the enormous amount of Fe_d is laterally transported into the intermediate layer with 26.6–27.5σθ (about 100 to 1300 m depth) in the Oyashio region by using Fe* (defined as the Fe supplied from an external source decoupled from the organic matter regeneration cycle). As stated in section 2.2, we set the model domain up to the depth of about 500 m because Fe* peaks at St. A4 were seen at around 500 m depth and in the upper 200 m the value was near zero which means that the lateral transport of Fe_d of around 500 m depth at St. A4 is large, but that in the upper ocean is, if anything, small. The lateral transport of Fe_d at around 500 m is represented in the model by the simulated Fe_d being restored to a constant observed value. However, particulate iron might be affected to some extent in the upper ocean by the lateral transport since in one vertical profile observed at St. A4, there is a maximum of that at around 100 m depth which the present model cannot reproduce (Figure 9; detailed in the next section). If particulate iron is affected by lateral transport in the upper ocean, low values of both sinking velocity and desorption rate of Fe_d will be necessary to maintain the observed high concentration of particulate iron (Figures 4 and 9) in this model because the particulate iron concentrations at 200 and 300 m depths are considered in the cost function (equation (2)). Particulate iron concentration must be high through the water column in the Oyashio region inferred from the data obtained at several stations except for St. A4 [Nishioka et al., 2007], but the available data at St. A4 are extremely few. Thus, for slow sinking and low desorption rates of Fe_p, we will have to carefully investigate whether or not the present sinking and desorption rates are valid when incorporating the model into the OGCM. The sinking and desorption rates are again detailed in the next section.

4.3. Implication of Optimized Parameters Associated With Iron Cycle in the Model

[24] As shown in Table 1, we optimized 19 parameters associated with the iron cycle in the model by assimilating the time series observational data of monthly averaged (1) depth-integrated net primary production, (2) nitrate, (3) silicate and both (4) dissolved and (5) particulate iron within ML and two depths (200 and 300 m depth).

[25] In the present model, we replaced the MM kinetics by OU kinetics (see Appendix A, equations (A15)-(A20) and (A23)-(A30)). Despite the optimization, there is room for improvement in the estimated values of potential maximum growth rate and affinity for nitrate. That is because these parameters are not constrained by the presently available observed data, and we imposed the penalty (equation (3)) on the cost function as stated in section 2.3. As detailed in Appendix A, potential maximum affinities of phytoplankton for nutrients other than nitrate are estimated from values of Michaelis-Menten half-saturation constants reported by previous modeling studies. This is simply because the available field observations are not sufficient to constrain all uptake parameters, which would be just as true for a model using Michaelis-Menten kinetics as for this model using OU kinetics. The optimized ratios of potential maximum growth rate (V_{OPPS}, V_{OPPL}) to potential maximum affinity (A_{OPTNPS}, A_{OPTNPL}) of phytoplankton uptake for nitrate, 0.025 (μmol l^{-1}) for PS and 0.037 (μmol l^{-1}) for PL, seem to be reasonable so far, although we will have to reconsider the values in the future. Those values are close to the lower limit of the previous estimates (0.047–0.14; Smith, 2010), based on limited field data from the North Atlantic.

[26] For the minimum and maximum sinking velocities for PON_{NL} (w_{min}, w_{max}) and Opal (w_{min}, w_{max}), the minimum sinking velocity in ML is estimated at 6 m d^{-1} and the maximum at 2000 m depth is estimated at 198 m d^{-1}. Although the data available for sinking velocities in the open ocean are poor, the observed sinking velocities in the upper part of the ocean and in the deep sea range from 10 to 50 and from 100 to 250 m d^{-1}, respectively [e.g., Berelson, 2002]. Our estimate of the minimum sinking velocity is well constrained within the similar prescribed range to the previously reported one and seems to be reasonable. The estimated maximum sinking rate is at the upper limit of the prescribed range, and might need to be increased. Note that the sinking speed of the particles in the present model is not altered by the Opal, dust and calcium carbonate (not calculated in this study) contents in it (“The ballast effect” [Armstrong et al., 2002]), and Opal is assumed to sink at the same speed as PON_{NL} (see Appendix A, equations (A73) and (A74)).

[27] As for the decomposition and remineralization rate V_{PDOS}, V_{PADL}, V_{PDOL}, V_{PALD} at 0°C of PON_s and PON_{NL}, we estimated that at 0.08 day^{-1} which is close to the previously used value of 0.1 day^{-1} in the Oyashio region [e.g., Yamanaka et al., 2004]. The remineralization rate of DON at 0°C (V_{DAO}) (0.15 day^{-1}) and the dissolution rate of Opal to silicate (V_{OPal}) (0.16 day^{-1}) are also similar to the previously used values of 0.1 day^{-1} [Yamanaka et al., 2004].

[28] The optimized stoichiometric ratio of iron to nitrogen in plankton (R_{FeN}) is 1.7 × 10^{-7} and reasonable because it is close to the observation-based estimate, 2.0 × 10^{-5} which was calculated from the slope of the surface dissolved iron without one outlier versus nitrate plot during the dissolved iron decreasing period as in Nishioka et al. [2011].

[29] For the stoichiometric ratio of silicate to nitrogenous nutrients of diatoms in iron-rich and iron-deficient conditions
(RsSiNH and RsSiNL), the optimized values of 1.0 for RsSiNH and 3.6 for RsSiNL appear to be reasonable values because the value of 1.0 uptake ratio for diatoms under iron-replete conditions are observed [e.g., Scarratt et al., 2006; Kudo et al., 2006] and the value of 3.6 for RsSiNL falls within the silicate to nitrate uptake ratios measured in low-iron HNLC waters in the Southern Ocean (1.3–8 [Franck et al., 2000]) and in the eastern tropical Pacific (2.5–6.0 [Franck et al., 2003]).

The threshold value of dissolved iron (FeSiNH; see equation (A68)) for the shift in RsSiNH to RsSiNL is 0.03 nmol l\(^{-1}\) and well constrained within the prescribed range. This leads to the model results that silicate is utilized by phytoplankton more rapidly than nitrate in FeSi deficient period (Figure 4), and PL suffers from silicate limitation after the iron limitation during the peak period of the spring bloom in the model (Figure 5). As stated above, this phenomenon is reported by Saito et al. [2002] and the threshold value seems to be reasonable from the viewpoint of the way of drawdown of nutrients during the peak spring bloom and the succession of the limitation of nutrients on diatoms during and after the period, i.e., iron to silicate [e.g., Takeda et al., 2006]. The physiological basis for the effect of iron on diatom silicon metabolism is poorly understood [Martin-Jézéquel et al., 2000], and some other nutrient stress may be associated with the ratio shift [Takeda et al., 2006]. Thus, the present parameterization for the ratio shift which is simply dependent on the dissolved iron concentration might have to be modified in the future.

[31] The solubility of airborne iron (\(\alpha\)) is estimated at the value of 4.0%. This value is a little higher than the recent estimation of 1.2 to 2.3 [Ooki et al., 2009]. The annual dust load used in this study (about 0.3 g m\(^{-2}\) yr\(^{-1}\)) is close to the reported value in the western subarctic Pacific (0.3 g m\(^{-2}\) yr\(^{-1}\) [Measures et al., 2005]), and we must be careful about the value. The optimized base scavenging coefficient for Fe\(_d\) below- and proportionality constant for scavenging of Fe\(_d\) above- the prescribed ligand concentration of 0.6 nmol l\(^{-1}\) (see Appendix A, equation (A79)) (\(\lambda_{\text{scav}}\) and \(\gamma_{\text{high}}\)) are not intuitive for their units. Thus, we calculated well known scavenging rates averaged in ML in addition to the desorption rate (\(\lambda_{\text{desorption}}\)). The results are shown in Figure 8. The dissolved iron scavenging is formulated as a function of POC and dust fluxes in the model (see Appendix A, equation (A79)), and in the peak diatom bloom period the scavenging rate is maximum and in other seasons the scavenging rate is low. The residence time of dissolved iron with respect to the scavenging within ML range from about 0.03 to 1 year. The residence time in the bloom season (about 0.03 yr) is consistent with the previous open ocean observations (0.05–0.08 year [Sarthou et al., 2003]; 0.1–0.4 year [Bergquist and Boyle, 2006]). Thus, the present parameters seem to be reasonable.

[32] Desorption rate is much lower than the scavenging rate and is lower than the experimentally estimated value as stated in the previous section. This seems to be needed to maintain the high level of particulate iron in ML and water column inferred from both the data at this study station, and some vertical profiles from January to May 2003 at the nearby station, A7 [Nishioka et al., 2007]. This slow desorption rate might be the compromise for compensating for the 1-D model deficiency which cannot reproduce the probable lateral transport of Fe\(_d\) as stated above. In the previous modeling research for iron, desorption rate is generally higher than the scavenging rate to reproduce the whole ocean iron distribution [e.g., Parekh et al., 2004]. Thus, the lower desorption rate than the scavenging rate estimated in this study should be checked in the future when embedding the model into the OGCM. Furthermore, recent research has shown that the prescribed ligand concentration was very important for the biogeochemical model to reproduce the high dissolved iron in the intermediate layer of the subarctic Pacific [Misumi et al., 2011]. However, that research did not detail how the change in ligand concentration affected the behavior of iron and biogeochemistry in the upper ocean. It was also reported that the concentration of the ligand could change during phytoplankton blooms in an iron enrichment experiment [Kondo et al., 2008]. There are, however, no observations of the ligand in the present study region, which precludes constraining its modeled concentrations. Therefore, we used the value of 0.6 nM as in previous modeling research [Moore et al., 2004; Moore and Braucher, 2008]. No doubt the present value of 0.6 nM will be reconsidered when embedding the model into the OGCM. It will be very important for us to examine the sensitivity of the ligand concentration to Fe\(_d\) and Fe\(_p\) plus Fe\(_p\) in the mixed layer and we did the sensitivity analysis as stated in the next section. As for the sinking velocity of particulate iron (\(\nu_{\text{sink}}\)), the velocity needs to be quite slow as stated in section 4.2 to keep the high concentration of particulate iron in ML and water column (Table 1). If we impose the higher value of 0.1 m d\(^{-1}\) on the
sinking velocity, the concentration in and below ML gets too low and the model cannot reproduce the observed high concentration of particulate iron within and below ML (Figure 9). However, the maximum concentration observed at around 100 m could not be reproduced by the model, which might be due to the lateral transport as stated above. The estimated value of 0.001 m d\(^{-1}\) is close to the value calculated by using the terminal velocity equation for a solid sphere at low Reynolds numbers (<1.0) assuming a density for organic matter of 1.06 g cm\(^{-3}\) (estimated density of a bacterial cell containing 80% water [Logan and Hunt, 1987]), the diameter of 1 μm and seawater density of 1.024 g cm\(^{-3}\) at 20°C with salinity of 35. To date, our knowledge about particulate iron measured in the ocean is not enough. In the western subarctic Pacific, the depth of maximum particulate iron concentration has been found to be shallower than the corresponding depth for dissolved iron, and this is thought to be caused by the particulate iron sinking and remineralization [Nishioka et al., 2007] and laterally transported iron in the intermediate layer [Nishioka et al., 2011]. Thus, the estimated slow sinking rate of particulate iron might be a characteristic of this basin and be related to small organic matter particles in terms of the sinking velocity, and/or again compensate for the model deficiency for the present 1-D model not being able to represent the laterally transported particulate iron (Figure 9). Anyway, this must be investigated when incorporating the model into OGCM in the future. Finally, the fraction of remaining scavenged Fe\(_d\) to Fe\(_p\) in the model domain (f\(_{Fe}\)) is unity, i.e., 100% (Table 1; see Appendix A, equation (A80)), which means that all the scavenged Fe\(_d\) becomes Fe\(_p\) in the model. This parameter should also be checked when embedding the model into the OGCM because dust-derived iron continues to accumulate in the model and the iron inventory in the model domain continues to increase with this 100% fraction.

4.4. Sensitivity of Each Parameter Associated With the Iron Cycle to the Modeled Iron in ML.

The procedure used to test the sensitivity of each parameter value to Fe\(_d\) and Fe\(_p\) plus Fe\(_b\) concentrations annually averaged in ML is the same as in Fasham et al. [1990]. In this sensitivity analysis, we considered the ligand concentration (C\(_{ligand}\)) which was prescribed to be 0.6 nM in the model in addition to the optimized parameters. In brief, we examine the sensitivity of each parameter in turn by running the model with the parameter altered to half and twice the optimized or prescribed value. In this way, it was possible to determine which parameters had the large effects on which prognostic variables for iron. The sensitivity was quantified by calculating the following normalized sensitivity defined as the percentage change in a state variable produced by a percentage change in the parameter. The sensitivity of a given parameter, \(p\), was quantified by calculating the normalized sensitivity, \(S(p)\), defined as,

\[
S(p) = \frac{E(p) - E_s}{E_s} \cdot \frac{p - p_s}{p_s},
\]

where \(E_s\) is the annually averaged Fe\(_d\) or Fe\(_p\) plus Fe\(_b\) concentration in ML for the control case with the optimized or prescribed parameter value \(p_s\), and \(E(p)\) is the correspondence for the case when the parameter is set at the value \(p\). This index measures the fractional change in the statistic for a fractional change in the parameter. Sensitivities for Fe\(_d\) and Fe\(_p\) plus Fe\(_b\) annually averaged in ML are shown in Table 2.

[34] For Fe\(_d\), the most sensitive parameter is the potential maximum growth rate of PL (\(V_{0,PL}\)) and the second most sensitive parameter is the remineralization and decomposi- tion rates of PON (\(V_{PD0S}, V_{PA0S}, V_{PDOL}, V_{PAOL}\)). As seen in Figure 4, in the present model, PL is the predominant phytoplankton and that the parameter is the most sensitive makes sense. In addition, the remineralization and decomposition of PON produced by PL also affect Fe\(_d\) to a large extent. The potential maximum growth rate of PS (\(V_{0,PS}\)), minimum sinking velocity of PON and Opal (\(w_{min, PON}, w_{min, Opal}\)), the stoichiometric ratio of iron to nitrogen (\(R_{FeN}\)) and dust-derived iron solubility (\(\alpha\)) have relatively large impacts on Fe\(_d\) in ML. As seen in Figure 4, from late spring to summer the NPP and biomass of PS increase in opposition to the decreases of those of PL. Thus, \(V_{0,PS}\) also has a relatively large impact on Fe\(_d\) in ML. In this study, we think that the parameters associated with OU kinetics for both PS and PL are not well constrained because there are no available size-fractionated data, such as biomass, Chl. \(a\) or NPP. Thus, these parameters need to be constrained in the future. \(w_{min, PON}\) and \(w_{Opal}\) are found to be the sensitive parameters, and that is intuitive because these sinking velocities affect the degree to which PON\(_L\) and Opal remineralizes/decomposes and dissolves in ML, respectively, which affects Fe\(_d\) in ML. \(R_{FeN}\) is also a critical parameter for determining Fe\(_d\) in the model. This is also intuitive because this parameter determines the way of utilizing nitrogenous nutrients and Fe\(_d\) by phytoplankton. \(\alpha\) is directly related to the dust-derived iron...
dissolution mostly at the surface of the model domain. Thus, this parameter is also critical for the Fe\textsubscript{d}. Other optimized parameters including the ligand concentration (C\textsubscript{ligand}) had no remarkable impacts on Fe\textsubscript{d}.

[35] As for Fe\textsubscript{p} plus Fe\textsubscript{s}, all the optimized parameters in addition to the ligand concentration have smaller effects on the concentration in ML compared to Fe\textsubscript{d}. However, w\textsubscript{FeP} is an important parameter for Fe\textsubscript{d} concentration in the upper ocean as stated in section 4.3. Thus, we will have to check this parameter when embedding the model into the OGCM.

5. Conclusion

[36] We have developed a 1-D ecosystem model consisting of 14 compartments including the iron cycle and applied it to Station A4 in the Oyashio region of the western subarctic Pacific, in order to understand the iron cycle there and investigate the model performance. Data-assimilative approach was used to constrain the parameters associated with the iron cycle. The model was able to successfully reproduce the observations and demonstrated especially the following characteristics of the seasonal variations and relationships of Fe\textsubscript{d}, silicate and nitrate in the ML: (1) The high Fe\textsubscript{d} concentration in the ML in winter is mainly due to the vertical winter mixing (entrainment), which supplies more Fe\textsubscript{d} to the ML than any other sources on an annual cycle, (2) uptake by diatoms during the spring bloom rapidly reduces Fe\textsubscript{d} concentration in the ML to near-depletion, which results in an increasing consumption ratio of silicate to nitrogenous nutrients by diatoms, causing more rapid decrease of silicate compared to nitrogenous nutrients in the ML. This shift in the consumption ratio leads to iron limitation of diatoms during the peak spring bloom, followed by silicate limitation. (3) Fe\textsubscript{d} in the ML supplied by dust dissolution and desorption from particulate iron somewhat alleviates iron limitation of phytoplankton, thereby supporting the continuous utilization of nitrate in the ML from spring to fall, even though Fe\textsubscript{d} concentration in the ML remains low.

The model also reproduces well the observed high total particulate iron concentration in the upper ocean, but the observed vertical profile of particulate iron with a maximum around 100 m depth cannot be reproduced by the present 1-D model. This apparent model deficiency seems to result in extremely slow sinking velocity and desorption rate of Fe\textsubscript{p} in the data-based optimization. We will further investigate this apparent deficiency of the present 1-D model in the near future when embedding it into the OGCM.

### Appendix A

#### A1. Nitrogen, Silicon and Iron Regulated Marine Ecosystem Model (NSI-MEM)

[37] This ecosystem model is mainly based on the NEMURO model which was previously developed and applied to the North Pacific [Yamanaka et al., 2004; Kishi et al., 2007]. In this study, we modified and extended the model in order to investigate the dynamics of bioelements, such as nitrogen, silicon and iron in the ocean.

[38] The unit used for each prognostic variable is as follows: for non-diatom small phytoplankton (PS), diatoms (PL), micro-zooplankton (ZS), meso-zooplankton (ZL), predatory zooplankton (ZP), nitrate (NO\textsubscript{3}), ammonium (NH\textsubscript{4}), small/large particulate organic nitrogen (PONs, PONL), dissolved organic nitrogen (DON) in molN l\textsuperscript{-1}, for silicate (Si(OH)\textsubscript{4}) and biogenic silica (Opal) in molSi l\textsuperscript{-1}, for dissolved iron (Fe\textsubscript{d}) and particulate iron (Fe\textsubscript{p}) in molFe l\textsuperscript{-1}. The prognostic variables are calculated as a function of time, t, and depth, z. The governing equations for nitrogen, silicon and iron fluxes except for physical terms are listed below.

\[
\begin{align*}
\frac{d[PS]}{dt} &= (PS \text{ photosynthesis}) - (PS \text{ respiration}) \\
&\quad - (PS \text{ extracellular excretion}) - (PS \text{ mortality}) \\
&\quad - (PS \text{ grazing by ZS}) - (PS \text{ grazing by ZL}) \\
\end{align*}
\] (A1)
\[
\frac{d[PL]}{dt} = (PL \text{ photosynthesis}) - (PL \text{ respiration}) \\
- (PL \text{ extracellular excretion}) - (PL \text{ mortality}) \\
- (PL \text{ grazing by ZL}) - (PL \text{ grazing by ZP}), \tag{A2}
\]

\[
\frac{d[ZS]}{dt} = (PS \text{ grazing by ZS}) - (ZS \text{ excretion}) - (ZS \text{ egestion}) \\
- (ZS \text{ mortality}) - (ZS \text{ predation by ZL}) \\
- (ZS \text{ predation by ZP}), \tag{A3}
\]

\[
\frac{d[ZL]}{dt} = (PS \text{ grazing by ZL}) + (PL \text{ grazing by ZL}) \\
+ (ZS \text{ predation by ZL}) - (ZL \text{ excretion}) \\
- (ZL \text{ egestion}) - (ZL \text{ mortality}) \\
- (ZL \text{ predation by ZP}), \tag{A4}
\]

\[
\frac{d[ZP]}{dt} = (PL \text{ grazing by ZP}) + (ZS \text{ predation by ZP}) \\
+ (ZL \text{ predation by ZP}) - (ZP \text{ excretion}) \\
- (ZP \text{ egestion}) - (ZP \text{ mortality}), \tag{A5}
\]

\[
\frac{d[NO_3]}{dt} = (\text{nitrification}) - \{(PS \text{ photosynthesis}) \\
- (PS \text{ respiration})\} \times R_{\text{newS}} - \{(PL \text{ photosynthesis}) \\
- (PL \text{ respiration})\} \times R_{\text{newL}}, \tag{A6}
\]

\[
\frac{d[NH_4]}{dt} = (ZS \text{ excretion}) + (ZL \text{ excretion}) + (ZP \text{ excretion}) \\
+ (DON \text{ remineralization}) + (PON_S \text{ remineralization}) \\
+ (PON_L \text{ remineralization}) - (\text{nitrification}) \\
- \{(PS \text{ photosynthesis}) - (PS \text{ respiration})\} \\
\times (1 - R_{\text{newS}}) - \{(PL \text{ photosynthesis}) \\
- (PL \text{ respiration})\} \times (1 - R_{\text{newL}}), \tag{A7}
\]

\[
\frac{d[PON_S]}{dt} = (PS \text{ mortality}) + 0.5(PL \text{ mortality}) + (ZS \text{ mortality}) \\
+ (ZS \text{ egestion}) - (PON_S \text{ remineralization}) \\
- (PON_S \text{ decomposition to DON}) \\
+ (PON_S \text{ settlement}) \\
+ (\text{Aggregation of DON to PON_S}) \\
- (\text{Aggregation of PON_S to PON_L}), \tag{A8}
\]

\[
\frac{d[PON_L]}{dt} = 0.5(PL \text{ mortality}) + (ZL \text{ mortality}) + (ZP \text{ mortality}) \\
+ (ZL \text{ egestion}) + (ZP \text{ egestion}) \\
- (PON_L \text{ remineralization}) \\
- (PON_L \text{ decomposition to DON}) \\
+ (PON_L \text{ settlement}) \\
+ (\text{Aggregation of DON to PON_L}) \\
+ (\text{Aggregation of PON_S to PON_L}), \tag{A9}
\]

\[
\frac{d[DON]}{dt} = (PS \text{ extracellular excretion}) \\
+ (PL \text{ extracellular excretion}) \\
+ (PON_S \text{ decomposition to DON}) \\
+ (PON_L \text{ decomposition to DON}) \\
- (\text{Aggregation of DON to PON_S}) \\
- (\text{Aggregation of DON to PON_L}) \\
- (DON \text{ remineralization}), \tag{A10}
\]

\[
\frac{d[Si(OH)_4]}{dt} = (\text{Opal dissolution}) - (\text{Opal formation}), \tag{A11}
\]

\[
\frac{d[Opal]}{dt} = (\text{Opal egestion by ZL}) + (\text{Opal egestion by ZP}) \\
+ (\text{Opal derived from PL mortality}) \\
- (\text{Opal dissolution}) - (\text{Opal settlement}), \tag{A12}
\]

\[
\frac{d[Fe_o]}{dt} = \left[\frac{d[NO_3]}{dt} + \frac{d[NH_4]}{dt}\right] \times R_{\text{fON}} + (\text{Dust dissolution}) \\
+ (Fe_p \text{ desorption}) - (Fe_o \text{ scavenging}), \tag{A13}
\]

\[
\frac{d[Fe_p]}{dt} = (\text{Fe_o \text{ scavenging}}) - (\text{Fe_p \text{ desorption}}) + (\text{Fe_p \text{ settlement}}) \\
- (\text{Fe_p \text{ burial}).} \tag{A14}
\]

### A2. Formulation of Each Source/Sink Process

[30] In the following, the model’s source minus sink (sms) equations are listed, and parameter values described below are shown in Table A1.

[40] Photosynthesis of PS is determined by temperature (T, °C), NH₄, NO₃, Fe₄ and photosynthetically active radiation (I, W m⁻²) to which solar radiation in the model is converted by multiplying by 0.45 as in Fujii et al. [2007], and is expressed as

\[
(PS \text{ photosynthesis}) = \min\left(\mu_{PS}^N, \mu_{PS}^F\right) L_{PS}(I) \exp(k_{PS}T)|PS|,
\]

where \(\mu_{PS}^N\) and \(\mu_{PS}^F\) are nitrogen (NH₄ and NO₃) and dissolved iron limited growth rates, respectively, and \(L_{PS}(I)\) is a non-dimensional light limiting factor. \(\mu_{PS}^N\) and \(\mu_{PS}^F\) are calculated based on the Optimal Uptake (OU) kinetics for nutrients proposed by Smith and Yamanaka [2007] and Smith et al. [2009] as follows:

\[
\mu_{PS}^N = \frac{V_{0,PS}[NO_3]}{V_{1,NO_3} + \frac{[NO_3]}{K_{NH_4,PS}}} \left(1 - \frac{[NH_4]}{[NH_4]_i + K_{NH_4,PS}}\right) + \frac{V_{0,PS}[NH_4]}{V_{1,NH_4} + \frac{[NH_4]}{K_{NH_4,PS}}}.
\]

\[
\mu_{PS}^F = \frac{V_{0,PS}[Fe_o]}{V_{1,Fe_o} + \frac{[Fe_o]}{K_{Fe_o,PS}}},
\]

where \(V_{0,PS}, A_{0,NO_3,PS}, A_{0,NH_4,PS}\) and \(A_{0,Fe_o,PS}\) are the potential maximum growth rate of PS, and potential maximum affinity
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Underwater Light Dissipation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light dissipation coefficient of seawater</td>
<td>$o_1$</td>
<td>0.04</td>
<td>m$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Self shading coefficient by phytoplankton</td>
<td>$o_2$</td>
<td>0.04</td>
<td>1 $\mu$molN$^{-1}$ m$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td><strong>Non-diatom Small Phytoplankton (PS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial slope of photosynthesis-irradiance curve</td>
<td>$\alpha_{PS}$</td>
<td>0.013</td>
<td>W$^{-1}$ m$^2$ day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Photoinhibition index</td>
<td>$\beta_{PS}$</td>
<td>$1.4 \times 10^{-15}$</td>
<td>W$^{-1}$ m$^2$ day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Potential maximum light-saturated photosynthetic rate</td>
<td>$P_{PS}$</td>
<td>0.4</td>
<td>day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Potential maximum growth rate at 0°C</td>
<td>$V_{PS}$</td>
<td>Opt.</td>
<td>day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Potential maximum affinity for NO$_3$</td>
<td>$A_{0,NO_{3}}$</td>
<td>0.0585</td>
<td>1 $\mu$molN$^{-1}$ s$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Temperature coefficient for photosynthetic rate</td>
<td>$k_{PS}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Mortality rate at 0°C</td>
<td>$M_{P0}$</td>
<td>0.0585</td>
<td>1 $\mu$molN$^{-1}$ day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for mortality</td>
<td>$k_{MS}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Respiration rate at 0°C</td>
<td>$R_{P0}$</td>
<td>0.03</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for respiration</td>
<td>$k_{RSL}$</td>
<td>0.0519</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Ratio of extracellular excretion to photosynthesis</td>
<td>$\gamma_{S}$</td>
<td>0.135</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Diatoms (PL)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial slope of photosynthesis-irradiance curve</td>
<td>$o_{PL}$</td>
<td>0.045</td>
<td>W$^{-1}$ m$^2$ day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Photoinhibition index</td>
<td>$\beta_{PL}$</td>
<td>$1.4 \times 10^{-15}$</td>
<td>W$^{-1}$ m$^2$ day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Potential maximum light-saturated photosynthetic rate</td>
<td>$P_{PL}$</td>
<td>1.4</td>
<td>day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Potential maximum growth rate at 0°C</td>
<td>$V_{PL}$</td>
<td>Opt.</td>
<td>day$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Potential maximum affinity for NO$_3$</td>
<td>$A_{0,NO_{3}}$</td>
<td>0.0585</td>
<td>1 $\mu$molN$^{-1}$ s$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>Temperature coefficient for photosynthetic rate</td>
<td>$k_{PL}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Mortality rate at 0°C</td>
<td>$M_{PL0}$</td>
<td>0.029</td>
<td>1 $\mu$molN$^{-1}$ day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for mortality</td>
<td>$k_{ML}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Respiration rate at 0°C</td>
<td>$R_{PL0}$</td>
<td>0.03</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for respiration</td>
<td>$k_{RL}$</td>
<td>0.0519</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Ratio of extracellular excretion to photosynthesis</td>
<td>$\gamma_{L}$</td>
<td>0.135</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Microzooplankton (ZS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum rate of grazing PS at 0°C</td>
<td>$O_{GRaS}$</td>
<td>0.4</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for grazing</td>
<td>$k_{GS}$</td>
<td>0.693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Ivlev constant</td>
<td>$\lambda_{S}$</td>
<td>1.4</td>
<td>1 $\mu$molN$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for grazing PS</td>
<td>$PS_{ZS}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Assimilation efficiency</td>
<td>$o_{ZS}$</td>
<td>0.7</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td>Growth efficiency</td>
<td>$\beta_{ZS}$</td>
<td>0.3</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td>Mortality rate at 0°C</td>
<td>$M_{ZS0}$</td>
<td>0.0585</td>
<td>1 $\mu$molN$^{-1}$ day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for mortality</td>
<td>$k_{M_{ZS}}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td><strong>Mesozooplankton (ZL)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum rate of grazing PS at 0°C</td>
<td>$O_{GRaL_{PS}}$</td>
<td>0.1</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Maximum rate of grazing PL at 0°C</td>
<td>$O_{GRaL_{PL}}$</td>
<td>0.4</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Maximum predation rate of ZS at 0°C</td>
<td>$O_{GRaL_{ZS}}$</td>
<td>0.4</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for grazing/predation</td>
<td>$k_{GL}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Ivlev constant</td>
<td>$\lambda_{L}$</td>
<td>1.4</td>
<td>1 $\mu$molN$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for grazing PS</td>
<td>$PS_{ZL}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for grazing PL</td>
<td>$PL_{ZL}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for predation of ZS</td>
<td>$ZS_{ZL}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Assimilation efficiency</td>
<td>$o_{ZL}$</td>
<td>0.7</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td>Growth efficiency</td>
<td>$\beta_{ZL}$</td>
<td>0.3</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td>Mortality rate at 0°C</td>
<td>$M_{ZL0}$</td>
<td>0.0585</td>
<td>1 $\mu$molN$^{-1}$ day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for mortality</td>
<td>$k_{M_{ZL}}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td><strong>Predatory Zooplankton (ZP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum rate of grazing PL at 0°C</td>
<td>$O_{GRaP_{PL}}$</td>
<td>0.2</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Maximum predation rate of ZS at 0°C</td>
<td>$O_{GRaP_{ZS}}$</td>
<td>0.2</td>
<td>day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Maximum predation rate of ZL at 0°C</td>
<td>$O_{GRaP_{ZL}}$</td>
<td>0.4</td>
<td>day$^{-1}$</td>
<td>2</td>
</tr>
<tr>
<td>Temperature coefficient for grazing/predation</td>
<td>$k_{GP}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Ivlev constant</td>
<td>$\lambda_{P}$</td>
<td>1.4</td>
<td>1 $\mu$molN$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for grazing PL</td>
<td>$PL_{ZP}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for predation of ZS</td>
<td>$ZS_{ZP}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Threshold value for predation of ZL</td>
<td>$ZL_{ZP}$*</td>
<td>0.043</td>
<td>$\mu$molN</td>
<td>1</td>
</tr>
<tr>
<td>Preference coefficient for PL</td>
<td>$\Psi_{PL}$</td>
<td>4.605</td>
<td>1 $\mu$molN$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Preference coefficient for ZS</td>
<td>$\Psi_{ZS}$</td>
<td>3.01</td>
<td>1 $\mu$molN$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Assimilation efficiency</td>
<td>$o_{ZP}$</td>
<td>0.7</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td>Growth efficiency</td>
<td>$\beta_{ZP}$</td>
<td>0.3</td>
<td>(Nodim)</td>
<td>1</td>
</tr>
<tr>
<td>Mortality rate at 0°C</td>
<td>$M_{ZP0}$</td>
<td>0.0585</td>
<td>1 $\mu$molN$^{-1}$ day$^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for mortality</td>
<td>$k_{M_{ZP}}$</td>
<td>0.0693</td>
<td>C$^{-1}$</td>
<td>1</td>
</tr>
</tbody>
</table>
Table A1. (continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrification</td>
<td>( V_\text{N}<em>\text{H}</em>\text{I} )</td>
<td>0.03</td>
<td>day(^{-1})</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for nitrification</td>
<td>( k_\text{NH}_\text{I} )</td>
<td>0.0693</td>
<td>°C(^{-1})</td>
<td>1</td>
</tr>
</tbody>
</table>

**Remineralization and Decomposition**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>PON(_s) sinking velocity</td>
<td>( v_{\text{PON}_s} )</td>
<td>3.0</td>
<td>m day(^{-1})</td>
<td>3</td>
</tr>
<tr>
<td>PON(_s), minimum sinking velocity</td>
<td>( w_{\text{PON}_s} )</td>
<td>Opt.</td>
<td>m day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>PON(_s), maximum sinking velocity</td>
<td>( w_{\text{max}} )</td>
<td>Opt.</td>
<td>m day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Decomposition rate of PON(_s) to DON at 0°C</td>
<td>( v_{\text{PON}_s} )</td>
<td>Opt.</td>
<td>day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Temperature coefficient for PON(_s) decomposition to DON</td>
<td>( k_{\text{PON}_s} )</td>
<td>0.0693</td>
<td>°C(^{-1})</td>
<td>1</td>
</tr>
<tr>
<td>Remineralization rate of PON(_s) at 0°C</td>
<td>( v_{\text{PAS}} )</td>
<td>Opt.</td>
<td>day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Temperature coefficient for PON(_s) remineralization</td>
<td>( k_{\text{PAS}} )</td>
<td>0.0693</td>
<td>°C(^{-1})</td>
<td>1</td>
</tr>
<tr>
<td>Remineralization rate of PON(_s) to DON at 0°C</td>
<td>( k_{\text{PON}_s} )</td>
<td>0.0693</td>
<td>°C(^{-1})</td>
<td>1</td>
</tr>
<tr>
<td>Temperature coefficient for DON(_s) decompositon to DON</td>
<td>( k_{\text{DA}_s} )</td>
<td>0.0693</td>
<td>°C(^{-1})</td>
<td>1</td>
</tr>
</tbody>
</table>

**Opal**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opal minimum sinking velocity</td>
<td>( v_{\text{min}} )</td>
<td>Opt.</td>
<td>m day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Opal maximum sinking velocity</td>
<td>( v_{\text{max}} )</td>
<td>Opt.</td>
<td>m day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Dissolution rate of Opal at 0°C</td>
<td>( v_{\text{Opal}} )</td>
<td>Opt.</td>
<td>day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Temperature coefficient for Opal decomposition</td>
<td>( k_{\text{Opal}} )</td>
<td>0.0693</td>
<td>°C(^{-1})</td>
<td>1</td>
</tr>
</tbody>
</table>

**Stoichiometric Ratio**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stoichiometry of carbon to nitrogen</td>
<td>( R_{\text{CN}} )</td>
<td>6.625</td>
<td>molC/molN</td>
<td>1</td>
</tr>
<tr>
<td>Stoichiometry of iron to nitrogen</td>
<td>( R_{\text{FeN}} )</td>
<td>Opt.</td>
<td>molFe/molN</td>
<td>5</td>
</tr>
<tr>
<td>PL stoichiometry of silicate to nitrogenous nutrients uptake in iron-replete condition</td>
<td>( R_{\text{SiN}} )</td>
<td>Opt.</td>
<td>molSi/molN</td>
<td>5</td>
</tr>
<tr>
<td>PL stoichiometry of silicate to nitrogenous nutrients uptake in iron-deficient condition</td>
<td>( R_{\text{SiNL}} )</td>
<td>Opt.</td>
<td>molSi/molN</td>
<td>5</td>
</tr>
<tr>
<td>Threshold dissolved iron value for shift in RSiNL to RSiNL</td>
<td>( \text{Fe}_{\text{SiN}} )</td>
<td>Opt.</td>
<td>nmol l(^{-1})</td>
<td>5</td>
</tr>
</tbody>
</table>

**Aggregation**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregation rate for DON to PON(_s) by shear</td>
<td>( a_{\text{DON} \rightarrow \text{PON}_s} )</td>
<td>530, 4624</td>
<td>1 ( \mu )molN(^{-1})</td>
<td>3</td>
</tr>
<tr>
<td>Aggregation rate for DON to PON(_s) by shear</td>
<td>( a_{\text{DON} \rightarrow \text{PON}_s} )</td>
<td>69562</td>
<td>1 ( \mu )molN(^{-1})</td>
<td>3</td>
</tr>
<tr>
<td>Aggregation rate for PON(_s) to DON by shear</td>
<td>( a_{\text{PON}_s \rightarrow \text{DON}} )</td>
<td>6228, 69828</td>
<td>1 ( \mu )molN(^{-1})</td>
<td>3</td>
</tr>
<tr>
<td>Aggregation rate for PON(_s) to PON(_s) by differential settlement</td>
<td>( a_{\text{PON}_s \rightarrow \text{PON}_s} )</td>
<td>0, 4.37</td>
<td>1 ( \mu )molN(^{-1}) day(^{-1})</td>
<td>3</td>
</tr>
</tbody>
</table>

**Iron**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unita</th>
<th>Sourceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron atomic weight</td>
<td>( A_{\text{Fe}} )</td>
<td>55.847</td>
<td>g mol(^{-1})</td>
<td>-</td>
</tr>
<tr>
<td>Iron content in dust</td>
<td>( c_{\text{iron}} )</td>
<td>3.5</td>
<td>%</td>
<td>6</td>
</tr>
<tr>
<td>Solubility of iron in dust at the sea surface layer</td>
<td>( f_{\text{Fe}} )</td>
<td>Opt.</td>
<td>%</td>
<td>5</td>
</tr>
<tr>
<td>Fraction of Fe(_d) not removed to sediment</td>
<td>( f_{\text{Fe}} )</td>
<td>Opt.</td>
<td>(Nodinm)</td>
<td>5</td>
</tr>
<tr>
<td>Fraction of hard dust</td>
<td>( f_{\text{hard}} )</td>
<td>0.97</td>
<td>(Nodinm)</td>
<td>4</td>
</tr>
<tr>
<td>Dissolution length scale for soft dust</td>
<td>( \delta_{\text{soft dust}} )</td>
<td>600</td>
<td>m</td>
<td>4</td>
</tr>
<tr>
<td>Dissolution length scale for hard dust</td>
<td>( \delta_{\text{hard dust}} )</td>
<td>40000</td>
<td>m</td>
<td>4</td>
</tr>
<tr>
<td>Desorption rate at 30°C</td>
<td>( \lambda_{\text{desorption}} )</td>
<td>Opt.</td>
<td>day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Slope of Arrhenius relation</td>
<td>( A_{\lambda} )</td>
<td>40000</td>
<td>K</td>
<td>4</td>
</tr>
<tr>
<td>Reference temperature for Arrhenius relation</td>
<td>( T_{\lambda} )</td>
<td>303.15</td>
<td>K</td>
<td>5</td>
</tr>
<tr>
<td>Base scavenging coefficient</td>
<td>( \lambda_{\text{base}} )</td>
<td>Opt.</td>
<td>cm(^3) ng(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Total ligand concentration</td>
<td>( c_{\text{ligand}} )</td>
<td>0.6</td>
<td>nmol l(^{-1})</td>
<td>4</td>
</tr>
<tr>
<td>Proportionality constant for scavenging of Fe(_d)</td>
<td>( \gamma_{\text{high}} )</td>
<td>Opt.</td>
<td>1 nmol l(^{-1}) day(^{-1})</td>
<td>5</td>
</tr>
<tr>
<td>Particulate iron sinking velocity</td>
<td>( v_{\text{FeP}} )</td>
<td>Opt.</td>
<td>m day(^{-1})</td>
<td>5</td>
</tr>
</tbody>
</table>

\(^{a}\)“Nodinm” means non-dimensional.

\(^{b}\)Sources noted here are as follows: 1, Yamanaka et al. [2004]; 2, Fujii et al. [2007]; 3, Aumont and Bopp [2006]; 4, Moore and Braucher [2008]; 5, this study ("Opt." means that the parameter was optimized in this study); 6, Zhu et al. [1997].

of PS for NO\(_3\), NH\(_4\) and Fe\(_d\), respectively, and \( f_{\text{AS}} \) represents the fraction of internal resources (nitrogen) allocated to the cellular surface sites of PS. For inhibition of nitrate uptake by ammonium, the parameterization of Vallina and Le Quéré [2008] is used. In this study, \( A_{\text{NO}_3,\text{PS}} \), and \( A_{\text{NH}_4,\text{PS}} \), and \( f_{\text{AS}} \) are expressed as follows:

\[
A_{\text{NH}_4,\text{PS}} = \frac{A_{\text{NO}_3,\text{PS}} K_{\text{NO}_3,\text{PS}}}{K_{\text{NH}_4,\text{PS}}},
\]

\[
A_{\text{Fe}_{\text{PS}}} = A_{\text{NO}_3,\text{PS}} \frac{K_{\text{NO}_3,\text{PS}}}{K_{\text{Fe}_{\text{PS}}}},
\]

where \( K_{\text{NO}_3,\text{PS}} \) (1.0 \( \mu \)mol l\(^{-1}\)), \( K_{\text{NH}_4,\text{PS}} \) (0.1 \( \mu \)mol l\(^{-1}\)), \( K_{\text{Fe}_{\text{PS}}} \) (0.05 nmol l\(^{-1}\)) are values of Michaelis-Menten half-saturation constants as estimated in previous studies [Yamanaka et al., 2004; Takeda et al., 2006]. Thus, the ratios of affinities for different nutrients, which determine which
nutrient will be limiting upon nutrient depletion, are kept consistent with the parameterizations of previous studies. Although with affinity-based kinetics, values of the potential maximum affinity, $A_{0_{NO,PS}}$ and $A_{0_{Fe,PS}}$ can be obtained from experimental data, just as half-saturation constants can be obtained by fits to the Michaelis-Menten equation, few estimates of affinity-based parameters exist for large-scale modeling. We therefore calculate initial estimates for potential maximum affinities based on existing estimates of Michaelis-Menten (MM) half saturation constants from previous modeling research.

$$f_{AS} = \max \left[ 1 + \frac{\max(A_{0_{NO,PS}}[NO_3], A_{0_{NH,PS}}[NH_4])}{V_{0_{PS}}}^{-1}, \left( 1 + \frac{A_{0_{Fe,PS}}[Fe]}{V_{0_{PS}}} \right)^{-1} \right]^{-1}.$$  \hspace{1cm} (A20)

Equation (A20) for $f_{AS}$ stipulates that acclimation occurs with respect to the limiting nutrient only.

For the non-dimensional light limiting factor of PS, the formula of Platt et al. [1980] is used,

$$L_f_{PS}(I) = \frac{\left( 1 - \exp \left( -\frac{\alpha_{PS} I}{\beta_{PS}} \right) \right) \exp \left( -\frac{\beta_{PS} I}{\alpha_{PS}} \right)}{(\alpha_{PS} I^{\beta_{PS} + \gamma_{PS}})(\beta_{PS} I^{\alpha_{PS} + \gamma_{PS}})^{\gamma_{PS}/\alpha_{PS}}}.$$  \hspace{1cm} (A21)

in which $\alpha_{PS}$, $\beta_{PS}$ and $P_{S,PS}$ denote initial slope of the photosynthesis-irradiance ($P-E$) curve, photoinhibition index, and potential maximum light-saturated photosynthetic rate under the prevailing condition. F-ratio of PS ($R_{newS}$) can be defined as

$$R_{newS} = \frac{\frac{V_{0_{PS}}[NO_3]}{\max(\frac{V_{0_{PS}}[NO_3]}{A_{0_{NO,PS}}}, \frac{V_{0_{PS}}[NH_4]}{A_{0_{NH,PS}}})}}{\frac{V_{0_{PS}}[NO_3]}{\max(\frac{V_{0_{PS}}[NO_3]}{A_{0_{NO,PS}}}, \frac{V_{0_{PS}}[NH_4]}{A_{0_{NH,PS}}})}} \left( 1 - \frac{[NH_4]}{[NH_4] + K_{NH,PS}} \right) + \frac{\frac{V_{0_{PS}}[NH_4]}{A_{0_{NH,PS}}}}{\frac{V_{0_{PS}}[NH_4]}{A_{0_{NH,PS}}}} \frac{\frac{V_{0_{PS}}[NO_3]}{A_{0_{NO,PS}}}}{\frac{V_{0_{PS}}[NO_3]}{A_{0_{NO,PS}}}}.$$

Photosynthesis of PL is determined as in that of PS except that PL photosynthesis is also dependent on silicate.

$$L_f_{PL}(I) = \min(\mu_{SP}, \mu_{SI}, \mu_{FE_2}, L_{newS}) L_f_{PS}(I) \cdot \exp(\max(\alpha_{PL}, T) [PL]),$$  \hspace{1cm} (A23)

where $\mu_{SP}$, $\mu_{SI}$ and $\mu_{FE_2}$ are nitrogen ($NH_4$ and $NO_3$), Si(OH)$_4$ and Fe$_2$ limited growth rates of PL, respectively, $L_f_{PL}(I)$ is a non-dimensional light limiting factor for PL. $\mu_{PL}$, $\mu_{SP}$ and $\mu_{FE_2}$ are expressed in the following.

$$\mu_{PL} = \frac{V_{0_{PL}}[NO_3]}{I_{PL}^{\frac{NO_3}{(1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}})}} + \frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}})} \left( 1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}} \right) + \frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}}}.$$  \hspace{1cm} (A24)

$$\mu_{SP} = \frac{V_{0_{PL}}[Si(OH)_4]}{I_{PL}^{\frac{Si(OH)_4}{(1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}})}} + \frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}})},$$  \hspace{1cm} (A25)

$$\mu_{Fe_2} = \frac{V_{0_{PL}}[Fe]}{I_{PL}^{\frac{Fe}{(1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}})}} + \frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}})},$$  \hspace{1cm} (A26)

where $V_{0_{PL}}, A_{0_{NO,PL}}, A_{0_{NH,PL}}, A_{0_{SI,PL}}$ and $A_{0_{Fe,PL}}$ are the potential maximum growth rate of PL, and potential maximum affinity of PL for $NO_3$, $NH_4$, Si(OH)$_4$ and Fe$_2$, respectively and $f_{AL}$ denotes the fraction of internal resources for nutrient uptake allocated to the cellular surface sites of PL. As for PL, the ratios of potential maximum affinities are set on pre-existing estimates of Michaelis-Menten half-saturation constants, $K_{NO,PL}$, $K_{NH,PL}$, $K_{Si,PL}$, $K_{Fe,PL}$ as follows:

$$A_{0_{NH,PL}} = \frac{K_{NO,PL}}{K_{NH,PL}},$$

(A27)

$$A_{0_{SI,PL}} = \frac{K_{NO,PL}}{K_{SI,PL}},$$

(A28)

$$A_{0_{Fe,PL}} = \frac{K_{NO,PL}}{K_{Fe,PL}},$$

(A29)

Equation (A30) for $f_{AL}$ stipulates that acclimation occurs with respect to the limiting nutrient only.

$$f_{AL} = \max \left[ 1 + \frac{\max(A_{0_{NO,PL}}[NO_3], A_{0_{NH,PL}}[NH_4])}{V_{0_{PL}}}^{-1}, \left( 1 + \frac{A_{0_{SI,PL}}[Si(OH)_4]}{V_{0_{PL}}} \right)^{-1}, \left( 1 + \frac{A_{0_{Fe,PL}}[Fe]}{V_{0_{PL}}} \right)^{-1} \right]^{-1}.$$  \hspace{1cm} (A30)

For the non-dimensional light limiting factor of PL, the formula of Platt et al. [1980] is also used,

$$L_f_{PL}(I) = \frac{\left( 1 - \exp \left( -\frac{\alpha_{PL} I}{\beta_{PL}} \right) \right) \exp \left( -\frac{\beta_{PL} I}{\alpha_{PL}} \right)}{(\alpha_{PL} I^{\beta_{PL} + \gamma_{PL}})(\beta_{PL} I^{\alpha_{PL} + \gamma_{PL}})^{\gamma_{PL}/\alpha_{PL}}}.$$  \hspace{1cm} (A31)

F-ratio of PL ($R_{newL}) is defined as follows:

$$R_{newL} = \frac{\frac{V_{0_{PL}}[NO_3]}{I_{PL}^{\frac{NO_3}{(1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}})}} + \frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}})}}{\frac{V_{0_{PL}}[NO_3]}{I_{PL}^{\frac{NO_3}{(1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}})}} + \frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}}}} \left( 1 - \frac{[NH_4]}{[NH_4] + K_{NH,PL}} \right) + \frac{\frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}}}}{\frac{V_{0_{PL}}[NH_4]}{I_{PL}^{\frac{NH_4}{(1 + \frac{[NH_4]}{K_{NH,PL}})}}}}.$$

(A32)

Light intensity at the depth $z$ used in equations (A21) and (A31) is represented as follows:

$$I = I_0 \exp \left( - \int_0^z \kappa dz \right),$$

(A33)

$$\kappa = \alpha_1 + \alpha_2 ([PS] + [PL]),$$  \hspace{1cm} (A34)

where $I_0$ is the irradiance at the sea surface, imposed as a boundary condition, and $\kappa$ is the light extinction coefficient. [42] The formulae used for respiration, extracellular excretion and mortality of phytoplankton, PS and PL, and
mortality of zooplankton, ZS, ZL and ZP are the same as the previous model and read:

\[ (PS \text{ respiration}) = R_{PS0} \exp(k_{PS}T) \exp(|PS|), \]
\[ (PL \text{ respiration}) = R_{PL0} \exp(k_{PL}T) \exp(|PL|), \]
\[ (PS \text{ extracellular excretion}) = \gamma_{PS} (PS \text{ photosynthesis}), \]
\[ (PL \text{ extracellular excretion}) = \gamma_{PL} (PL \text{ photosynthesis}), \]
\[ (PS \text{ mortality}) = M_{PS0} \exp(k_{MS}T) \exp(|PS|^{2}), \]
\[ (PL \text{ mortality}) = M_{PL0} \exp(k_{ML}T) \exp(|PL|^{2}), \]
\[ (ZS \text{ mortality}) = M_{ZS0} \exp(k_{MZS}T) \exp(|ZS|^{2}), \]
\[ (ZL \text{ mortality}) = M_{ZL0} \exp(k_{MZL}T) \exp(|ZL|^{2}), \]
\[ (ZP \text{ mortality}) = M_{ZP0} \exp(k_{MZP}T) \exp(|ZP|^{2}). \]

As in the previous model, grazing and predation by zooplankton are derived from the formulæ:

\[ (PS \text{ grazing by ZS}) = G_{RS0} \max \left[ 0, 1 - \exp \left( \lambda_{S} (PS - [PS]) \right) \right] \exp(k_{GS}T) \exp(|ZS|), \]
\[ (PS \text{ grazing by ZL}) = G_{RL0} \max \left[ 0, 1 - \exp \left( \lambda_{L} (PS_{ZL} - [PL]) \right) \right] \exp(k_{GL}T) \exp(|ZL|), \]
\[ (ZS \text{ predation by ZL}) = G_{MS0} \max \left[ 0, 1 - \exp \left( \lambda_{L} (ZS_{ZL} - [ZS]) \right) \right] \exp(k_{GL}T) \exp(|ZL|), \]
\[ (PL \text{ grazing by ZP}) = G_{RP0} \max \left[ 0, 1 - \exp \left( \lambda_{P} (PL - [PL]) \right) \right] \exp(-\Psi_{PL}[|ZS| + |ZL|]) \exp(k_{GP}T) \exp(|ZP|), \]
\[ (ZS \text{ predation by ZP}) = G_{MZ0} \max \left[ 0, 1 - \exp \left( \lambda_{P} (ZS_{ZP} - [ZS]) \right) \right] \exp(-\Psi_{ZS}[|ZS| + |ZL|]) \exp(k_{GP}T) \exp(|ZP|), \]
\[ (ZL \text{ predation by ZP}) = G_{MZ0} \max \left[ 0, 1 - \exp \left( \lambda_{P} (ZL_{ZP} - [ZL]) \right) \right] \exp(-\Psi_{ZL}[|ZS| + |ZL|]) \exp(k_{GP}T) \exp(|ZP|). \]

Excretion and egestion for ZS, ZL and ZP are also the same as in the previous model and read:

\[ (ZS \text{ excretion}) = (\alpha_{PS} - \beta_{PS}) (PS \text{ grazing by ZS}), \]
\[ (ZL \text{ excretion}) = (\alpha_{ZL} - \beta_{ZL}) (ZL \text{ grazing by ZP}), \]
\[ (ZP \text{ excretion}) = (\alpha_{ZP} - \beta_{ZP}) (ZL \text{ grazing by ZL}). \]
$R_{SO}$ is determined by the surrounding dissolved iron concentration because in the iron deficient condition diatoms tend to uptake the silicate and nitrate in higher Si:N ratio than that in the iron rich condition [e.g., Takeda, 1998]. That is simply formulated as follows:

$$ R_{SO} = \begin{cases} R_{SOH} ([Fe]_d \geq Fe_{SO}^*) \\ R_{SOL} ([Fe]_d < Fe_{SO}^*), \end{cases} \quad (A68) $$

The aggregation processes between DON, PON$_S$ and PON$_L$ due to turbulence and differential settling are considered based on the parameterization proposed by Aumont and Bopp [2006] as follows:

(Aggregation for DON to PON$_S$) $= \phi_1^{DON}sh[DON]^2$ $+ \phi_2^{DON}sh[DON][PON_S]$, \quad (A69)

$$ (\text{Dust dissolution}) = \begin{cases} 0.01\alpha F_{0, Fe_dust}/\Delta z - \left( \frac{\partial F_{Fe_{soft_dust}}}{\partial z} + \frac{\partial F_{Fe_{hard_dust}}}{\partial z} \right) & (\text{top} \rightarrow \text{most layer}) \\ (\text{elsewhere}), \end{cases} \quad (A76) $$

In (A69) to (A71), sh depicts the shear rate which was set at 1 s$^{-1}$ in the mixed layer and at 0.01 s$^{-1}$ elsewhere. \[44\] The sinking speed of particles is described as follows:

(PON$_S$ settlement) $= -w_{PON_S}$ $\frac{\partial [PON_S]}{\partial z}$, \quad (A72)

(PON$_L$ settlement) $= -\frac{\partial [PON_L]}{\partial z}$, \quad (A73)

(Opal settlement) $= -\frac{\partial [\text{Opal}]}{\partial z}$, \quad (A74)

$$ (\text{Fe$_d$ scavenging}) = \begin{cases} f_{Fe_d} \lambda_{scav} (F_{POC} + F_{dust}) [Fe_d] & ([Fe_d] < C_{ligand}(0.6nM)) \\ f_{Fe_d} \left( \lambda_{scav} (F_{POC} + F_{dust}) [Fe_d] + \gamma_{high} ([Fe_d] - C_{ligand}) \right) & ([Fe_d] \geq C_{ligand}(0.6nM)), \end{cases} \quad (A79) $$

$$ (\text{Fe$_d$ burial}) = \begin{cases} (1 - f_{Fe_d}) \lambda_{scav} (F_{POC} + F_{dust}) [Fe_d] & ([Fe_d] < C_{ligand}(0.6nM)) \\ (1 - f_{Fe_d}) \left( \lambda_{scav} (F_{POC} + F_{dust}) [Fe_d] + \gamma_{high} ([Fe_d] - C_{ligand}) \right) & ([Fe_d] \geq C_{ligand}(0.6nM)), \end{cases} \quad (A80) $$

The sinking speed of PON$_L$, $w_{PON_L}$, increases with depth as in Aumont and Bopp [2006] and reads:

$$ w_{PON_L} = w_{min} + \left( w_{max} - w_{min} \right) \times \frac{(z - z_{MLD})}{2000}. \quad (A75) $$

where $z_{MLD}$ is the depth of the mixed layer. So far, the sinking rate of Opal ($w_{Opal}$) is the same as that of PON$_L$, and thus Opal settles at the same sinking speed as PON$_L$.

[45] The formulae used for Fe$_d$ and Fe$_{SO}$ are basically derived from the parameterization of Moore et al. [2004] and Moore and Braucher [2008]. In terms of Fe$_p$ desorption, we considered Arhenius type temperature dependency. The settlement of Fe$_p$ differs from the previous researches treating that as instantaneously sinking matter. However, dust is treated as instantaneously sinking matter as in the previous researches.

Dust is also treated as above in the model to reduce the computational cost of running the model, but the dust flux at a given depth is involved in the below scavenging process. \[46\] The scavenging of Fe$_d$, desorption and settlement of Fe$_p$ are formulated as follows:
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\[
\begin{align*}
\text{Fe}_p \text{desorption} &= \lambda_{\text{desorption}} \exp\left\{-A_E \left(\frac{1}{T} - \frac{1}{T_{\text{ref}}}\right)\right\} \left[F_e\right], \\
\text{Fe}_p \text{settlement} &= -w_{\text{Fe}_p} \frac{\partial\left[F_e\right]}{\partial z}.
\end{align*}
\]

In A79 and A80, \(F_{\text{POC}}\) and \(F_{\text{dust}}\) represent the fluxes of POC and dust at a given depth, respectively, and \(C_{\text{ligand}}\) is the prescribed total ligand concentration (0.6nM). \(F_{\text{POC}}\) is converted from PON flux with \(R_{\text{CN}}\).

**Appendix B**

According to section 3.1, we performed an additional simulation to confirm if the difference in seasonality of dust forcing can affect the biogeochemistry in the upper ocean or not. The difference between the new dust forcing and control one is whether there is the dust flux peak in fall or spring. As a result, there is not much difference in the result of simulated biogeochemical components, such as net primary production (NPP), nutrients and dissolved (Fe\(_d\)) and particulate iron between the additional and control ones (the results of NPP and Fe\(_d\) for each simulation shown in Figure B1 with each dust forcing). The reason behind that seems to be as follows:

1. In spring, a plentiful Fe\(_d\) supplied to the mixed layer during winter by the vertical mixing still remains unused, and the Fe\(_d\) makes the contribution of dust-derived iron to the surface Fe\(_d\) concentration small (Figure 6).
2. In fall, phytoplankton is limited by not Fe\(_d\) but nitrogenous nutrients (Figure 5), and dust-derived iron has little impact on the surface biogeochemistry.

![Figure B1. Comparisons between the simulated results with the control dust forcing and that of which seasonality was changed. (a) Dust forcing (g m\(^{-2}\) d\(^{-1}\)), (b) net primary production, and (c) dissolved iron averaged in the mixed layer. In Figure B1a, line in red represents the new dust forcing of which seasonal variation is changed from that in the control case (line in black). As for the new dust forcing, the annual load of dust deposition is kept at the same one as the control case. In Figures B1b and B1c, lines in red represent the results with the new dust forcing and those in black denote the control case results.](image-url)
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