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The research on reflectance distributions in computer-generated holograms (CGHs) is particularly sparse, and the textures of materials are not expressed. Thus, we propose a method for calculating reflectance distributions in CGHs that uses the finite-difference time-domain method. In this method, reflected light from an uneven surface made on a computer is analyzed by finite-difference time-domain simulation, and the reflected light distribution is applied to the CGH as an object light. We report the relations between the surface roughness of the objects and the reflectance distributions, and show that the reflectance distributions are given to CGHs by imaging simulation. © 2011 Optical Society of America

OCIS codes: 090.0090, 090.1760.

1. Introduction

A computer-generated hologram (CGH) is a technique for displaying ideal three-dimensional (3D) images. CGHs are made by simulating the diffusion, diffraction, and interference of light waves from virtual objects created on a computer. One advantage over normal holography is that the recorded object need not exist. Thus, making a hologram that records virtual objects is possible. In making a normal hologram, extensive equipment, such as optical systems and a darkroom, are needed for the recording. Thus, enormous time and effort are required, and risk is involved. It is possible to make a CGH by printing the interference pattern to film or displaying it in a spatial light modulator.

A CGH is one of several 3D display techniques, but there are some problems because a CGH deals with 3D objects and calculation in the optical range. In particular, enormous computation time and a lack of rendering techniques to display images of a quality similar to that in the field of computer graphics (CG) are major issues. To decrease the calculation time, many methods have been proposed. For example, there are fast calculation methods using a graphics processing unit or a special-purpose computer [1,2]. Fast calculation algorithms, such as a method that uses a lookup table, and a technique that uses 3D Affine transforms of basic object light have also been reported [3,4].

Research on rendering techniques to display realistic images have also been reported. A method of hidden-surface removal to deal with invisible parts of an object by crossing among objects has been described [5]. A method of shading the object and mapping that expresses patterns by pasting images to the object surface was proposed in [6]. Objects constructed of polygons have the problem that an object surface becomes angular unless patches become sufficiently small. Thus a smooth shading in which a patch is expressed as a curved surface has been proposed [7]. So methods for expressing hidden-surface removal, shading, smooth shading, and texture mapping have already been developed.
However, research on reflectance distributions to express each material of object surfaces or surface roughness are scarce. The texture of a surface appears like plaster with the conventional method. In the field of CG, the texture of an object is expressed by selecting a reflection model that is suitable for each material and making luminance distributions. In CGHs, expressing complex reflectance distributions is difficult because phase information is needed in addition to luminance. To calculate the reflection of a light wave accurately, it is necessary to consider the reflection from a complex surface structure. The appearance of multiple reflections on a surface structure is a considerable problem.

Thus, we propose a calculation method to add reflectance distributions for CGHs by using a finite-difference time-domain (FDTD) method. The FDTD method is an electromagnetic field analysis method that analyzes accurately the reflection of light waves from a surface structure [8]. This paper describes a method in which reflected light obtained by FDTD is used as a surface function in CGHs. It is confirmed that a surface structure made on a computer gives a result similar to actual objects by comparing the specular reflectance. The result of imaging simulations confirms that various reflectance distributions are given at some surface roughness.

2. Calculation Method of CGHs

Here, we describe the process of making a CGH. When a CGH is made, the creation of virtual objects, propagation of the object light, addition of the reference light, and calculation of the interference pattern are carried out on a computer.

There are two methods to make a virtual object on the computer. One is the point light method [9]. Virtual objects are defined as aggregates of a point light source, and then propagation of light waves is calculated from each point light source to a hologram plane. Although it is advantageous for making arbitrary object shapes, there are problems, such as the enormous computation time and difficulty of dealing with reflections on the object surface.

Another method composes the object surfaces by using planes called patches. It takes a shorter computation time than the point light method by making objects with a patch model. It is also easy to consider reflectance distributions because object surfaces are treated as a plane. Hence, we selected a modeling method using a patch model for this study.

There are some propagation methods for light waves from virtual objects. Fresnel transform and Fraunhofer transform method using fast Fourier transform (FFT) calculate the fast propagation of light waves. In these methods, there are approximation errors and restrictions of the propagation distance because the approximation is used to determine the distance between planes. The angular spectrum (AS) method is another well-known calculation method [10]. A calculation method to correspond to propagation between inclination planes and to counteract the restriction of the propagation distance in the AS method has been proposed [11,12].

The two methods described above cannot calculate the propagation if the sampling pitch between planes is different. We need a method that propagates reflected light distributions obtained by FDTD analysis for this study. The sampling pitches of reflected light from FDTD analysis are far smaller than current output devices. Thus, we use the shifted-Fresnel method, which calculates the propagation between planes having different sampling pitches [13]. This method also calculates propagations between off-axis planes.

The shifted-Fresnel method is an extension of the calculation method using Fresnel transform. The coordinates on the bottom-left corner of the object plane and the hologram plane are, respectively, assumed to be \((x_0, y_0)\) and \((x'_0, y'_0)\), and the sampling pitches are \((\Delta x, \Delta y)\) and \((\Delta x', \Delta y')\), as shown in Fig. 1. The hologram plane \(x'-y'\) is located away from the object plane \(x-y\), and shifts horizontally. The coordinates of each plane are defined by the following equations:

\[
x_m = x_0 + m\Delta x, \quad y_n = y_0 + n\Delta y, \quad (1)
\]

\[
x'_p = x'_0 + p\Delta x', \quad y'_q = y'_0 + q\Delta y'. \quad (2)
\]

Here, \((m,n)\) and \((p,q)\) are, respectively, the index of pixels of an object plane and a hologram plane. The Fresnel transform is discretized by using Eqs. (1) and (2). The light distribution of hologram plane \(d\) away from the object plane is calculated using the following equation:

\[
U_d(m,n) = (i\lambda d)^{-1} \exp(ikd) \exp[i\pi(x_m^2 + y_n^2)/\lambda d] \nonumber \\
\cdot \exp[-i2\pi(x'_p m\Delta x + y'_q n\Delta y)/\lambda d] \nonumber \\
\times \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} (u(p,q) \exp[i\pi(x'_p x_0^2 + y'_q y_0^2)/\lambda d]) \nonumber \\
\cdot \exp[-i2\pi(x'_p x_0 + y'_q y_0)/\lambda d] \nonumber \\
\cdot \exp[-i2\pi(\Delta x' \Delta x pm + \Delta y' \Delta y qn)]/\lambda d). \quad (3)
\]

Here, \(\lambda\) is the wavelength, and \(P\) and \(Q\) are, respectively, the number of pixels on each side of the object plane. This method is restricted in that the number

![Fig. 1. Shifted-Fresnel diffraction geometry.](image-url)
of pixels in the object plane and hologram plane must be the same.

Equation (3) is transformed into the form of a convolution. A discrete convolution that uses three FFTs can be computed by applying the convolution theorem.

Finally, hologram data are calculated from the interference pattern by adding reference light to the light distribution of the hologram plane. The hologram is generated by outputting the hologram data to a device such as a SLM or sensitive materials.

3. Reflectance Distributions

3.A. Reflectance Distributions

In this section, we explain reflectance distributions before describing our proposed method. Reflectance distributions are features that express how the light is reflected when light from a light source enters an object surface. Thus, reflectance distributions indicate the distributions of luminance on an object surface and express the textures and materials of objects. Characteristics of reflectance distributions are divided into diffuse and specular reflections.

A diffuse reflection and a specular reflection are, respectively, shown in Figs. 2(a) and (b). In Fig. 2(a), a ray from the light source diffuses at random on an object surface. The intensity distributions of the reflected light form a semicircle having a constant strength that centers on the incident point. In contrast, in a specular reflection, the reflected light advances in a constant direction toward wherever the incident light reflects. Therefore, the reflectance distributions of specular reflection tend to increase in a specular direction [Fig. 2(b)].

3.B. Conventional Method

In CGH, reflectance distributions are expressed by adding distributions of phase differences to complex amplitude distributions of object surfaces. When there is no phase difference, reflectance distributions become a perfect specular reflection because reflected light advances in a constant direction. This causes some problems. The edges of an object surface are very bright and prevent observers from seeing the object and, thus, only part of an object can be seen.

To diffuse the light wave of an object, a method is used that mainly adds white noise to light waves of object surfaces as distributions of phase differences [14]. In this method, a light wave of an object surface advances in any direction and reflectance distributions become a perfect diffuse reflection.

Other reflectance distributions can be created by controlling the ratio of specular and diffuse values [15, 16]. In the field of CG, there are reflection models that formulate the specular reflection and the diffuse reflection. Methods that apply these reflection models to CGH have been proposed. In [15], the Cook–Torrance model is selected as a reflection model. The reflectance distributions are given by convolving the objective reflection with the propagation function. This method expresses the reflections only for metallic material because the Cook–Torrance model is suited for metallic objects.

Another method that uses the Torrance–Sparrow model and the Blinn model has been proposed [16]. In these reflection models, the object surface is assumed to be aggregate of microfacets, and the reflection is calculated by using geometric optics.

However, it is difficult for these methods to express complicated reflections, such as multiple reflections on a complex surface structure, subsurface scattering, shadowing, and masking. Moreover, differences of material, such as metal, plastic, wood, and glass, cannot be expressed. Therefore, we propose a method for calculating reflectance distributions by obtaining reflected light from FDTD analysis.

4. Proposed Method

The proposed method creates a CGH by the following process.

1. Make the surface structures of the object on a computer.
2. Analyze the electromagnetic field in the analysis area by the FDTD method, and obtain the distribution of reflected light.
3. Propagate the distributions of reflected light obtained by FDTD analysis to the hologram plane by the shifted-Fresnel method.

This method has some advantages. By using FDTD, our method enables reflections from any material and shape to be analyzed. Furthermore, multiple reflections on a complex surface structure, subsurface scattering, shadowing, and masking are computable. In addition, when another object is used, recalculation of the reflected light is unnecessary because it is possible to preserve reflected light obtained by the FDTD analysis. Moreover, it is easy to control the scattering angle by changing the
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The detailed flow of the proposed method is described in the following subsections.

4.A. Making the Surface Structure

First, the surface structure of the object is made on a computer before FDTD analysis. We used two construction methods. One computationally makes a surface structure that has similar roughness to the actual object in consideration of surface roughness. The other method does modeling on a computer by using surface structure data obtained by atomic force measurement (AFM) of actual objects in order to compare with a surface roughness made by a former method.

4.A.1. Making the Surface Structure Considering Surface Roughness

When the structure of a surface is made, parameters of surface roughness established by ISO 4278 are used to obtain comparable roughness to the actual object. The basic parameters are the maximum height of the surface $R_y$, the average length of the periodic structure $R_a$, and the average value of roughness $R_{Sm}$ (Fig. 3). When the roughness curve is $f(x)$, each parameter is defined by the following equations:

$$R_y = \max(f(x)) - \min(f(x)),$$

$$R_a = \frac{1}{l} \int_0^l |f(x)| dx,$$

$$R_{Sm} = \frac{1}{m} \sum_{i=1}^m X_{si}.$$

Therefore, the curved surface of the object $F(x,y)$ is expressed by the following equation that combines the sine curves:

$$F(x,y) = A(x,y) \cdot R_y \cdot \sin\left(\frac{2\pi R_{Sm} x}{R_{Sm}}\right) \sin\left(\frac{2\pi R_{Sm} y}{R_{Sm}}\right).$$

Here, $A(x,y)$ give the amplitude irregular values to prevent the amplitude of a surface structure from having a constant value. $A(x,y)$ are assigned to each periodic unevenness, and have uniformly values of 0 to 1. Then, the average length of periodic structure $R_a$ becomes $R_y/4$. One example of the surface structure made by Eq. (7) is shown in Fig. 4.


Actual object surfaces are measured by AFM to make surface structures for comparison with Subsection 4.A.1. AFM is a kind of scanning probe microscope that obtains the surface structure by detecting the atomic force between the sample and the probe. The minute asperity of a surface structure is measured because the spatial resolution of an AFM is in the nano domain. We prepared three kinds of samples; iron, copper, and aluminum (Fig. 5). They were polished with sandpaper in advance to have varying roughness.

Figure 6 shows 3D images of surface structures measured by AFM. The average values of roughness $R_a$ gauged by AFM are in the captions. The figures confirm that the object surface has a complex structure that influences the reflection.

4.B. FDTD Analysis

Next, we discuss how to apply the FDTD method to CGH. Ideally, the light wave distributions on the hologram plane would be calculated more accurately by propagating the light from whole objects to the hologram plane with the FDTD method. However, this is not practical because enormous amounts of memory and computation time are necessary. It is thus necessary to consider how to choose an analysis area that is appropriate for a CGH.

The FDTD method is effective at analyzing the scattering problem for a minute structure. When free-space propagation of reflected light to a distant hologram plane is calculated after light reflects on the object surface, there is no advantage in the calculation cost compared with other methods. Therefore, we analyzed only the neighborhood of a surface in this study and obtained the reflected light near the surface as the light distribution of an object surface.
However, the necessary memory and computation time become huge if reflection on the whole reflection plane is analyzed using the FDTD method, even if the depth of the analysis area is shortened. A part of the object surface structure is taken, and the FDTD analysis is done by directing the incident light perpendicular to the surface, as shown in Fig. 7. In this paper, the continuous wave shown by the following equation is used because only an analysis of the single wavelength is necessary:

\[ y(n \cdot \Delta t) = C \sin(2\pi f \Delta t n). \]  

Here, \( C \) is amplitude, \( f \) is frequency, \( \Delta t \) is the width of the time step, and \( n \) denotes the number of time steps.

Incident light is entered perpendicularly to the object surface from the \( z \) direction. Walls made of a perfect conductor are set at boundary planes in the \( x \) and \( y \) directions of the analysis area. If there are no perfect conductor walls, the scattering phenomenon becomes free-space propagation, and reflected light goes out of the boundary plane. Thus, when the patches of reflected light obtained by FDTD analysis are lined up to make a large surface, the reflected light does not reach the adjoined patches, as shown in Fig. 8(a). This leads to the problem that only the center of the light distribution tends to become strong. Reflection occurs on the boundary planes when walls made of a perfect conductor are set on the boundary planes, as shown in Fig. 8(b). The reflected light at perfect conductor walls is treated as an artificial diffuse light from outside of the boundary.

The parameters of the FDTD analysis are shown in Table 1. Although the cell size is \( 0.05 \mu m \), it is necessary to model with the smaller cell in order to express fine structures on the surface correctly. So we used a local subgridding method that divides specified cells into smaller cells [17]. In this paper, fine structures are expressed by dividing the cell that contains the object surface. The size of divided cells is \( 0.005 \mu m \). The wavelength of light passing through a medium generally becomes shorter than in vacuum. So cell size inside the material must be smaller. However, in optical frequencies, the skin depths of the materials that we used are very low. Therefore, the area into which light invades is calculated only in divided cells near the object surface by the local subgridding method. In this analysis, only the scattered waves are required. It is necessary to subtract the incident electromagnetic field from calculation results. Then we conducted the FDTD analysis for the scattered field that calculates directly the scattered field. And here, the calculation time is the mean time until the reflection phenomenon reaches the stationary state. The reflection phenomenon shows various behaviors as surface roughness becomes deep and complicated, and the calculation time until obtaining a light wave in the stationary state lengthens.

4.C. Calculation of Hologram Data

In this study, the reflected light distributions obtained by FDTD analysis were stored in the database once. Reflected light distributions are treated as light waves on an object surface. When a large object is made in a virtual space for CGH, the reflected light
distributions are lined up along an object surface. The light wave of a large object at a hologram plane is calculated by conducting propagation from each patch that composes the large object to a hologram plane. This propagation process is conducted by the shifted-Fresnel method described in Section 2. The sampling pitches of reflected light distributions obtained by FDTD analysis are far smaller than the output devices. The shifted-Fresnel method obtains only light wave distributions of coarse resolution of a specific direction. So the computation time is comparatively short. Objects made of various materials are expressed in a CGH by preserving the reflected light distributions of the various materials and surface structures beforehand.

5. Experiment

5.A. Computer Simulation

We first conducted computer simulations to confirm whether the reflectance distributions obtained by the proposed method express the differences of materials and surface roughness. In this experiment, the reflected light of small patch was propagated to a hologram plane 1 cm away (Fig. 9). Then the specular reflectance that indicates how much light propagates in the specular direction is calculated. The specular reflectance is given by the following equation:

\[ R = \sum_{x} \sum_{y} \frac{|u(x',y')|^{2}}{I_{0}(x,y)}. \]  

(9)

Table 1. Setup Parameters for FDTD Analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells (x,y,z)</td>
<td>800 × 800 × 200 [cells]</td>
</tr>
<tr>
<td>Cell size</td>
<td>0.05 [μm]</td>
</tr>
<tr>
<td>Real size of analysis area</td>
<td>40 × 40 × 10 [μm]</td>
</tr>
<tr>
<td>Calculation time</td>
<td>9 [h]</td>
</tr>
</tbody>
</table>

Here, \( I_{0}(x,y) \) is the light-wave intensity of the incident light in the FDTD analysis. The experiment parameters are shown in Table 2. To make the surface structures, we used the two methods described in Subsections 4.A.1 and 4.A.2.


Here, specular reflectances of surface structures made by the method described in Subsection 4.A.1 are investigated. Four kinds of materials are used: a perfect conductor, copper, iron, and black lead.

The relation between the specular reflectance of each material and the surface roughness \( R_a \) is shown in Fig. 10. In Fig. 10(a), the specular reflectance of the perfect conductor, copper, and iron are shown, and that of black lead is shown in Fig. 10(b). These graphs confirm that the specular reflectance of any material decreases as surface roughness increases. This is because light has a wider scatter angle as the surface becomes rougher, so the light wave does not fully reach to the hologram plane.

The specular reflectance of copper is confirmed to be similar to that of a perfect conductor from Fig. 10(a). This is because the electrical characteristics of copper in the wavelength used for the experiment are very near those of the perfect conductor. The specular reflectance of iron is lower than those of copper and the perfect conductor for all surface roughness. Regardless of surface roughness, the optical absorptance of iron is high compared with other metals, so iron has a semidull luster.

Figure 10(b) shows the specular reflectance of black lead; the scale interval of the ordinate axis is different from Fig. 10(a). The specular reflectance of black lead also decreases as the surface roughness increases. However, reconstructed images are not observed because the optical absorptance of black lead is very high. From these results, the differences between magnetic material and a dielectric substance that cannot be expressed by the conventional method are shown to be expressible by our method.

5.A.2. Surface Structure Measured by AFM

Specular reflectances of surface structures measured by AFM are shown in Fig. 11. These graphs confirm
that the specular reflectance decreases as the surface roughness increases, as in Subsection 5.A.1.

Theoretical values of normal incidence reflectivity to a mirror surface are 97.5% (copper), 91.2% (aluminum), and 56.3% (iron) at the wavelength, and are shown in Fig. 11 by the cross marks. Approximate curves of the exponent function were added to these graphs. The y intercepts of the approximate curves are reflectivities of a perfect specular surface. Each y intercept in Fig. 11 is nearly equal to the theoretical values. Therefore, variation of the specular reflectance due to differences of materials is expressed by the proposed method.

To compare specular reflectances of a surface structure measured by AFM and made by Eq. 7, both the specular reflectances of copper and iron produced by each method are shown in Fig. 12. According to Fig. 12, it is confirmed that a surface structure made by Eq. 7 makes a result similar to that of a surface structure measured by AFM. However, the specular reflectances by AFM are a little bit lower than those by Eq. 7. It is presumed that the scatter angle becomes wider due to the minute surface structure that Eq. 7 cannot express.

5.B. Imaging Simulation

We confirmed that, with the proposed method, it is possible to give reflectance distributions for a hologram by observing the 3D images of the imaging simulation. In this experiment, the reflected light distributions are applied to the cylindrical model shown in Fig. 13(a), and the light waves of the object are propagated to the hologram plane. Parameters of this experiment are shown in Table 3. A surface structure of copper measured by AFM is used.

Figure 13(b) is an image where the reflectance distribution of the perfect diffuse reflection by the conventional method was added by using the random phase method. Thus, the whole image shows the same luminance. Figures 13(c) and 13(d) have reflectance distributions from different surface roughness.

Table 2. Setup Parameters for Computer Simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object size</td>
<td>200 x 200 [μm]</td>
</tr>
<tr>
<td>Number of pixels</td>
<td>4096 x 4096 [pixels]</td>
</tr>
<tr>
<td>Input sampling pitch</td>
<td>0.05 x 0.05 [μm]</td>
</tr>
<tr>
<td>Output sampling pitch</td>
<td>0.05 x 0.05 [μm]</td>
</tr>
<tr>
<td>Wavelength</td>
<td>632 [nm]</td>
</tr>
<tr>
<td>Propagation distance</td>
<td>0.01 [m]</td>
</tr>
</tbody>
</table>

Fig. 10. (Color online) Specular reflectance.

Fig. 11. (Color online) Specular reflectance using surface structures made by the AFM measurement.
Both sides of the cylinder are faded compared to Fig. 13(b). This is because the scatter angle from a minute uneven surface is narrow, so the object light does not reach angular directions. The results in Subsection 5.A show that, the rougher the surface structure, the wider the scatter angle. Therefore, wider areas of the object can be seen in Fig. 13(c) than in Fig. 13(d). These results show that the differences of reflectance distributions caused by surface roughness are expressed.

6. Conclusion

We proposed a calculation method for CGHs using the FDTD method in consideration of surface roughness in order to add several reflectance distributions for each material and surface roughness to a CGH. In this method, several reflected light distributions from materials and surface structures were obtained using the FDTD method.

In a computer simulation of specular reflectance, the relations between surface roughness and specular reflectance for each material were calculated. The results showed that the differences of materials, such as dielectric and magnetic materials, not only to metallic objects, can be expressed by the proposed method. Moreover, it was confirmed that the results of surface structures made on a computer were similar to those of actual objects. Therefore, we succeeded in expressing the variation of reflectance distributions caused by differing surface roughness and materials.

In the future, the direction of incident light in the FDTD analysis should be considered. Now, our method deals with only incident light vertical to the object surface. However, when 3D models are generated, the position relation between the light source and the surface changes according to the patches of the object. Hence, a calculation method that obtains the reflected light distributions in consideration of the direction of the incident light is needed.

A calculation for displaying colors is also necessary for clearly expressing the difference of materials. The reflectivity of copper is as high as that of aluminum in the red wavelength range. However, the specular reflectance of copper decreases more rapidly in the long-wavelength side than in the red wavelength. Because there are many dispersive media that change depending on wavelength, we expect that the reality of 3D images will be improved by expressing the reflectivity of each wavelength.
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