Computer generated hologram with characteristics of reflection: reflectance distributions and reflected images
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This paper proposes a new computer generated hologram (CGH) method that considers the reflectance distribution on object surfaces and reflected images. The reflectance distributions are generated from phase differences determined by the shape of the object surface, which is constructed by using the Blinn and Torrance–Sparrow reflection models. Moreover, the reflected images are adapted when they are mapped onto metallic objects such as mirrors. Incorporating these two characteristics of reflection means that CGHs can express metallic objects realistically. Computer simulations and computational and optical reconstructed experiments were carried out. These results show the potential of the proposed method for showing metallic objects. © 2009 Optical Society of America
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1. Introduction

The computer generated hologram (CGH) [1] is a three-dimensional technology that can reduce the cost of generating holograms. CGHs generate hologram data by using computer simulations of optical diffraction, reflection, propagation, and interference. It embodies the principle of holography, and it can produce three-dimensional reconstructed images as in optical holography and can reconstruct virtual objects generated by computer. The holograms are generated by outputting the hologram data on some kind of display. Therefore, a CGH would be an easy way to generate holograms and reconstruct three-dimensional images.

However, a lot of problems have to be overcome in order to create three-dimensional displays based on CGHs. The cost of calculating the hologram data and the poor appearance of the reconstructed images are serious issues. Many studies have tried to reduce the calculation cost. These include fast calculation methods based on parallel computing using several PCs or CPUs, graphics processing units, and other hardware [2–4]. The methods can work in real time, and they can generate CGHs or make three-dimensional holo-TV images.

On the other hand, only a few studies have attempted to improve the appearance of the reconstructed images. There are a number of computer graphics (CG) rendering techniques that can improve the appearance of displayed objects. For example, hidden surface (or line) removal is used to show occlusions between objects whose depths are different, and shading and shadowing are used to give natural luminance to three-dimensional objects. These rendering techniques can make CG models seem like real-world objects.

Some CGH researchers have used rendering to improve the appearance of reconstructed images [5], however, there has not been much research on how an object’s material affects its appearance. The methods in [6–9] express various reflectance distributions, however, the incident light is limited to plane waves. If the incident light is not a plane wave or has various
directions, which happens when there are background reflections, the reflectance distributions have to be calculated for each direction of incident light. Moreover, the above methods cannot express images reflected in a metallic or a mirror surface. Reflected images are needed to express complex natural scenes, and they should include background reflections. Background reflections can be calculated from the light from another object surface that is incident at various angles on the object surface. Thus, new approaches are needed to deal with reflectance distributions and reflected images.

The objective in our study is to express complex objects that have reflectance distributions and reflected images. The reflectance distribution is not limited by the angle of the incident light. We generate the reflectance distribution only according to the shape of the object surface, and we can reconstruct images that have reflectance distributions and reflections by using a virtual image.

To improve the quality of reconstructed images, we propose CGH algorithms that take into consideration reflection, i.e., reflectance distributions and reflected images. The reflectance distributions are based on the Blinn and Torrance–Sparrow reflection models in CG. We adapt these models to CGH calculations by using the phase differences of reflected light on many microfacets composing the object surface. Moreover, we adapt the reflected images to the surface by symmetric positioning of the target object and mirror. We evaluated the reflectance distributions and reflected images created by our algorithms in computer simulations and computational and optical reconstructed experiments.

2. Calculation of Hologram Data
Light in a CGH is considered to be a wave, so it is defined as a complex amplitude distribution. The complex amplitude distribution includes amplitude and phase values. Amplitude values mean the intensity of the light, and phase values mean the direction of the light. The hologram data are calculated from these two values.

The point light source method [10] and angular spectrum method [11] are well-known CGH calculation methods. The point light source method defines an object as a set of point light sources. The fringe pattern is calculated by superposing spherical waves at each point light source.

The angular spectrum method defines an object as a set of planar patches or images. Nonplanar objects are expressed by superposing planar patches. The object in this method is like a patch modeled object in CG, and the fringe pattern is calculated by superposing the propagation of the angular spectrum of the planar patches. Thus, the definition of objects in the angular spectrum method is more complex than in the point light source method. However, the number of point lights composing an object is generally larger than the number of planar patches. Furthermore, the angular spectrum method uses a fast Fourier transform (FFT) to propagate each planar patch and consequently is faster than the point light method. Thus, we decided to calculate the hologram data by using the angular spectrum method.

Let us discuss the CGH calculation by referring to the basic coordinate system shown in Fig. 1. The hologram data are calculated for light propagating between the object and the hologram planes. For the input image, the complex amplitude distribution on the object plane, \( g_I(\xi, \eta) \), is initialized by

\[
g_I(\xi, \eta) = A(\xi, \eta),
\]

where \( \xi \) and \( \eta \) are the coordinate axis on the object plane and \( A(\xi, \eta) \) is the luminance of the image.

To calculate the reflection on the object surface, phase differences are added to the phase. The complex amplitude distribution after adding these phase differences, \( g_R(\xi, \eta) \), is

\[
g_R(\xi, \eta) = g_I(\xi, \eta) \exp[-j\phi(\xi, \eta)],
\]

where \( j \) denotes an imaginary number and \( \phi(\xi, \eta) \) are the phase differences on the object surface.

The complex amplitude distribution on the hologram plane, \( u(x, y) \), is calculated from the propagation of the reflected light from the object plane to the hologram plane. The propagation is calculated with FFT and inverse FFT [11], and the hologram data are calculated from the interference with the reference light on the hologram plane. The holograms are generated by outputting the hologram data on some sort of display device. The holograms can reconstruct images of three-dimensional objects.

3. Expression of Reflectance Distribution
The rendered images of a modeled object should vary according to its material. The difference in their appearances is due to differences in reflections on their surfaces. The intensity distributions of reflected light on object surfaces have very complex shapes, and the reflectance distributions are also very complex. For simplicity, the reflectance distribution in CG is defined as a synthesis of two reflections: specular reflection and diffuse reflection. Figure 2 shows

![Fig. 1. Basic coordinate system.](image)
The reflectance distributions of (a) specular reflection and (b) diffuse reflection. In specular reflection, the reflected light on the object surface travels in a specular direction determined by the angle of the incident light and tilt angle of the object surface. Thus, an observer can see only part of the object because only part of the reflected light reaches the eye. On the other hand, in diffuse reflection, the incident light reflects in various directions off the object surface. Thus, the luminances for every reflection angle are the same, and an observer can see the whole object.

In CG, various materials can be expressed by controlling the ratio of these two reflections. The rendering methods for controlling reflections include the Phong reflection model [12], Blinn reflection model [13], Torrance–Sparrow reflection model [14], and Cook–Torrance reflection model [15].

A. Conventional Methods

As mentioned in Section 2, the reflectance distribution on the object surface can be calculated by adding phase differences to phase values. When the phase differences are 0.0, the incident light reflects specularly on the object surface. Therefore, its reflectance distribution is a perfect specular reflection. This causes some problems. The edges of the object surface are very bright, and observers cannot see the whole object.

The random phase method can avoid these problems. The phase differences are white noise. That is, by adding white noise to the phase value, the incident light reflects in various directions. The luminance is the same in all reflected directions, and the reflectance distribution becomes a perfect diffuse reflection. To reduce the speckle noise of the random phase method, the method in Ref. [6] generates phase differences by reducing the spread of the reflected light. The method makes a nearly perfect diffuse reflection.

Other reflectance distributions can be created by controlling the ratio of specular and diffuse reflections [7–9]. In Ref. [7], the reflectance distribution is given by the Phong model, and the reflected light from the object surface is given by

$$g_R(\xi, \eta) = g_f(\xi, \eta)s(\xi, \eta),$$  \hspace{1cm} (3)

where \(s(\xi, \eta)\) is the reflectance distribution of the Phong model. Accordingly, the reflectance distribution has the characteristic of being shift invariant about the incident light direction. Thus, it is not suited for metallic objects.

The reflectance distributions in Ref. [8] are given by the Cook–Torrance model. The complex amplitude on the hologram plane from the object surface, \(u(x, y)\), is calculated as

$$u(x, y) = \tilde{g}_R(\xi, \eta) \otimes h(\xi, \eta),$$  \hspace{1cm} (4)

where \(\otimes\) denotes convolution, \(\tilde{g}_R(\xi, \eta)\) is the complex amplitude distribution of the reflected light from the object surface calculated by the random phase method, and \(h(\xi, \eta)\) is the impulse response given by the Cook–Torrance model and the propagator function. These reflectance distributions can be used to express metallic surfaces. However, the calculation involves the angle between the object plane and the incident light.

The reflectance distributions in Ref. [9] depend on the size of the aperture and are calculated with the angular spectrum method. Objects are divided into many triangular patches. The bandwidth of the angular spectrum is changed by varying the width of these triangular apertures. Thus, objects appear to have various reflectance distributions depending on the widths of the triangles.

These methods assume that the incident light is a plane wave that reflects on the object surface at a certain angle. Thus, their reflectance distributions depend on the angle of the incident light. As such, they are not suited for background reflections and cannot be used to make reflected images that have various reflection angles.

B. Proposed Method

The conventional methods have limitations regarding incident light that make them unsuited for showing background reflections. Thus, we devised a new method that takes into consideration various reflectance distributions. The method is based on the Blinn and Torrance–Sparrow reflection models in CG [13,14]. The phase differences are calculated from the shape of the object surface generated by these reflection models. The reflectance distributions matching the shape of the object surface are generated by adding these phase differences to the phase value.

Figure 3(a) illustrates reflection on the object surface in the Blinn and Torrance–Sparrow reflection models. The surface is divided into many mirrorlike microfacets whose widths and heights are very small. The reflected light is synthesized from the light reflected from each microfacet. Each microfacet has its own tilt angle. The distribution of tilt angles is given by a facet distribution function. Note that the Blinn and Torrance–Sparrow reflection models use different facet distribution functions. In this paper, we will use the Gaussian distribution function of the Torrance–Sparrow reflection model, since they are the simplest. The Gaussian distribution function (Fig. 4) is defined as

$$D(\theta) = \exp\left[-(\theta/m)^2\right],$$  \hspace{1cm} (5)
Let us consider geometric reflection on the object surface. As shown in Fig. 3(a), incident light reflects in the specular direction on each microfacet. For simplicity’s sake, let us consider a two-dimensional reflection on the kth microfacet [Fig. 3(b)]. It is determined by the tilt angle of the microfacet and the angle of incident light. Thus, by adding phase differences calculated from the tilt angles of the microfacets to the phase, the light will reflect through the tilt angles of the microfacets. By using Eq. (2), the complex amplitude distribution of the reflected light on the object surface can be written as

$$g_R(\xi, \eta) = g_I(\xi, \eta) \exp[-j2\phi_M(\xi, \eta)], \quad (6)$$

where $$\phi_M(\xi, \eta)$$ is the phase differences of the tilt angles of the microfacets. Equation (6) is used to calculate the complex amplitude distribution of the reflected light from the phase differences $$\phi_M(\xi, \eta)$$.

The tilt angle of the kth microfacet of width L about the $$\xi$$ axis is denoted by $$\theta_{(k)}$$. The phase differences in this microfacet, $$\phi_{M(k)}(\xi)$$, are

$$\phi_{M(k)}(\xi) = \phi_{M(k)}(\xi_0) + \frac{2\pi}{\lambda}(\xi - \xi_0)\tan \theta_{(k)}, \quad (7)$$

where $$\xi_0$$ is the coordinate of the edge of the kth microfacet and $$\xi$$ satisfies $$\xi_0 \leq \xi < \xi_{(k+1)}$$. Thus, by summing over the number of microfacets about the $$\xi$$ axis, $$M_\xi$$, the phase differences of the object surface about the $$\xi$$ axis, $$\phi_M(\xi)$$, is

$$\phi_M(\xi) = \sum_k \phi_{M(k)}(\xi), \quad (8)$$

where $$\phi_{M(k)}(\xi)$$ is

$$\phi_{M(k)}(\xi) = \begin{cases} \phi_{M(k)}(\xi_0) + \frac{2\pi}{\lambda}(\xi - \xi_0)\tan \theta_{(k)} & \xi_0 \leq \xi < \xi_{(k+1)} \\ 0 & \text{otherwise} \end{cases}. \quad (9)$$

Here, $$\xi_0$$ denotes $$\xi_{(k)} = (k - 1)L$$. The phase difference about the $$\eta$$ axis is calculated in the same way, and the phase difference about the $$\xi$$ and $$\eta$$ axes, $$\phi_M(\xi, \eta)$$, is obtained.

Note that the above calculation considers only the tilt angle about the $$\xi$$ or $$\eta$$ axis. A coordinate transformation using the rotation matrix is necessary to deal with tilt angles about the $$\xi$$ and $$\eta$$ axis at the same time.

Summarizing the above steps, the phase differences are calculated from the tilt angles of the microfacets, which follow a Gaussian distribution function. The hologram data are then calculated from these phase differences.

### 4. Expression of Reflected Images

Observers can see the environment reflected off an object surface. These “reflected images” also reveal the characteristics of specular reflection and of the
materials. For example, observers cannot see reflected images on the surface of paper (nearly perfect diffuse reflection). On the other hand, they can see reflected images in a metal surface (nearly perfect specular reflection). Thus, to express metallic objects realistically, reflected images should be able to be seen on the object surface.

Let us consider reflection in a mirror. The reflected image depends on the positions of the mirror and the original image, as shown in Fig. 5. We assume that the viewpoint is located on the hologram plane, and the mirror and the object plane are on parallel planes. The front of the original image is directly seen from the viewpoint. The reverse side is seen through the mirror, and a reflected image is rendered on the mirror surface as if it were a texture. A CGH does not consider the reflected image because it cannot be seen directly from the viewpoint. However, as mentioned above, it is needed for expressing complex objects and scenes.

Here, in tracing a ray from the viewpoint through the mirror to an object point on the original image, the ray reflects in the specular direction. The distance between the viewpoint and the object point through the mirror is the sum of the distances between the viewpoint and the mirror and between the mirror and the object. Thus, the ray does not seem to reflect in the mirror, and it travels from the viewpoint “through” the mirror. The object gotten by tracing all the rays is called a virtual object. The virtual object and the original object are symmetric about the mirror. The propagation distance from the original image to the hologram plane through the mirror is \( \Delta z + z_0 \), and the propagation distance from the virtual object to the hologram plane is the same. Thus, the reflected image, which is symmetric to the reverse side of the original image in the mirror, appears by propagating the light wave from the virtual image to the hologram plane. The light wave propagation from the virtual image to the hologram plane is calculated as follows:

\[
G'_V(f_x, f_y) = G_V(f_x, f_y) \exp[-j2\pi(-\Delta z)f_z],
\]

\[
U_V(f_x, f_y) = G'_V(f_x, f_y) \exp[-j2\pi z_0 f_z],
\]

\[
= G_V(f_x, f_y) \exp[-j2\pi(z_0 - \Delta z)f_z],
\]

where \( G_V(f_x, f_y) \) is the angular spectrum on the virtual image, \( G'_V(f_x, f_y) \) is the angular spectrum on the mirror after propagation from the virtual image, and \( U_V(f_x, f_y) \) is the angular spectrum on the hologram plane.

5. Experiments

To confirm the feasibility of our method, we carried out computer simulations and computational and optical reconstructed experiments.

A. Computer Simulation

The computer simulation compared reflectance distributions for different reflectance factors \( m \). Here, the incident light was a coherent plane wave. One-dimensional intensity distributions of light propagating from an object surface composed of many microfacets to the hologram plane were calculated for the setup shown in Fig. 6. The object surface had a width of about 0.051 mm, and it had four microfacets, each with a width of about 0.013 mm. The propagation distance, \( z_0 \), was 17 mm. The intensity distribution on the hologram plane was calculated as a function of the angle of the origin of the object plane and each point on the hologram plane. Table 1 lists the other parameters. The incident light was a coherent wave, so the intensity distribution included speckle noise. To reduce this speckle noise,
the intensity distribution was averaged over 1000 calculations.

Figure 7 shows the results plotted as intensity versus the angle shown in Fig. 6. The reflectance factors for Figs. 7(a)–7(d) are, respectively, 0.0100, 0.0075, 0.0050, and 0.0025.

Comparing these graphs, we see that the spread of the intensity distribution depends on $m$. If $m$ is large, the distribution of the tilt angle of the microfacets grows. Thus, the incident light reflects in various directions, the spread of the intensity expands, and the reflectance distribution is one of nearly perfect diffuse reflection. On the other hand, if $m$ is small, the distribution has a small spread of a few degrees. Thus, the incident light mostly reflects in a specular direction, the spread of the intensity becomes narrow, and the reflectance distribution is one of nearly perfect specular reflection. The results of the computer simulation thus show that various reflectance distributions can be obtained by changing the reflectance factor $m$.

B. Reconstruction

We carried out computational and optical reconstructed experiments to find out whether the reflectance distributions of the reconstructed and reflected images could be obtained. For the optical reconstructed experiments, a reflective LCD (Victor Company of Japan, 4K2K LCD) was used for outputting the hologram data, and a red LED was used as the reference light. The LED was an incoherent light source, so that the speckle noise would be reduced in the reconstruction. The incident angles of the reference light were $0.0^\circ$ along the $x$ axis and $1.0^\circ$ along the $y$ axis. The other parameters are listed in Table 2. The setup is shown in Figs. 8 and 9. In these experiments, we supposed that a mirror is located on the object plane and the observer can only see the object through the mirror. That is, the observer can only see the reverse side of the object. We also assumed that the mirror had a certain surface roughness given by the reflectance distributions, although the mirror reflected the light from the reverse side of the original image.

Figure 10 shows the block diagram for calculating the hologram data. The virtual image was calculated by using the symmetric position between the mirror and the original image. The propagation from the virtual image to the mirror was calculated by using the angular spectrum method. The incident light from the virtual image on the mirror, $g_I$, was obtained. To express the mirror’s roughness, the phase

<table>
<thead>
<tr>
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Fig. 7. Intensity distributions for different values of $m$: (a) $m = 0.0100$, (b) $m = 0.0075$, (c) $m = 0.0050$, (d) $m = 0.0025$.

Fig. 8. Setup of computational and optical reconstructed experiments.
differences calculated with the proposed method were added to \(g_I\) on the mirror [Eq. (6)], and the reflected light on the mirror, \(g_R\), was calculated. The propagation from the mirror to the hologram plane was calculated, and the hologram data were obtained by calculating the interference with the reference light.

Figure 11 shows examples of phase differences on the mirror: (a) shows the amplitude of the mirror, (b) shows the phase of the random phase method, and (c) and (d) are the phases calculated by the proposed method for \(m\) of 0.1000 or 0.0001. The random phase method adds white noise, so the phases vary between pixels on the \(\xi\) and \(\eta\) axes. On the other hand, the phase differences given by the proposed method are continuous. Thus, the phase values given by it are also continuous.

Figure 12 shows the computational reconstructed images focused on the virtual image position (\(z = -0.03\)). (a) shows the image obtained from the random phase method, (b) is the image with no phase differences, and (c)–(f) are images obtained from the proposed method with each \(m\). We can see that the sharpness of the reflected images depends on the method and \(m\). In Fig. 12(a), the reflectance distribution on the mirror is a perfect diffuse reflection, and the mirror has roughness. Thus, the reconstructed image has some roughness, and it appears blurry. On the other hand, in Fig. 12(b), the reflectance distribution is a perfect mirror reflection, and the mirror does not have roughness. Thus, the edges of the reflected image can be clearly seen. The reflected images obtained from the proposed method [Figs. 12(c) and 12(f)] appear to be the same. If \(m\) is large, the reflectance distribution is a nearly perfect diffuse reflection, and the reflected image is the same as in the random phase method. If \(m\) is small, the phase differences on the mirror become small, and the reflectance distribution is a nearly perfect mirror reflection. Thus, when \(m\) is 0.0001, the reflected image looks like the one in Fig. 12(b). If \(m\) is an intermediate value, the reflected images [Figs. 12(d) and 12(e)] have more sharpness than in Fig. 12(c) and less sharpness than in Fig. 12(f).

Figure 13 shows the optical reconstructed images with the eye position at the center. These images were taken with a digital camera (Olympus, E-420) and are focused on the virtual image position (\(z = -0.03\)). They appear to be the same as the computational reconstructed images. The results of the computational and optical reconstructed
experiments show that the proposed method gives realistic reflectance distributions and reflected images.

6. Discussion
In this study, the size of the microfacet, $L$, was determined experimentally. Note that the size has an effect on the reflectance distributions. The reflections on the object surface are calculated from the reflections on the microfacets. When light reflects on a tiny facet, it will have a spread as in the case of diffraction. This phenomenon influences the reflectance distribution. The reflectance distribution in CG is a Gaussian function, however, it is spread out about the angular direction in CGH. In particular, the reflection of a microfacet of width $L$ will have a spread angle of $\Delta \theta \approx \lambda/L$. Thus, although $m$ is constant, the reflectance distributions change because of $L$.

Whether $L$ is a constant number or not is also important. We assumed $L$ to be a constant. However, a real object surface will have many microfacets of varying size. To express such real-world objects, we will need to consider the size and distribution of microfacets.

7. Conclusion
We proposed a computer generated hologram method that takes into account reflectance distributions and reflected images. The method adapts the Blinn and Torrance–Sparrow reflection models to the CGH calculation of the phase difference. Reflectance distributions are given by changing the tilt angles of mirrorlike microfacets of the object surface. Moreover, metallic objects can be expressed by considering reflected images, i.e., images reflected through a mirror.

The computer simulations, computational and optical reconstructed experiments, showed that the reflectance distributions vary according to the phase differences following the shape of the object surface and not according to the position of the incident light. The reflected images are calculated from the propagation of virtual images at a position symmetric to that of original images in a mirror. We achieved our objectives of making reflectance distributions that do not vary with the position of the incident light and expressing reflected images. In the future, we should develop a way to vary the size of the microfacet to make reflectance distributions that can express more complex objects.
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