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**HOKKAIDO UNIVERSITY**
Construction method of a tooth crown model using data generated by micro-focus CT
— Voxel models of anterior and premolar teeth —

Yasuo Ueda, Yuya Kobayashi, Osamu Takamichi and Noboru Ohata

ABSTRACT: Currently, a number of dental CAD/CAM systems are in operation in Japan. Many of them adopt a non-contact optical system using a CCD camera and light patterns to measure the model teeth. One disadvantage of this method is that it is difficult to measure the parts in the shade. However, this problem can be solved if we can carry out measurements using 3D CT. In this study we have examined how to construct a 3D model of a tooth crown shape using micro-CT data.

An R_mCT2 micro-CT manufactured by Rigaku Corporation was used under imaging conditions of FOV10 (φ 10 mm × H10 mm), 90 kV tube voltage and 160 μA tube current. Basic study models manufactured by KaVo Dental GmbH were used in the imaging, which was carried out in two phases, as the size of the artificial teeth was greater than that of the FOV. The image data was output in 512 slices in the form of DICOM files, and transferred to a personal computer. We examined the CT values of all the voxels of all images using software we developed ourselves. Based on the results, we determined the threshold by comparing the distribution of the CT values of the artificial teeth area with those of the remaining area in each image, and extracted the shape of the artificial tooth by binarizing the image. The separate image data was aligned by detecting the location of the closest number of pixels to the binarized image. Artifacts included in the images were removed manually and the completed voxel data output in DICOM format. Shape was confirmed using free DICOM viewer software (OsiriX).

As a result, the margin of error for superimposing the contour shape of the split image data is approximately one voxel (± 20 μm). Artifacts were seen in 20 to 50 slices of the binarized images but because they were minor, we were able to process the images quickly and easily. In this study we were able to construct a high-resolution model of artificial teeth with relative ease. In future, if we can success in realizing low-cost, higher performance dental cone-beam CT, we will be able to use it to measure abutment teeth.
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impression materials are unnecessary, it is still necessary to perform gingival retraction using displacement cord around the abutment tooth, and if the margins are not done directly, the scanners will not be able to scan sufficient data. However, if three-dimensional computed tomography (3D-CT) data can be utilized, this problem can be overcome\textsuperscript{15-18}

In this study of shape measurement of artificial teeth, we had the opportunity to use micro focus computed tomography (micro-CT) for laboratory animals, and considered a method of constructing three-dimensional models (3D-model) of tooth crown forms taken with this micro-CT, using the data from artificial teeth used for practical educational purposes\textsuperscript{19-24}

**Methods**

We used an \textit{R\_mCT2} micro focus X-ray CT for laboratory animals manufactured by Rigaku Corporation. As with dental CT, this device operates using a cone-beam method. At the time of this study, imaging conditions were FOV\textsubscript{10} (\(\phi 10 \text{ mm} \times H10 \text{ mm}\)) – the maximum attainable with this apparatus; a tube voltage of 90kV; and a tube current of 160 \(\mu\text{A}\). The artificial teeth used in the imaging were basic study models manufactured by KaVo Dental GmbH, used by students at the university (Fig.1), and each tooth was imaged individually.

With the above-mentioned Field of View (FOV), the size of the artificial tooth would not fit inside the imaging area. Therefore we measured it twice while the imaging platform was stationary in the direction of the XY axis, and was controlled to move in parallel only in the direction of the Z axis.

The recorded data was output in the form of a DICOM file made up of 512 slices of 512\times512 pixels, and transferred to a personal computer. The CT values of all the voxels of the entire image data were checked using our own original software (Fig.2). Generally, the value of the output of helical CT used for medical purposes on patients is represented in Hounsfield units (HU), in which 0 is water and -1000 is air. On the other hand, if a device such as a micro-CT or dental CT is employed and the cone-beam method is used, the CT values (voxel values) are not represented as HU and are not fixed values according to the substance. The CT values will vary depending on the size of the scanning area (FOV). Therefore, it is often thought that there is a problem with the accuracy of CT values in cone-beam CT. However, in cases where we want to extract shapes from such data, the resolution (voxel size) is important, not just the CT value as an absolute value. We believe that the CT value changes dynamically depending on the subject conditions and the conditions at the time the images were taken. We believe that the problems
regarding the accuracy of the CT values can be solved if we can set the threshold dynamically for shape extraction. Based on this idea, we examined the CT values of all the voxels of all the scanned images. Based on the results, the local minimum value was determined by comparing the distribution of the CT values of the artificial teeth with those of the remaining area in each image. The images were binarized by the threshold of the local minimum value, and the data of the shape of the artificial tooth was extracted by binarizing the image. The local minimum value used as the threshold was determined as the local minimum value of the cubic approximation curve (Fig.3). Images were binarized in advance and the divided scanned image data was aligned by calculating the location (slice) closest to the pixel number of the digitized image in the Z axis direction (Fig.4). The direction of the XY axis had been fixed at the time the images were taken, but just to be sure, each image was superimposed to check whether or not misalignment had occurred with each volume (Fig.5). Slight artifacts included in the digitized images were manually removed using general-purpose image processing software (Adobe Photoshop CS3) (Fig.6). Once this processing was complete, the combined data was once again output in DICOM format, and free

Fig.3 The shape was extracted from the image by the threshold calculated from the local minimum value. With regard to the distribution of CT values shown in Fig.3, all of the pixels were calculated for 512 slice images of the one-path scanning, only for the part where the CT values were shown to be in the region of 1200. Subsequently, a cubic approximation curve was calculated with regard to that data and the threshold value established from of the graph's local minimum value to binarize the image. The top right is the binarized image according to the calculated threshold.

Fig.4 Alignment of voxel data from the divided image volume

The number of artificial tooth pixels for each of the 512 slices extracted in Fig.4 was used to create graphs (A and B). The positions that were the most similar in alignment were considered (C). B was moved one slice to the left (D). Most appropriately aligned locations (E). B was moved one slice to the right (F). Calculation of the number of error pixels in the overlay region was verified using graphs.

Fig.5 Verification of horizontal misalignment

The absolute values of the differences in the same slice images in the aligned regions were calculated and pixels causing errors were confirmed visually. The misalignment along the contour was approximately 1 pixel.
Table List of threshold values

<table>
<thead>
<tr>
<th>Tooth number</th>
<th>Data file</th>
<th>Threshold</th>
<th>Tooth number</th>
<th>Data file</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>1</td>
<td>1203</td>
<td>31</td>
<td>1</td>
<td>1201</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1205</td>
<td></td>
<td>2</td>
<td>1198</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1204</td>
<td>32</td>
<td>1</td>
<td>1201</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1197</td>
<td></td>
<td>2</td>
<td>1199</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1209</td>
<td>33</td>
<td>1</td>
<td>1205</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1205</td>
<td></td>
<td>2</td>
<td>1202</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1203</td>
<td>34</td>
<td>1</td>
<td>1205</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1202</td>
<td></td>
<td>2</td>
<td>1200</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1204</td>
<td>35</td>
<td>1</td>
<td>1207</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1199</td>
<td></td>
<td>2</td>
<td>1204</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1203</td>
<td>41</td>
<td>1</td>
<td>1186</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1211</td>
<td></td>
<td>2</td>
<td>1192</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1206</td>
<td>42</td>
<td>1</td>
<td>1196</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1208</td>
<td></td>
<td>2</td>
<td>1195</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1200</td>
<td>43</td>
<td>1</td>
<td>1199</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1201</td>
<td></td>
<td>2</td>
<td>1198</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>1204</td>
<td>44</td>
<td>1</td>
<td>1198</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1204</td>
<td></td>
<td>2</td>
<td>1196</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>1208</td>
<td>45</td>
<td>1</td>
<td>1205</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1207</td>
<td></td>
<td>2</td>
<td>1202</td>
</tr>
</tbody>
</table>

Fig.6 Artifacts occurring in binarized images

A: Original DICOM image in which artifacts occurred
B: An image binarized using this method
C: Image with artifacts processed interactively using Photoshop

Fig.7 Voxel models of anterior and premolar teeth
A: Anterior models  B: Premolar models
DICOM viewer software OsirIX was used to carry out volume rendering and confirm the shape.

Results

With regard to the distribution of CT values shown in Fig.2, we only examined the CT values indicated in the region of 1200. The total number of pixels in the target area of all 512 slices from one scanning was accumulated (Fig.3). Then we calculated the three-dimensional approximation curve for the data and set the local minimum value of the curve to the threshold value for binarizing the images. The graph in Fig.3 is the result of an upper–left central incisor (21). The local minimum value was calculated as 1201. The image in the upper right-hand corner of Fig.3 is the result of binarization calculated by this threshold.

Similarly, the table shows a list of threshold values for the two sets of measurement data of the anterior and premolar teeth. The threshold values determined based on the local minimum values in the anterior teeth averaged 1201, with most of the values around that number, although the minimum value was 1186 and the maximum value 1211. In the premolar teeth, the average value was 1203; the minimum was 1196, and maximum was 1208. In the same manner as in Fig.3, an example of an upper–left central incisor (21) was binarized by the method in Fig.3, and the graphs created by aggregating the number of pixels in the area of the artificial teeth of each of the 512 slices are shown as Fig.4A and Fig.4B. The positions that matched are shown in Fig.4C. In order to verify how many errors occurred at that time, we subtracted the number of pixels from the superimposed area of the data of Fig.4B from that of Fig.4A and the results are shown in Fig.4D to 4F. Fig.4E shows the most appropriately aligned locations; in the case where B was moved one slice to the left (Fig.4D) and B was moved one slice to the right (Fig.4F), it was confirmed that the changes in values were between -800 and 400 without convergence in the vicinity of the zero value of the graph. This verifies that the area in Fig.4E is the most appropriately aligned.

Furthermore, in order to visually verify the status of the data superimposed in this way, in the middle of the superimposed area we calculated the absolute value of the differences in the same slice and displayed only the error pixels with white points, while all the others were displayed in black, as shown in Fig.5.

As a result, the scope of error of the contour shape when the divided image data was being superimposed was, generally speaking, around 1 voxel (±20 μm) along the contour of the area (Fig.5/example of the upper–left central incisor (21)). Misalignment in the XY axis direction was seen in 5 of the 12 anterior teeth models, but all could be aligned with 1– to 3-pixel correction. In the premolar teeth models, misalignment was not seen. In both the anterior and premolar teeth models, ring–shaped artifacts were seen in 20 to 50 slices of the binarized images in volume (Fig.6A). These artifacts became more vivid when the image was binarized using the processing methods in this study (Fig.6B). These were removed manually but most of them were minor – measuring no more than a few dozen pixels – and could be disposed of easily in a short space of time. Fig.6c is an example of the image after processing was complete (example of the upper–left central incisor (21)). After all the above processes had been completed, the Voxel model output in DICOM format could be loaded into OsirIX DICOM viewer software, easily. The voxel models of the anterior teeth produced in this experiment are shown in Fig.7A, and the voxel models of the premolar teeth are shown in Fig.7B.

Discussion

In digital image processing by computers, various methods have been developed for a long time. Our method used in this study, binarization process is performed using a density histogram from the grayscale image. This method belongs to the mode–method that is one of the techniques to extract the region of interest. There are similar techniques such as the P–tile method and the discriminant analysis method. In the case of high-contrast image as this experiment, we believe that mode–method is a useful way to process easily and faster. However, we should not pursue the automation of the process too. In order to generate the high quality and high accuracy data as far as possible, we considered it was important to finely tune the parameters.

Studies to utilize CT for shape measurement are being carried out by Sohmura et al., and on a commercial base, the Invisalign system provided by Align Technology, Inc. is known to directly scan silicone impressions using industrial–use CT, but it has yet to be applied to measurement in standard dental CAD/CAM systems. In this experiment we discovered that the highest resolution attainable from imaging using currently available micro CT modes is approximately 20
μm. However, because of the limited FOV, one artificial tooth cannot be imaged all at once. It can be considered that, with student training, the acquired shape can be utilized sufficiently in morphological evaluation. On the other hand, it can be considered that in order to design and produce the tooth crown efficiently in clinical cases, the imaging area needs to be 2 to 4 times the size to enable the entire shape to be captured in one measurement.

Sato et al described in detail the suitable accuracy of the margin of the crown required for clinical purposes26). In addition, Shiozawa et al described the fitting accuracy of crowns fabricated using the conventional method27). As a guideline, these are within approximately 100 μm. Also, with regard to practices of Hokkaido University School of Dentistry, when students make crowns and bridges, they have been taught for many years that the standard accuracy of crown fitting is within a 100 μm margin.

In general, the measured numerical data contains the error in the last digit of the significant digits. For this reason, it is considered that the necessary resolution is 10 times the required accuracy. Therefore, if the clinically required margin of accuracy of the crown is within 100 μm, to increase it by one more digit, the resolution of the measurement system is required to be within 10 μm. This is twice the resolution than at the time of the study of this device. However, at the time of writing, performance has already been achieved by means of manufacturer’s improvements. On the other hand, the fact that the area of the FOV is halved currently remains a problem. In order to achieve the goals of this research, the performance of the device needs to be improved, with sufficient settings of both FOV and resolution in only one measurement.

**Conclusion**

As high-resolution voxel models of anterior and premolar artificial teeth can be constructed relatively simply using currently available micro-CT, it can be considered that future improvements in high-performance, low-cost cone beam CT can be used in evaluation of student training and clinical measurement of abutment teeth.
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