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SUMMARY 
The period P and Q-value of the Chandler wobble are two fundamental functionals of 
the Earth's internal physical properties and global geodynamics. We revisit the problem 
of the estimation of P and Q, using 10.8 yr of modern polar motion as well as 
contemporary atmospheric angular momentum (AAM) data. We make full use of the 
knowledge that AAM is a major broad-band excitation source for the polar motion. 
We devise two optimization criteria under the assumption that, after removal of 
coherent seasonal and long-period signals, the non-AAM excitation is uncorrelated 
with the AAM. The procedures lead to optimal estimates for P and Q. Our best 
estimates, judging from comprehensive sets of Monte Carlo simulations, are P = 
433.7 f 1.8 (lo) days, Q =49  with a lo range of (35, 100). In the process we also obtain 
(as a by-product) an estimate of roughly 0.8 for a 'mixing ratio' of the inverted- 
barometer (IB) effect in the AAM pressure term, indicating that the ocean behaves 
nearly as IB in polar motion excitation on temporal scales from months to years 

Key words: atmospheric angular momentum, Chandler wobble, period, polar motion, 
Q-factor. 

1 INTRODUCTION 

The free Eulerian motion in the Earth's rotation, known as 
the Chandler wobble, was discovered in astrometric data by 
S .  Chandler over 100 years ago. It has a period P of about 14 
months as viewed from the terrestrial reference frame, and a 
finite quality factor Q due to inevitable energy dissipation. 
Chandler P and Q are two of the fundamental functionals for 
global geodynamics. Observations of their values are useful 
constraints in the inference of physical properties of the Earth's 
interior (e.g. Smith & Dahlen 1981; Okubo 1982; Zschau 1986): 
P depends sensitively on the mantle elasticity and anelasticity 
structure, the extent to which the fluid core is decoupled from 
the mantle, and how close the pole tide is to equilibrium, 
whereas Q contains information about the budget and pro- 
cesses of kinetic energy dissipation by the oceans, mantle 
anelasticity, and coremantle coupling. 

The 'International Latitude Service (ILS) began routine 
monitoring of the Earth's polar motion around 1900. Estimates 
of Chandler P and Q were made, once reasonably accurate 
data had been accumulated. Observationally, the Chandler 
wobble is a major component in the polar motion, along with 
the annual wobble and a polar drift. It has continued to exist 
since its discovery, and has exhibited a complex behaviour. Its 
amplitude varied slowly with an apparent 40 year modulation 
from a few tens to a few hundreds of milliarcseconds (mas). 
The spectrum exhibited multiple-component fine structure and 

a phase reversal around 1930. As its exact nature and excitation 
sources remain far from fully understood, this complex behav- 
iour has posed great challenges to attempts to estimate 
Chandler P and Q. 

Table 1 includes past estimates of P and Q using ILS data, 
by Jeffreys (1940, 1968), Ooe (1978), Wilson & Haubrich 
(1976), and Wilson & Vicente (1980, 1990). Two approaches 
were taken. The approach devised by Jeffreys (and later 
followed by Wilson & Haubrich 1976 and Wilson & Vicente 
1990) seeks minimum variance for the excitation in a maxi- 
mum-likelihood scheme. The approach used by Ooe (1978) 
and Wilson & Vicente ( 1980) adopts autoregressive-moving- 
average modelling for the observed polar motion. Both 
approaches assume Gaussian random excitations. This 
assumption, however, is hardly realistic. Physically, under the 
conservation of angular momentum, the excitation of Chandler 
wobble requires geophysical processes that involve mass move- 
ment in or on the Earth (e.g. Munk & MacDonald 1960). All 
geophysical processes are characterized by certain statistical 
properties. There is no a priori reason to expect randomness 
or 'Gaussian-ness'; the 'systematic' behaviour in the ILS obser- 
vations described above attests to that fact. 

To identify the Chandler excitation sources has remained an 
outstanding geophysical problem for decades. Only recently 
has the search been partially successful, as the variation of the 
atmospheric angular momentum (AAM) was found to be 
responsible for a major portion of the polar motion excitation, 
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Table 1. Summary of past and present estimates for the free Chandler wobble period and 
uality factor Q and l o  uncertainty. - 

Study 

Jeffreys (194)  

Jeffreys (1968) 

Wilson & Haubrich (1976) 

Ooe (1978) 

Wilson & Vicente (1980) 

Wilson & Vicente (1990) 

Kuehne et al. (1996) 

This Study 

Period (days) . - .  

446.7 i 6.8 

433.2 f 3.4 

434.0 -t 2.5 

434.8 f 2.0 

433.3 i 3.6 

433.0 f 1.1 

439.5 i 1.2 

433.7 f 1.8 

especially on intraseasonal scales (Eubanks et al. 1988; Chao 
1993; Kuehne, Wilson & Johnson 1993). Furuya, Hamano & 
Naito (1996) have found further evidence that suggests a 
strong influence of the wind term of AAM on the polar motion 
in and near the Chandler band. 

These recent advances in the understanding of polar motion 
excitation have motivated us to revisit the estimation problem 
for Chandler P and Q.  We shall not assume that the excitation 
source satisfies the neat statistical condition of being random 
and Gaussian. Rather, making full use of the knowledge that 
the AAM is a major excitation source for the polar motion, 
we devise two different estimators based on simple optimization 
criteria. The only assumption we will make is that the non- 
AAM excitation is uncorrelated with AAM (and we ‘define’ 
our AAM to conform to this condition, see below). Both 
estimators prove to be efficient and asymptotically unbiased; 
our adopted results (judged from a series of Monte Carlo 
experiments) are given in Table 1. It should be pointed out 
that one of our estimators is in principle equivalent to a recent, 
independent work by Kuehne et al. (1996; but see below), 
whose P estimate is also listed in Table 1. 

2 FORMULATION 

The polar motion is a 2-D quantity; expressing it in complex 
form greatly facilitates the numerical manipulation (Munk & 
MacDonald 1960). Thus, as customary, polar motion is 
expressed as m = x + i y  in radians, where x is the component 
of pole position along the Greenwich Meridian and y is that 
along 90”E. The polar motion excitation function as well as 
the AAM terms will all be similarly expressed in the same 
terrestrial coordinates. In the corresponding power spectrum, 
positive frequency means prograde motion while negative 
frequency means retrograde motion. 

2.1 The problem 

In order to utilize AAM, we must first ‘define’ our AAM. The 
AAM consists of the wind (‘motion’) term and the pressure 
(‘mass’) term; both are global integrals with respect to the 
entire atmosphere. The pressure term is customarily computed 
in two ways, depending on whether or not the oceanic inverted- 
barometer (IB) effect is assumed (e.g. Munk & MacDonald 
1960). The IB effect is an idealized condition under which the 
sea level responds to overlying barometric loading in an 

Q (range) 
46 (37,60) 

61 (37, 193) 

100 (50,400) 

96 (50,300) 

175 (48, 1OOO) 

179 (74,789) 
--- 

49 (35, loo) 

Data (length in yr) 

ILS (42) 

ILS (68) 

ILS (70) 

ILS (76) 

ILS (78) 

ILS+BM (86) 

Space93+AAM (9) 

Space94+AAM (1 1) 

isostatic manner. Air pressure variations anywhere over the 
ocean instantaneously spread out to the entire ocean area, 
greatly reducing the net effect compared to non-IB. Non-IB is 
the other idealized extreme, where the sea level, as if rigid, 
does not respond to barometric loads so that the load simply 
transmits directly to the ocean bottom. Without better knowl- 
edge, the total AAM is often taken as either ‘wind+pressure’ 
for the non-IB case, or ‘wind + pressure IB’ for the IB case. In 
exciting the polar motion, the pressure term dominates the 
wind term and hence the assumption of IB or non-IB makes 
a significant difference numerically (e.g. Chao & Au 1991). 
This is contrary to the situation with respect to the excitation 
of the length-of-day change (or the variation in the Earth’s 
rotation rate), where the wind term dominates (cf: IERS 1995). 

The reality presumably resides somewhere in between these 
two idealizations of IB and non-IB. To account for this in our 
present study, we build into the AAM a simple ‘IB mixing 
ratio’ y such that the AAM is 

AAM =(wind term) + y  (pressure IB term) 

With y being an additional parameter with a value between 0 
and 1 to be estimated in our optimization procedure, this 
simple linear model provides a crucial extra degree of freedom 
in determining what we consider the optimal AAM. In reality, 
y is a variable depending on the temporal and spatial scales 
of the phenomenon in question. Here for simplicity we treat it 
as a constant, so that model (1) is approximately valid only 
in the frequency band of interest here. However, we allow y to 
be complex-valued so that its (presumably small) imaginary 
part allows for any (east-west) phase differences among the 
terms in eq. (1). 

It should be noted that, besides y ,  certain ‘transfer functions’ 
in the form of constant coefficients are already built into the 
wind and pressure terms in eq. ( 1 )  (Munk & MacDonald 1960; 
Barnes et al. 1983). The transfer functions are functionals of 
the Earth’s interior properties related to the Earth’s Love 
numbers and the extent of the core-mantle coupling in the 
excitation process. Their departures from the theoretical values, 
here taken to be 1.591 and 1.098, respectively (Eubanks 1993), 
contain important geophysical information. Ideally, one would 
wish to be able to infer, or at least constrain, their true values 
from observations. By the same token, in eq. (1) we could have 
had two independent coefficients for the non-IB and IB 
pressure terms (and hence two degrees of freedom instead of 

+ (1-y) (pressure term). (1)  
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the restrained combination with coefficients y and 1-y). The 
problem of estimating these parameters is interesting in its 
own right, and awaits future studies. Here, however, as later 
Monte Carlo experiments will show, the values of P and Q are 
msensitive to the small parameter adjustments in the optimiz- 
ation. Therefore to estimate P and Q in a robust manner it 
suffices to hold fixed all parameters in AAM but one, namely 
7, which 'absorbs' the overall indeterminacy. 

We can now state the problem. We are given a polar motion 
"me series m(t). We know that m(t) is the free Chandler wobble 
mpulse response convolved with some excitation function, 
much of which is AAM. Schematically, the problem can be 
expressed in the numerical model 

D(P,Q) m(t)= x(t)=AAM(y,t) + Xna(t) 9 ( 2 )  
where AAM is given in eq. ( l) ,  which depends (linearly) on y, 
xis the excitation function, and xna is the non-AAM excitation 
plus random noise. D is the deconvolution filter that operates 
on m to yield x. The discrete form for D can be readily derived 
from the polar motion equation of motion: x(t)=(i/w) 
d,rn(t) + m(t) (e.g. Wilson & Haubrich 1976; also Wilson 1985), 
which depends (non-linearly) on P and Q through the complex 
frequency w=2x(1+1/2Q)/P. The task at hand is to find 
solutions for the three unknowns, P, Q and y, subject to some 
criterion for optimization. 

2.2 The optimization criteria 

We employ two complementary optimization criteria (in the 
L, norm) to be described in this section. They are both based 
on the assumption that the non-AAM excitation xna is uncorre- 
lated with the AAM excitation for the polar motion. 

We first strive to remove non-random signals from x so that 
xna can have a (nearly) flat power spectrum. AAM does not 
quite account for the observed annual wobble excitation (e.g. 
Chao & Au 1991), nor does it have much to do with the polar 
drift. Non-AAM geophysical excitation sources, such as vari- 
ations of oceanic and hydrological angular momentum, post- 
glacial rebound, and core activities, often have their energy 
largely concentrated in seasonal and longer periods, leading 
to the annual wobble and other seasonal terms, and the polar 
'drift' with periods comparable to or longer than the time span 
of our data series. Therefore, our strategy is to remove these 
signals at the outset from both x and the AAM. We can (and 
will) also remove the long-period tidal signals from x, even 
though they are relatively small to begin with (Chao 1994a). 
As another possible source, seismicity is presumably uncorre- 
lated with AAM and is negligible during the period studied 
anyway (Chao, Gross & Han 1996). 

Our numerical procedure in arriving at xna further ensures 
that xna and AAM will be uncorrelated. Through the optimiz- 
ation of the free parameter y, our criteria essentially concentrate 
the signals in x that are correlated with AAM terms in forming 
the optimal AAM. The remainder, i.e. xna, is therefore uncorre- 
lated with AAM, or, strictly speaking, orthogonal to AAM in 
the L, norm. The xna obtained in this way has as little 
correlation with AAM as possible. 

Criterion I 

Criterion I seeks to minimize the non-AAM xna variance with 
respect to the variations in the three parameters P, Q and y. 

The deconvolution is equivalent to a notch filter that removes 
the observed energy at P due to the Chandler resonance. 
Suppose, not knowing the true P and Q, that in the deconvol- 
ution we used P and Q that were somewhat in error. In that 
case the residual variance (after the removal of optimal AAM 
power), especially the spectral power in the Chandler frequency 
band, will not be completely removed. Under the assumption 
that the resultant errors are uncorrelated with the non-AAM 
excitation, this residual power will augment the true non-AAM 
excitation power, artificially elevating the variance. Therefore, 
the parameter values that minimize the residual variance 
constitute the optimal estimates under Criterion I. 

In practice, instead of minimizing the total residual variance, 
we actually minimize only the residual spectral power in the 
Chandler frequency band. This narrow-band estimator has 
two advantages. It is obviously more sensitive because most 
error committed (by choosing incorrect P and Q in the 
deconvolution) is concentrated in the Chandler band. More 
important, however, is the following. As can be shown theoreti- 
cally (Furuya 1996, in preparation), the existence of any 
residual excitation that is not accounted for (such as xna during 
the period studied in our present case) will bias the estimate 
for P and Q. The bias is approximately proportional to the 
ratio of the excitation variance to the polar motion variance. 
The latter ratio is lowest in the Chandler band (as a result of 
the Chandler resonance). Therefore a method that concentrates 
only on the Chandler band is extremely advantageous in 
reducing estimation biases. We should mention here that our 
procedure for removing AAM and other non-random signals, 
all above reasons aside, also helps in reducing the ratio 
mentioned above, and hence the bias. 

Criterion I I  

Criterion I1 seeks to maximize the cross-correlation between 
the excitation function and AAM with respect to the variations 
in the three parameters P, Q and y. As stated above, AAM has 
been found to have a broad-band cross-correlation with the 
observed excitation function. If, as above, the preselected P 
and Q used in deconvolution are somewhat in error, then the 
resultant excitation function x will also be somewhat corrupted. 
Assuming that the non-AAM excitation xna is uncorrelated 
with AAM, this will in turn lead to a somewhat lower cross- 
correlation with AAM than the true correlation. Thus, maxim- 
izing this correlation with respect to P, Q and y will serve as 
a criterion to yield estimates for the true P and Q. Note that 
the cross-correlation is complex-valued; it is the absolute value 
that we seek to maximize. 

Possible bias in the estimates can result from dissimilarity 
in the overall spectra of x and AAM, because the time-domain 
cross-correlation function makes use of the broad-band infor- 
mation with equal weight for all frequencies over the spectrum. 
This again accentuates the need for removing beforehand the 
harmonic and long-period signals. One must also be cautious 
when matching the two spectra (e.g. by filtering, see below), 
thus further reducing possible biases. 

3 DATA AND NUMERICAL PROCEDURE 

3.1 Data 

The polar motion data we use are from the Space94 series 
(Gross 1996) obtained through a Kalman filter combination 
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of all modern space geodetic observations of the Earth’s 
orientation that have been available since 1976. The data are 
given at nominal daily intervals; the effective Nyquist period 
is roughly 10 days because of the actual intervals between 
observations and the smoothing scheme employed in the 
Kalman filtering (Gross, personal communication, 1994). 

We use the AAM data computed by the Japan 
Meteorological Agency (JMA) (Ozaki, Kuma & Naito 1994). 
This AAM series (the wind term, the pressure term, and the 
pressure IB term, for x, y and z components) are available 
from late 1983, and are given at 12 hr intervals until June 20, 
1992 and at 6 hr intervals afterwards. The series are made into 
a daily series by taking averages for each day. A few minor 
data gaps have been linearly interpolated. To match the 
spectral content of the polar motion excitation, we low-pass 
the AAM series using a moderate fourth-order, zero-phase 
Butterworth filter at a cut-off period of 10 days. A parallel set 
of AAM series from the US National Meteorological Center 
(NMC) are also prepared in a similar way and used for 
comparison purposes. 

The time span for the JMA series is 10.8 yr, from September 
28, 1983, to June 30, 1994. This sets the limit for our present 
study, which is much shorter than the ILS data used by earlier 
workers (see Table 1). The shorter time span is a sacrifice we 
have to make in order to utilize AAM. It nevertheless avoids 
earlier polar motion data that are of considerably lower 
accuracy (IERS 1995). A rule-of-thumb minimum for the time 
span is 6 yr in order to separate the annual wobble from the 
Chandler wobble. A much longer time span is not a critical 
requirement in estimating P,  but a time span at least as long 
as a reasonable fraction of Q cycles is highly desirable in 
yielding decent Q estimates, as will be illustrated below. Our 
series marginally meet the requirement for Q, as reflected in 
the range of uncertainties of the Q estimates. 

3.2 Procedure 

The first step is to deconvolve m to obtain the excitation 
function x, as expressed on the left-hand side of eq. (2). This 
requires pre-selection of certain values for P and Q. For 
deconvolution D we adopt Filter (2) of Wilson (1985). This 
elementary filter has discrete phase distortions compared with 
more sophisticated filters. The actual differences, however, are 
insignificant for the frequency range of concern here, which is 
much lower than the Nyquist frequency. 

We then remove from x the harmonic signals of the annual 
wobble excitation and other seasonal terms, and the polar 
drift, as stipulated earlier. We achieve this by subtracting the 
least-squares fit of the following terms: sinusoidal terms with 
periods of l / n  yr with n =  1,2, . . .,6, and a third-degree poly- 
nomial of time representing the polar drift. In addition, two 
major tidal terms at fortnightly Mf periods (13.661 and 13.633 
days) (see Chao 1994a; Gross, Hamdan & Boggs 1996) are 
removed simultaneously in a similar fashion. 

At this point, we are ready to perform the optimization to 
yield optimal P, Q estimates. We perform two parallel pro- 
cedures subject to the two optimization criteria. 

(1) To use Criterion I we perform a non-linear, iterative 
search in the 3-D (P,Q,y) space for the minimum of the residual 
spectral power R of the non-AAM excitation xna. The search 
is conducted by means of the simplex algorithm of Nelder & 

Mead (1965). R is evaluated by averaging the power spectrum 
over the Chandler band, which is here chosen to contain four 
elementary Fourier bins, from 0.67 to 0.94 cycle per year (cpy); 
we denote this scheme as Criterion Ia. The spectrum values 
themselves are computed using the multitaper technique of 
Thomson (1982), where seven orthogonal tapers with a time- 
bandwidth product of 4n are adopted. This procedure, by 
design, specifically ensures a minimum spectral leakage, which 
is highly desirable here. Two other schemes using much broader 
frequency bands in evaluating R are chosen for experimental 
comparisons: Criterion Ib uses 64 elementary bins from 0.49 
to 6.11 cpy, while Criterion Ic uses 134 bins from -6.11 to 
6.1 1 cpy, excluding four bins around the zero frequency simply 
to avoid any remnant polar drift signals. 

( 2 )  To use Criterion 11, a non-linear, iterative search is 
conducted in a similar manner in the 3-D (P,Q,y) space for the 
maximum of the absolute value of the cross-correlation func- 
tion between the ensuing AAM and the excitation function x, 
which invariably occurs as a prominent peak at zero time-shift 
(cf: Fig. 4 of Chao 1993). 

3.3 Monte Carlo simulations 

Before presenting our results, let us present a set of Monte 
Carlo numerical simulations of the above procedures. The 
main purpose is to assess the statistical properties of our 
estimators such as sensitivity, bias, and uncertainty in our 
estimates. 

First we construct a synthetic AAM series using the JMA 
series with yo = 0.8 + 0.05i. Suppose we then construct a polar 
motion series m(t) by convolving this AAM with a free 
Chandler wobble with certain selected Po and Qo, and a certain 
(reasonable) initial condition m ( 0 )  whose exact value is immate- 
rial to our experiment. Then both our estimation procedures 
applied to m and AAM should naturally recover the correct 
Po, Qo and yo. This has been confirmed in a range of cases 
with the following exception: as the input Qo exceeds a few 
hundred, the recovered Q begins to fluctuate from Q, in a 
random fashion; the fluctuation is relatively small, but becomes 
progressively more severe as Q, becomes greater. We attribute 
this to the truncation errors. 

Now suppose that the AAM is not the only excitation 
source, and that the non-AAM excitation is random and hence 
uncorrelated with AAM (as we have assumed all along). 
Numerically this is equivalent to perturbing the AAM with 
some random ‘noise’. The resultant m will, of course, be 
perturbed accordingly. Our estimation procedures will then 
yield P and Q estimates that are somewhat corrupted from the 
true Po and Q,. Varying the noise in a Monte Carlo iteration 
will then result in the statistics of our estimates. 

The deciding factor in this Monte Carlo experiment is the 
level of the ‘noise’ to be added to the AAM, which we choose 
as follows. The maximum correlation coefficient between AAM 
and x reaches as much as 0.66 through the proper choice of y 
(see below). We performed a separate simple Monte Carlo 
simulation that finds the relationship between the correlation 
coefficient and the corrupting noise level. We found that, for 
the given number of points, a random series correlates at the 
0.66 level with itself plus 110 per cent random noise. Therefore 
we adopt the latter as the noise level in our experiments: the 
noise added to the AAM has a standard deviation 1.1 times 
that of the AAM itself. 
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200 Monte Carlo simulations were performed using ‘realistic’ 
input judged from our results later: Po = 434 days and Qo = 50, 
leading to estimation statistics for the complex frequency w 
and complex IB mixing ratio y. Note that the real and 
imaginary parts of w, proportional to 1/P and l/PQ, respect- 
ively, are the ‘natural’ variables that are characterized best by 
normal distributions; the corresponding statistics for the 
reciprocals P and Q are obtained from them. Fig. 1 shows the 
histograms of the 200 estimates for P, Q, real(y), and imaginary 
($ by means of the Criterion Ia estimator. Figs 2 and 3 show 
the corresponding histograms for the Criteria Ib and Ic esti- 
mators, respectively. Fig. 4 shows the histograms for the 
Criterion 11 estimator. 

Examining Figs l(a)-4(a) for the P estimates, we find that 
the Criterion Ia result is the most accurate, as expected. Its 
distribution is tightly centred around the input Po of 434 days: 
the ensemble average is 434.04 days, with an ensemble standard 
deviation ( la )  of 1.8 days. The corresponding distributions of 
Figs 2(a) and 3(a) are 433.03k2.1 days and 432.18k3.1 days. 
The increasingly more significant skewness and biases with the 
broader band in which R is minimized confirm the aforemen- 
tioned biasing effect due to excitations that are not accounted 
for (Section 2.2). The distribution of the Criterion I1 results is 
moderately biased, but has a much wider la range: 
435.02k5.1 days. 

Figs 1 (b)-4( b) show the corresponding simulation results 
for Q. For clarity, only those smaller than 200 are plotted. In 
all cases the Q estimates are positive, but (particularly in 4b) 
there are instances where Q exceeds 200. Again Criterion Ia 
gives the most satisfactory estimates centred around the true 
Q,= 50: the ensemble average is 49, and the ensemble la range 
is (36, 77). The broader-band estimates by Criteria Ib and Ic 
are somewhat biased 56 (38, 101) and 52 (38, 84), respectively. 
Criterion I1 yields a distribution that is biased toward low Q 
values and is poorly constrained 28 (14, 358). 

420 430 440 450 
(a) Period (days) 

Our estimators have a small bias for y since it is a linear 
parameter, as shown in Figs l(c)-4(c) for the real part and 
Figs l(d)-4(d) for the imaginary part. The situation with the 
uncertainty is the opposite to that of P and Q: Criterion I1 
gives the smallest a, followed by the Ic, Ib, and Enally Ia 
criteria. This is not surprising considering the broad-band 
nature of y. In any event, the present paper is mainly concerned 
with P and Q estimates, which are insensitive to limited 
variations in y judging from Figs 1-4. 

We have performed two additional sets of Monte Carlo 
experiments. One is to assess possible bias in the Q estimation 
in cases where the input Qo is much greater than 50 (the above 
‘noise-free’ simulations have demonstrated possible instability, 
but no indication of bias, as Q becomes very large.) This 
situation is of concern because then the total time span 
becomes much shorter than Qo cycles with a relatively small 
amount of decay during that time. In fact, the experiments 
performed by Kuehne et al. (1996) found a systematic bias 
towards lower Q estimates. Thus we repeated the Criterion Ia 
estimation for eight Qo values from 30 to 2000. The results 
show that one indeed sees a systematically lower Q estimate 
as Qo becomes larger, due presumably to the biasing effect 
mentioned in Section 2.2. This biasing trend is not as severe 
as that in Kuehne et al. (1996), and only affects Qo greater 
than - 300 (for which the corresponding estimates saturate at 
around 400), which is outside our present region of concern. 

The other set of Monte Carlo experiments is to assess the 
importance of removing AAM from the excitation function 
before evaluating R in Criterion I. In one simulation, rather 
than removing the complete AAM, we only remove 0.5 AAM. 
The resultant estimates are considerably degraded. For 
example, in the Criterion Ia case the ensemble-averaged Q 
becomes 433.4 days with a more than twice the previous value, 
while the ensemble-averaged Q becomes 73 and is poorly 
constrained. The Criterion Ib and Ic estimates are even poorer. 

40 I I 
0.00 +I- 0.07 

$30 $ 30 
> > 

6 20 6 20 
10 10 

n n 
8.6 0.8 1 

(c) real(gamma) 
4 . 1  0 0.1 

(d) imag(gamma) 

Figure 1. Histograms of 200 Monte Carlo simulation runs for the Criterion Ia estimator, for (a) P; (b) Q; (c) real part of y; and (d) imaginary part 
of y. In each figure, the ensemble average and standard deviation are given alongside the ‘true’ value indicated by the short vertical line. 
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Figure 2. As Fig. 1, but for the Criterion Ib estimator. 
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Figure 3. As Fig. 1, but for the Criterion Ic estimator. 

When the amount of AAM removed is further reduced (to 
0.25 AAM or 0), the degradation becomes increasingly severe, 
with Q estimates ranging into negative values, although the 
Criterion la estimator stays relatively robust for P. 

4 RESULTS A N D  DISCUSSION 

We apply our procedures to the Space94 polar motion series 
in conjunction with the JMA AAM data. Table2 lists the 

4.1 0 0.1 
(d) imag(gamma) 

results, which exhibit statistics very similar to our Monte Carlo 
simulations. Notably, the P estimates agree between the 
Criterion Ia and the Criterion I1 estimators. The broader-band 
Criterion Ib and Ic estimators are increasingly biased towards 
shorter periods. Criterion I1 yields considerably lower Q than 
Criterion I, and the AAM-2 correlation is found to be 0.66. 
The standard deviations in Table2 are the nominal values 
adopted from our Monte Carlo simulations. As discussed 
above, we consider the P and Q estimates from Criterion la 
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Estimator 

Criterion Ia (4-bin) 

Criterion Ib (64-bin) 

Criterion Ic (134-bin) 

Criterion II 

""d 10 

820 

Period (days) 

433.7 f 1.8 

431.0+. 2.1 

430.8 +. 3.1 

434.3 k 5.1 

430 440 450 
(a) Period (days) 

Q (range) 

49 (36.77) 

42 (31,64) 

41 (31.59) 

21 ( 14,239) 

40 I 

Y 
0.84 + 0.073i 

0.93 + 0.16i 

0.86 + 0.14i 

0.74 + 0.041i 

(c) real(gamma) (d) imag(gamma) 

Figure 4. As Fig. 1, but for the Criterion I1 estimator. 

Table 2. P ,  Q, and y estimates with the nominal la standard deviation from four different 
estimators employed in this study. The first set (with Q range properly scaled and 

to be the most accurate. The corresponding values, with the 
lo range of Q slightly broadened by scaling in accordance 
with the bias effect mentioned above, are duplicated in Table 1. 

At this point, with the optimal determination of P, Q, and 
7, we can present some of our key results in terms of the power 
spectrum, computed here using the multitaper technique 
(Thomson 1982). The spectrum of the observed excitation 
function X(t)  is displayed as the thin curve in Fig. 5(a) (the 
mean value of x was removed beforehand). The frequency 
range is from -36  to 36 cpy, beyond which the power drops 
rapidly owing to the filtering process described above. 
Prominent signals of the polar drift, the annual and other 
seasonal terms, and the Mf tidal terms superimpose on a 
generally red spectral background. The thick curve in Fig. 5(a) 
shows the power spectrum of the non-AAM excitation X,,(t), 
which as stipulated is the result of removing all the coherent 
signals and the optimal AAM (eq. 1). The overall redness of 
the spectrum is reduced, leaving a fairly flat spectrum. Fig. 5(b) 
shows the coherence (magnitude-squared) spectrum between 
the optimal AAM and x(t)  (again after removal of the coherent 
signals). One sees high broad-band coherence values relative 
to the confidence threshold of 0.54 for 99 per cent or 0.40 for 
95 per cent, based on seven degrees of freedom (Chao & 
Eanes 1995). 

Fig. 6 displays the shaded contour map of the Chandler 
residual power R as a function of P and Q, or the 2-D 'cross- 
section' of R in the (P,Q,y) space, at the optimal value of y= 
0.84+0.073i, in which the minimization of R is carried out 
according to Criterion Ia. The minimum R occurs at the point 
marked by x , corresponding to our optimal P and Q estimates 
given in Table 1. The first contour line corresponds approxi- 
mately to la. The simple, symmetric contour pattern reflects 
the robustness of the estimator. 

For test purposes, the procedure is repeated by replacing 
the AAM data from JMA with those from NMC. The results 
become appreciably less satisfactory: now the minimum 
residual spectral power R (for Criterion I) is consistently higher 
than for JMA in all three bandwidths (la, Ib and Ic), and the 
maximum correlation between AAM and x (for Criterion 11) 
becomes significantly lower (0.59). The P estimates are consist- 
ently longer than the corresponding JMA values by 1-3 days, 
while the Q estimates have large variability and are much 
higher than their JMA counterparts, generally by an order of 
magnitude. The y estimates are similar but have a somewhat 
larger range than those from JMA. The high Q estimates imply 
that the NMC AAM probably under-represents the true AAM 
power, especially in the Chandler band. In fact, the NMC 
analysis has been found to significantly underestimate the axial 
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Figure 5. (a) The thin curve is the (multitapered) power spectrum of the observed polar motion excitation function (mean value removed). The 
thick curve is that of the non-AAM excitation function after all coherent signals and the optimal AAM are removed. (b) The coherence magnitude- 
squared spectrum between the observed and AAM-induced excitation functions, after all coherent signals are removed. The two horizontal lines 
indicate the confidence level of 99 per cent (0.54) and 95 per cent (0.40). 

AAM variability (which affects the length-of-day) (Hide et al. 
1996). Note that the results using the NMC AAM are remi- 
niscent of the last set of Monte Carlo experiments, where 
deliberately lower levels of AAM were removed. We therefore 
consider these results to be less accurate and dismiss them 
here. Nevertheless, this experiment provides a sobering aware- 
ness of the adverse effects of inevitable errors in the AAM data 
in the present application. 

From Table 1 we see that our best P estimate is not 
appreciably different from most previous estimates, considering 
the quoted uncertainties. Despite this numerical agreement, 
our Monte Carlo experiments illustrate the key improvement 
obtained by utilizing knowledge about AAM over past esti- 
mators that rely on the ILS series only. We maintain that, 
without applying knowledge about AAM, these past estimators 
can yield fairly accurate P estimates only because of the 
statistical advantage provided by the long time span of the 
data. Kuehne et al. (1996) used AAM as the primary excitation 
in a least-squares estimation, which can be shown to be 
equivalent to our Criterion I1 (in L2 norm), but obtained 
a quite different P estimate (see Table 1). Besides relatively 
minor differences, the key difference between the work of 
Kuehne et al. (1996) and our present study is the fact that 
Kuehne et al. do not remove the seasonal signals in their 
procedure, making their estimation prone to skewing due to 
the presence of these signals, especially the dominant annual 
wobble which is close to the Chandler wobble in frequency. 

The problem with Q estimation is more complicated. The 
variation of the wobble amplitude is the result of the combined 
effects of excitation (via convolution) and natural wobble decay 
(via modulation). Numerically these two effects are inseparable; 
hence a Q estimation is not possible unless one assumes certain 

statistical properties of the excitation, such as randomness with 
minimum variance. 

Our Q estimates are considerably lower than most previous 
estimates based on ILS data [except the good agreement with 
the earliest estimates by Jeffreys (1940, 1968), which we believe 
is fortuitous]. This is not surprising and can be understood as 
follows. For time spans comparable to or longer than Q cycles, 
the excitation is an important factor that maintains the wobble 
at amplitudes higher than would be the case without the 
excitation. Therefore, failure to account for the excitation 
properly, for example by minimizing the variance of excitation 
which is far from random (see Section l), would readily lead 
to a falsely high Q estimate. In fact, it is interesting to note 
that the past Q estimates based on ILS data indeed become 
larger almost monotonically as longer data series are used 
(see Table 1). 

Finally, we note that the y estimates range mostly around 
0.7 to 0.9. This means that the overall behaviour of the ocean 
is close to IB, at roughly the 80 per cent level, in polar motion 
excitation on timescales of months to years. The imaginary 
part of y is small, signifying small east-west phase differences 
between AAM and the observed excitation. These are consist- 
ent with findings with respect to the length-of-day variations 
(Chao 199413) and the variations in the Earth's dynamic 
oblateness Ji (Chao & Eanes 1995). 

Our methodology provides effective estimators for Chandler 
P and Q. To improve our present estimates would require 
AAM data with higher accuracy and a much longer time span. 
Higher accuracy can presumably be achieved with the new 
re-analysis of global meterological data now underway at 
meterological centres, such as NMC (now NCEP) and the 
NASA Goddard Data Assimilation System, with improved 
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Figure 6. Shaded contour map of the residual non-AAM power R in the Chandler band for the Criterion Ia estimator, as a function of P and Q, 
holding y fixed at the optimal value. The x marks the minimum R,  corresponding to the optimal estimates for P and Q. The first contour 
corresponds to lo. 

general circulation models and data assimilation algorithms. 
Longer time spans can be expected when these AAM data 
series are extended backwards in time and, of course, into 
the future. 
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