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Abstract

Coarse alluvial deposits are increasingly important as water reservoirs, especially in arid and semi-arid regions. Coarse alluvial deposits consist mainly of poorly sorted sand and gravel, and the geologic heterogeneity is generally large and trending as a result of depositional and post-depositional processes. Geostatistical approaches in groundwater reservoir modeling are various, but are often based on the assumption of stationarity. This assumption is not necessarily valid in coarse alluvial deposits, and a standard approach in trending heterogeneity is to separate the target variable (e.g., hydraulic conductivity) into a global trend component and a residual component. However, the trend component has rarely been determined because of scarcity and uncertainty in measurements, especially in deep parts of deposits.

This dissertation primarily covers a focused recharge zone around and beneath a losing river flowing on coarse alluvial deposits. The zone is just one part of a basin, and is thus limited in area. However, the complex system of groundwater flow and solute transport is directly reflected in the large and trending heterogeneity. First, surface water infiltration from the riverbed induces downward groundwater flows. Next, lateral flow components are gradually added, and the magnitudes are changed depending on geologic heterogeneity. In particular, connected voids in gravel deposits give rise to preferential groundwater flows. If the depth dependence of permeability exhibits, for example, a coarsening-upward trend, the groundwater flows accumulate in the shallower parts. As a result of the complex flow system, solute concentration and water temperature are characterized specifically in space and time. Thus, detailed research in a limited zone will reveal the trending heterogeneity in coarse alluvial deposits, and will allow assessment of its importance in groundwater modeling.

Targeting the Toyohira River alluvial fan (Sapporo, Hokkaido, Japan), this dissertation presents well data analysis, flow measurements, permeability modeling, and stochastic simulation. First, vertical hydraulic gradient in the fan is mapped to elucidate the three-dimensional groundwater flow system in the fan, and to determine the focused recharge zone along the Toyohira River. The wide range of uncertainty in available well data is addressed by combining a filtering process, kriging interpolation, and cross-validation. Consequently, the reasonably accurate maps show that there are downward groundwater flows in the fan and a negative peak in
vertical hydraulic gradient along the losing river.

A synoptic survey of discharge is performed to determine losing section in the Toyohira River, and to estimate the rate of seepage loss. The synoptic survey of the Toyohira River proves especially difficulty due to the unsteady turbulent flow and roughness of the gravel bed. This research develops survey methodology employing a high-accuracy current meter and a detailed arrangement of verticals. As a result, the relative uncertainty in discharge measurements is only 2-4%, and the distinct losing section is found in the mid-fan. The seepage rate is estimated to be about 1 m$^3$/s.

Depth dependence of permeability in the fan deposits is also examined to detect the global trend in the vertical direction. For this purpose, this study uses the index "matrix packing level" for relatively undisturbed cores of gravel deposits, and finds good correlation between slug test results and core properties. The vertical profiles of estimated hydraulic conductivity are analyzed by using moving average and linear regression methods. Hence, in the apex and mid-fan, an exponential function of permeability is formulated, of which the exponent decay is two- to three orders of magnitude larger than that in consolidated rock. No vertical trend in permeability is found in the fan-toe, indicating that the vertical trend in the upper fan is formed by depositional processes with high-energy flows.

Stochastic simulation of trending heterogeneity is also performed by using the exponent model derived from the field observations. Sequential Gaussian simulation is applied to produce 100 realizations of hydraulic conductivity in each study case. The variations in hydraulic heads, river leakage, and groundwater temperature are calculated in each realization by using a high-resolution two-dimensional cross-sectional model. The calculated results are compared with measurements in observation wells, and optimal realizations that satisfy error estimators are extracted in each study case. Consequently, modeling of trending heterogeneity is indispensable for describing groundwater flow and heat transport in the focused recharge zone, because several optimal realizations are obtained in the case of trending heterogeneity and none in the case of stationary heterogeneity. Compared with whether there is trending or stationary heterogeneity, other uncertain factors (river conditions, thermal diffusivity, the range of variograms of residuals, and temperature-dependent effects) less significantly affect the optimal solutions. On the other
hand, a block-averaged model of trending heterogeneity also yields optimal realizations that are slightly inferior to those of a high-resolution model in terms of agreement between calculations and observations. However, the number of optimal realizations is larger than that of a high-resolution model, indicating the applicability of block averaging to a larger basin model.

A current avenue of the research is to expand the two-dimensional high-resolution model to a three-dimensional basin model, not only for the Toyohira River alluvial fan but also for other coarse alluvial aquifers. Lastly, this dissertation discusses several problems to be addressed with the advanced model in order to determine hydrogeologic sequences, diffuse recharge, urbanization effects, and upscaling procedure.
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1 Introduction

1.1 Research motivation

The world faces unprecedented challenges concerning water resources, particularly in arid and semi-arid regions, which occupy 47.2% of Earth’s land surface (UNEP 1991). Recent Intergovernmental Panel on Climate Change estimates (Kundzewicz et al. 2007) indicate that between 1.4 and 2.1 billion people live in areas experiencing water stress and these numbers are growing under pressures from population growth and climate change. In such regions, groundwater resources have immense value in terms of natural storage of water and potential storage that can be managed.

Coarse alluvial deposits are not major components in stratigraphic records of the land surface (Rust 1979). However, gravel deposits have generally served as vast reservoirs and significantly contributed to industry, agriculture, and urbanization in Japan and around the world. In particular, thick and monotonic gravel sequences are often seen adjacent to high relief terrain in arid and semi-arid environments, where sparse vegetation and occasional intense rainfall promote aggradation of coarse deposits. However, the extent of coarse deposits is often limited, particularly around the foot of mountains, and so the groundwater capacity is not inexhaustible. Sustainable use of water, especially in urbanized and developing areas, is threatened by excessive withdrawal, contaminant infiltration, watershed development, climate change, and other factors. In addition, the interaction between surface water and groundwater reduces the flow rates to the minimal values required for riparian environments. The permeability of coarse alluvial deposits is generally high, and zones of dewatering and pollution are rapidly and widely expanding. Hydrogeologic heterogeneity unpredictably complicates the spatial and temporal range of an aquifer’s influence.

Numerous models have been used in practice to interpret actual flows and transports in groundwater systems. Recently, various models have been developed of parameters such as flow, solute transport, reactive transport, multiphase flow, and energy flow. A complete groundwater model that gives predictions in exact agreement with measurements is ideal but never obtainable. The practical reason is a lack of hydrologic and hydrogeologic information, especially in deep parts of deposits. For example, hydraulic conductivity \( K \) ranges over several orders of magnitude,
even in the same geologic sequence. This is because $K$ depends on various properties of geologic materials, such as grain size, porosity, sorting, and packing. Geostatistical approaches are commonly used in many groundwater models to realize spatial variability of $K$ in a target aquifer. However, the approach is commonly based on an assumption of stationarity, that is, constant mean and variance in the domain. Moreover, in alluvial deposits, geologic heterogeneity generally shows horizontal and vertical trends as a result of depositional and post-depositional processes. A standard geostatistical approach in nonstationary fields is to separate the target variable (e.g., $K$) into a global trend component and a residual component; however, the global trend has rarely been determined because of scarcity and uncertainty in measurements, especially in deep parts of deposits. The necessity of performing many measurements conflicts with the advantage of geostatistics.

This dissertation presents research on trending heterogeneity in coarse alluvial deposits and the development of an approach to modeling their large and trending heterogeneity. For the purpose, attention is paid to the area of a focused recharge zone. Focused recharge zones are typically found beneath and around losing rivers as a result of interaction between surface water and groundwater. The focused recharge zone corresponds to just a part of the regional three-dimensional groundwater system, but spatial and temporal distributions of hydraulic head and groundwater temperature are typically characterized by trending heterogeneity. Regarding the Toyohira River alluvial fan (Sapporo, Hokkaido, Japan), this dissertation covers well data analysis, flow measurements, permeability modeling, and stochastic simulations. This fan is taken up as a representative case for this research object because of its large and trending heterogeneity in gravel deposits.
1.2 Thesis outline

Chapter 1—Introduction

This chapter first describes the motivation for this research, followed by the standard approaches and their problems in groundwater modeling, typically in coarse alluvial deposits. Next, the aim and scope for addressing the typical problems are pointed out. This chapter further describes the study site, including its topography, hydrogeology, and previous investigations.

Chapter 2—Regional mapping of vertical hydraulic gradient by well data analysis and kriging interpolation

This chapter describes a mapping method of hydraulic head for delineating the three-dimensional groundwater flow system in the fan, and for determining the focused recharge zone. For this purpose, mapping groundwater table elevation and vertical hydraulic gradient is performed. The mapping process comprises long-term water-level analysis and kriging interpolation to address the wide range of uncertainty in conventional well data. This content is included in a published paper entitled "Regional mapping of vertical hydraulic gradient using uncertain well data: a case study of the Toyohira River alluvial fan, Japan" (Sakata and Ikeda 2013) in the Journal of Water Resource and Protection, 5(8) in press.

Chapter 3—Synoptic survey for quantifying discharge and leakage in gravel-bed river

Chapter 3 presents an improvement in synoptic survey methodology for specifying the focused recharge zone and for estimating the rate of seepage loss in the zone. This chapter firstly points out how to reduce the discharge uncertainty in gravel-bed rivers. A high-accuracy current meter is applied and verticals are arranged in detail. In addition, the efficiency of the proposed method is indicated as a result of comparisons with other methods.

This content is included in a published paper entitled "Quantification of longitudinal river discharge and leakage in an alluvial Fan by synoptic survey using handheld ADV" (Sakata and Ikeda 2013) in the Journal of Japan Society of Hydrology and Water Resources, 25(2), 89-102.

Chapter 4—Realization of heterogeneity in permeability of gravel deposits

In chapter 4, a permeability model of gravel deposits is constructed by using a relatively undisturbed core. A degree of packing of fine sediments between gravel grains is visually classified by four packing levels, and a good relation between slug test results and core properties
is established. A depth dependence of permeability is formulated as an exponential function from estimated profiles of $K$ by combining moving averaging and straight regression methods.

This content is included in two published papers: "A distribution model of permeability derived from undisturbed gravelly samples in alluvial fan" (Sakata et al., 2011) in *Japanese Geotechnical Journal* 6, 109–119 [in Japanese] and "Depth dependence and exponential models of permeability in alluvial fan gravel deposits" (Sakata and Ikeda 2013) in *Hydrogeology Journal*, 21, 73-89, doi: 10.1007/s10040-013-0961-8

**Chapter 5—Numerical modeling and simulation of flow and heat transport coupling**

Chapter 5 first includes observation results on groundwater levels and temperatures in observation wells located along an off-stream transect in the focused recharge zone. Trend and variogram analyses and conditional simulation of permeability are further described. Multiple distributions of hydraulic conductivity $K$ are realized by sequential Gaussian simulation. Then, groundwater flow and heat transport are calculated by using a high-resolution two-dimensional model. Finally, the optimal realizations are extracted through a comparison with calculation and measurements results.

This content is included in a published paper entitled "Effectiveness of a high resolution model on groundwater simulation in an alluvial fan" (Sakata and Ikeda 2012) in *Geophysical Bulletin of Hokkaido University*, 75, 73-89.

**Chapter 6—Conclusions and future directions**

The final chapter summarizes key research topics and results. The chapter also includes recommendations for constructing a three-dimensional regional model in future work.

Figure 1.1 shows a flow chart of this study.
Figure 1.1 Study context
1.3 **Standard approach and problems in groundwater studies**

The governing equation of groundwater flow is derived by combining the mass conservation equation and Darcy's law (Appendix I-1). The equation is mathematically represented as a partial differential equation of hydraulic head. Hydraulic head is the potential of groundwater flow. The equation contains several parameters, including hydraulic conductivity, specific storage, and sink/source terms. Solving the equation requires appropriate boundary conditions, such as the no-flow condition, Dirichlet condition, Neumann condition, and Cauchy condition. In the transient simulation, initial conditions are also important for obtaining reasonable solutions.

No information about these parameters and conditions is obtainable throughout the entire model domain, so groundwater models inherently have discrepancies derived from uncertainty. In most case, it is difficult to construct sufficient models that give calculation results in exact agreement with measurements in terms with hydraulic head or solute concentration. A fundamental problem in groundwater modeling is how various parameters are determined in space and time. This section discusses standard approaches to groundwater modeling in more detail, and points out their inevitable problems, especially in coarse alluvial deposits. Here, the term "coarse alluvial deposits" is used for poorly sorted sand and gravel, typically containing 50% or more gravel (particles greater than 2 mm in diameter). In fact, the physical characteristics of the deposits (e.g., grain size distribution and porosity) are dependent on mainly the depositional system by fluvial or debris flows.

![Diagram](image.png)

Figure 1.2 Connection of groundwater flow and solute transport models (Carrera and Mathias 2010)
Mapping of groundwater head

A standard way to delineate groundwater flow systems in typical sites is mapping of hydraulic head. Maps of hydraulic head are often translated into maps of hydraulic gradient, which indicate the magnitude and direction of groundwater flows at given points. These maps also play a fundamental role in numerical modeling of groundwater by providing initial conditions and calibration data. Hydraulic heads for mapping should be measured with piezometers having a short, single screen. However, piezometer installation is typically time-consuming and uneconomical, and the number of piezometers is therefore usually limited at each site. As a result, only two-dimensional horizontal cross-sectional maps are produced in most cases, under the assumption that the variance in hydraulic head is very small from the groundwater table to the bottom of the aquifer. The conventional two-dimensional map is useful for an interpretation of groundwater flow systems, where vertical flows of groundwater are negligible at any point. This assumption is satisfied in several topographic regions with gently sloping terrain, such as an anastomosing fluvial plain. However, vertical flows of groundwater generally occur in coarse alluvial deposits because the deposits are bounded in the upper basin by steep land slopes. A description for three-dimensional flow system requires many more measurements of hydraulic head. Water levels measured in individual wells and boreholes are also available and expected to be useful to compensate for the scarcity of piezometric data. In fact, these data have been considered to be unusable for scientific studies because these data include wide-ranging but inseparable uncertainty.

Groundwater recharge estimation

Groundwater recharge is entry via infiltration from the ground surface into the saturated zone, and is important as internal sink/source terms in groundwater models. In general, groundwater recharge is divided into two types: diffuse recharge from precipitation and snowmelt, and focused recharge from typical water bodies. Quantitative modeling of diffuse recharge has generally proved difficult because it has spatial variability and temporal variability both subject to systematic and random error. On the other hand, focused recharge is relatively conveniently modeled around surface water bodies. In particular, intermittent focused recharge from ephemeral streams is often the dominant recharge mechanism in arid and semi-arid regions, and water
budget methods are often applied for estimating stream loss (Healy 2010). This research employs a conventional treatment of focused recharge zone, such that uncertainty in groundwater recharge is assumed to be negligible and trending heterogeneity (another uncertain parameter) can be discussed in more detail. Among water budget methods, a synoptic survey of discharge is a widely used and effective method to determine focused recharge (Woessner 2000; Weight 2008). However, such surveys have been carried out in only small and gentle rivers due to uncertainty in discharge measurement. In typical gravel-bed rivers, unsteady turbulent flow and roughness of the bed boundary significantly affect the application of synoptic surveying in focused recharge estimation.

**Realization of $K$ with large and trending heterogeneity**

Hydraulic conductivity $K$, a proportionality coefficient in Darcy's law, generally spans several orders of magnitude, even in the same geologic setting. The spatial variability of $K$ is related to various geologic material properties such as grain size, porosity, sorting, and packing. An application of geostatistical and stochastic methods for groundwater reservoir modeling has become common practice to address large heterogeneity (Koltermann and Gorelick 1994; Dagan 1997; Jang and Liu 2005; Eaton 2006; Lee et al. 2007). Another zonal and deterministic approaches have been more popular in practice, and various optimization methods are developed (e.g., Horino 1992). However, the deterministic approaches are less flexible because only one optimal realization of $K$ in the target domain is obtained under insufficient measurements of $K$. The geostatistical approach is considered to be more effective in groundwater modeling of coarse alluvial deposits, because coarse alluvial deposits often consist of monotonic gravelly sequences and have few obvious boundaries, necessitating the zonal approach.

Figure 1.3 shows an illustration of heterogeneity in coarse alluvial deposits, in this case, alluvial fan gravel deposits. On a basin scale, various sequences are seen that consist of clast-supported gravel (well sorted), matrix-supported gravel (less sorted), sand, silt and others. The sequences result from the complex and changing depositional processes. In general, however, a downward fining trend is generally caused by decreasing flow energy. This trend is called "trending heterogeneity" by Freeze and Cherry (1979). Humped heterogeneity is also seen on the basin scale and indicates that transmissivity peaks in the mid-fan area as a result of sorting
trends; in other words, sheetflood and channel bar deposits in the mid-fan to lower fan are much better sorted in comparison with the debris and mud flows in the upper fan. In alluvial fan aquifers, a humped trend is probably more common than a simple downward trend (Cehrs 1979; Neton et al. 1994).

In the vertical direction, the stratigraphic sequences have large heterogeneity because they are composed of various hydrofacies due to depositional and post-depositional processes. For example, coarsening/thickening or fining/thinning sequences are often formed by progradation, retrogradation, and basin subsidence (Neton 1994). However, these trends are not necessarily reflected in vertical profiles of hydraulic conductivity $K$ because it is a complex function of various factors of geologic materials (porosity, packing, sorting, etc.). In addition, no obvious trend has been found in the profiles of $K$, owing to a combination of large heterogeneity and scarce measurements. The post-depositional processes that influence $K$ (e.g., compaction) have rarely been considered in coarse alluvial deposits. For example, typical disturbed cores of gravel deposits provide less information about porosity structure related to permeability, and the physical properties from logging and surveying indicate weaker correlation with $K$. Consequently, the vertical profiles have proved especially difficult in alluvial shallow deposits.

Being fundamentally based on an assumption of stationarity, geostatistics lacks versatility in groundwater reservoir modeling. This assumption is invalidated by trending heterogeneity of geologic deposits, for example, where $K$ decreases overall as the grain size gradually decreases with increasing depth. The problem is called a "non-stationary problem" in geostatistics, and has been discussed in the literature (e.g., de Marsily 1986; Wackernagel 2003). One simple way to address non-stationary problem is to separate target attribute (e.g., $K$ in this case) into a global trend component and a random residual component. The standard method for handling non-stationarity requires many measurements to reveal the global trend in large variations of $K$, which conflicts with the advantage of geostatistics.
Figure 1.3 Illustrative trending heterogeneity in an alluvial fan, modified from Neton (1994) and Einsele (2000)
Numerical modeling of groundwater flow and solute transport

Compared with analytic modeling, numerical modeling of groundwater is much more applicable to the complexity and uncertainty of aquifer parameters and boundary conditions. In particular, simulations coupling ground water flow and solute transport are often conducted to delineate a heterogenous aquifer because solute concentration is more sensitive to heterogeneity than hydraulic head is. However, the coupled model involves more difficulties than the uncoupled flow model: 1) scarce measurements of solute concentrations, 2) higher uncertainty in parameters of fluid and aquifer (e.g., diffusivity), and 3) numerical errors associated with spatial and temporal discretization. For example, a high-resolution model (e.g., grid spacing of 1 m) is needed to obtain detailed, accurate results to solve for the solute concentration, but excessive resolution is inappropriate for larger-scale models (e.g., a three-dimensional basin model) due to computational limitations.
1.4 Aims and scope

The previous section points out several problems in groundwater reservoir modeling of coarse alluvial deposits. This section describes the aim and scope for addressing the inherent problems.

Scope 1: Research on focused recharge zones

In this dissertation, special attention is paid to the focused recharge zone around the losing river. A schematic vertical system of groundwater flow and solute transport is shown in Figure 1.4. The water table is smoothly connected between surface water and groundwater, and the water table forms a mound around the river, indicating seepage loss through the riverbed. The infiltrated water first moves primarily in the vertical direction, and then its direction varies widely in the horizontal and vertical directions, depending on hydraulic gradient. In addition, the magnitudes of individual flow vectors are spatially variable according to $K$ at a given point. Solute components and surface water heat are also transported from the river to the deeper zone. As a result of the preferential flows, sharp solute concentration fronts surround the losing river. Assuming a decreasing trend of $K$ in the aquifer, the flow vectors of groundwater would largely accumulate in the shallower zone, and the contours of solute concentration are characterized by this accumulation. Therefore, the focused recharge zone is just a part of the regional three-dimensional system of groundwater, but the complex flow field is directly reflected in the geologic heterogeneity. In other words, this research on a focused recharge zone offers an effective method for revealing the trending heterogeneity in the groundwater flow and solute transport system.

Scope 2: Field and analysis methods for reduction of data uncertainty

This research also has a typical scope regarding how to reduce uncertainty in field measurements. Available water levels for head mapping are filtered, interpolated by kriging, and cross-validated (Chapter 2). A synoptic survey method is developed that employs a high-accuracy current meter and a detailed arrangement of verticals (Chapter 3). An exponential model in vertical $K$ profiles of formulated through a moving average method (Chapter 4).

Scope 3: Permeability model of alluvial fan gravel deposits

A number of $K$ values in a vertical profile are needed to reveal a global trend (i.e., depth dependence) of $K$ in coarse alluvial deposits. A permeability model of gravel deposits is newly
established by using relatively undisturbed cores, which provide typical information on porosity structure in the deep zone. For this purpose, an additional “matrix packing level” index is proposed, and length fractions of each packing level are measured in each core. The permeability model of gravel deposits consists of effective grain size and length fractions, and the constants are optimally set. The profiles of core properties in the fan-apex, mid-fan, and fan-toe are transformed to profiles of estimated $K$. The depth dependence of $K$ is then represented as an exponential model through regression analysis using the profiles of estimated $K$.

**Scope 4: Stochastic simulation of trending heterogeneity**

Residuals of $K$ from the global trend are expected to be stationary. If this assumption is valid and the variogram of $Re$ is known, multiple realizations of $K$ in the analysis domain can be produced by geostatistical methods. This study applies sequential Gaussian simulation, which is among the most practical and widely used geostatistical methods, yielding 100 realizations of $K$ in each study case. Groundwater flow and heat transport simulation is then performed under each condition of $K$, and optimal realizations to satisfy the criterion are extracted from among the realizations. Two study cases, namely, trending heterogeneity and stationary heterogeneity, are prepared to assess an importance of modeling trending heterogeneity in the focused recharge zone. Moreover, other study cases are examined to discuss other uncertain parameters such as anisotropy of the unit cell, River conditions (vertical hydraulic conductivity in river-bed material and river width), range of the variogram, thermal dispersivity, and temperature dependence of fluid properties.

**Scope 5: Application of heat tracer and high-resolution model**

The previous section describes three obstacles to obtaining robust solutions in solute transport simulations. The first and second problems are addressed by using heat as a groundwater tracer by exploiting the similarity between temperature transport and solute transport: compared with other solute components, heat can be measured with greater ease and accuracy, and the representative values of thermal parameters are obtained from the literature. The third problem is also addressed by using a high-resolution grid model. The Péclet number $Pe$ is commonly used as a criterion for setting grid size:
\[ P_e = \frac{\rho_w c_w q L}{k_e} \tag{1.1} \]

where \( \rho_w \) is the density of fluid, \( c_w \) is the specific heat per unit volume of water, \( q \) is Darcy’s specific discharge, \( L \) is a characteristic length, and \( k_e \) is the effective (bulk) thermal conductivity. Darcy’s specific discharge is calculated by multiplying \( K \) by hydraulic gradient. Equation (1.1) indicates that stable solutions require finer grid-spacing as \( K \) increases. Coarse alluvial deposits in particular have extremely high \( K \) values, and so a high-resolution grid model of 1 m grid-spacing is necessary to satisfy the criterion.

The program “SEAWAT” is utilized for variable density and transient groundwater flow in porous media. \( K \) in a geologic material consists of fluid density and viscosity in addition to intrinsic permeability, such that \( K \) is inherently dependent on groundwater temperature. In most conventional models, the effect of temperature is ignored. Recent studies, however, suggest the importance of temperature dependence with respect to solution robustness in groundwater modeling (Ma and Zheng 2010; Engeler et al. 2011). SEAWAT also calculates groundwater flow and temperature transport with greater accuracy by using iterative processes.

A block-averaging model consisting of 5 m square cells is also prepared for comparison with the high-resolution model. Upscaling of a high-resolution model to a basin-scale model is a long-standing problem in groundwater modeling (Deutsch 2002; Zhang et al. 2006; Zhang et al. 2010). This is because \( K \) depends on scale, that is, microscale (e.g., drilling cores; several meters or less), mesoscale (e.g., facies; 10 to 100 m), and macroscale (basin scale, 100 m or more). The discrepancy between the different discretized models shows a direction of upscaling in groundwater modeling of coarse alluvial deposits.
Figure 1.4 Schematic system of groundwater flow and solute transport in a focused recharge zone
1.5 Description of study site

An alluvial fan (Senjyouchi in Japanese) is a body of alluvial material deposited at the foot of a range of hills or mountains by a stream that debouches from the area undergoing erosion above the apex. Alluvial fans are commonly found in arid and semi-arid regions with tectonically active mountains where there is an abundant supply of sediment. Alluvial fans also occur in subtropical, arctic, alpine, and humid temperate environments around the world (Lecce 1990). For example, Japan, despite having a humid climate, also has over 200 alluvial fans (Saito 1980). The following reasons explain fan development in Japan: steep land slopes, mountainous terrain, tectonic activity, and base rocks of relatively a recent epoch with low resistivity to erosion. Ono (1990) also documented that alluvial fans in Japan (and in Korea) occurred mainly because of climate change, particularly during the early half of the glacial age (90,000-40,000 yr B.P.) and the short time of the Holocene epoch.

The study site is the Toyohira River alluvial fan in Sapporo, Japan (Figure 1.5). Sapporo City is the largest in the northern part of Japan and has a population exceeding 1.9 million. The Toyohira River alluvial fan is located at latitude 43°N and longitude 141°E, where the Toyohira River flows northward out of Tertiary mountains and debouches on a plain. The fan has a radius of about 7 km and an area of about 31 km². The Toyohira River is also about 72.5 km long and has a watershed area of about 900 km². In the watershed, the annual mean precipitation between 1981 and 2010 is 1,107 mm. Snow falls on the fan to a total depth of more than 5 m in the winter. The flow gaging stations are located at the distal part (KP 11.1; Kariki station; Figure 1.6a) and the apex (KP 18.0; Moiwa station), respectively, where KP denotes the distance in kilometers from the confluence with the Ishikari River, one of the main rivers of Japan. The median value of daily mean river flow through the fan are 12.6 m³/s for the period of record 1975–2010; maximum instantaneous peak discharge reached 700 m³/s in August 1981. The discharge in the river is continuously controlled by two dams: the Jyouzankei Dam and the Hoheikyo Dam, which were constructed in 1972 and 1988, respectively. At the upper point 10 km from the fan, water intake is conducted for electricity generation. The water after the generation flows into the Yamahana River, which meets the Toyohira River at KP 18.8, where the Toyohira River usually reaches its peak flow rate.
throughout the fan. Two other tributaries of the Toyohira River flow through the fan: the Makomanai River and the Shojin River. The flows of both tributaries are too small to affect the flow of the Toyohira River. In addition, water is continuously pumped from the Toyohira River at KP 17.4 (no more than about 0.3 m³/s) to maintain the Sousei River, flowing northward through the city.

Management of the river, especially during low discharge, has recently become problematic due to increases in water intake and the active interaction between the surface water and groundwater. In addition, contaminants in some wells such as natural arsenic and artificial volatile organic compounds have reached concentrations that are higher than stipulated levels (Sapporo city 2008; 2011). Various groundwater analyses have been conducted to examine the river management issues, and the results of several of these analyses have obtained fairly good agreement with at least part of the measured factors (i.e., groundwater heads, the recharge and water budget or contaminant transport).
Figure 1.5 Study site: the Toyohira River alluvial fan. The aerial photograph was taken on 3-4 June 2004 by Sin Engineering Consultant, Co., Ltd. The topographic boundaries of the Holocene and Pleistocene fans are taken from an existing geologic map (Osanai et al. 1974; Ishida et al. 1980).
Figure 1.6 Photographic scenes of the Toyohira River: a) at the apex (KP 20.4) and b) at the Kariki gaging station (KP 11.1)
1.5.1 Geomorphology and development history

The fan is surrounded by Tertiary volcanic mountains (the Sapporo southwest mountains) to the west, the Tukisamu hills to the east, and the lowland to the north (Figure 1.7). The fan is a compound fan comprising a western Holocene fan at 70–10 m asl (above mean sea level) and an eastern Pleistocene fan at 90–20 m asl. The Holocene and Pleistocene fans are respectively called Sapporo-men and Hiragichi-men in Japanese. The fans are topographically different in mean inclination of the fan surface; 9/1,000 in the Pleistocene fan and 7.5/1,000 in the Holocene fan. The topographic boundary between the surfaces is recognized as an abrupt cliff of several meters in height along the east bank of the river upstream from KP 15. Daimaru (1989; 2003) suggested that the Toyohira River alluvial fan developed as follows: (1) the Pleistocene fan was formed when the sea level was lower in the last glacial period; (2) as the sea level rose in the early Holocene, the Toyohira River shifted toward the west, crossing through the Pleistocene fan, and gradually formed the Holocene fan; (3) in the late Holocene, the river shifted its channel eastward as sediments were deposited. Lobes A, B, and C in the fan-toe of the Holocene fan indicate the eastward transition of the river channel, and lobe D corresponds to the present course of the river. Recently, Nagaoka et al. (2008) suggested that the Hiragishi surface formed by deposition from the earlier age, namely, the last glacial age, because the upper fluvial terraces including the Shikotsu volcanic deposits at 41,000 yr B.P. (Hu et al. 2001) were eroded by the river.
Figure 1.7 A bird’s eye view of the Toyohira Alluvial fan, indicating its topographic features.
1.5.2 Subsurface hydrogeology

Thousands of drillings for civil development have been performed in the Toyohira River alluvial fan, and the fan’s subsurface hydrogeology are described in the literature by using these geologic data (e.g., Kato et al. 1995; Oka 2005; Sagayama et al. 2007; Hu et al. 2010). Figure 1.8 shows two vertical cross sections along the longitudinal direction (see Figure 1.5); the upper panel is the large-scale cross section made by Oka (2005), and the lower panel is the small-scale cross section prepared for this dissertation. The bedrock distributed around the alluvial fan is Neogene sedimentary rocks and volcanic rocks (andesitic lava, pyroclastic rocks, etc.) from the Neogene and Quaternary. The Neogene sedimentary rocks are classified into the Otarunai-gawa formation and the Nishino formation. The basement strata appear just beneath the riverbed at the uppermost of the fan (KP 18–20; Figure 1.9a). The fan basement suddenly inclines northward to a depth of several hundreds of meters. The inclination is caused by a tectonic process (the Ishikari Depression) and is a main factor in the fan development incorporating a large amount of debris from the upper mountains. As a result of this depression, in the mid to the distal parts, the bedrock is covered by Pliocene to early Pleistocene deposits called as Zaimoku-zawa formation. Over almost the entire fan, except for the fan-apex, the thickness of the Zaimoku-zawa formation is of the order of $10^2$ m, and the maximum thickness is over 800 m around the fan-toe (see "Naebo" in Figure 1.8a). The Pleistocene deposits consist of alternating gravels, sand, silts, clays, and humus. Instead of base rock, Pleistocene marine sediments (~50 to ~30 m asl) serve as a hydrogeologic basement for the subsurface.

Recently, Hu et al. (2010) divided the upper formations into four aquifers: Pleistocene nos. III and IV, and Holocene nos. I and II. The Pleistocene no. IV aquifer consists of alternating gravel, sand, and silt layers tens of meters thick, indicating that the bottom aquifer formed before the fan developed, that is, in the fluvial or shallow-sea environment. On the other hand, both the Pleistocene no. III and Holocene no. II aquifers consist mainly of alluvial fan deposits, that is, poorly sorted sandy gravel with andesitic cobbles (Figure 1.9b). The grain size of the riverbed has a mean diameter of 50–100 mm, a maximum diameter of 100–500 mm, and a sand fraction less than 10% (Hokkaido Regional Development Bureau 2006a). There is an obvious distinction in the thickness of fan deposits between the Holocene and the Pleistocene fans: the total thickness is
over 100 m at the upper middle of Holocene fan, and less than 50 m at the distal part, while the thickness ranged between only 5 m to 30 m in the Pleistocene fan. However, conventional drilling cores (largely disturbed) show only the thicknesses of gravel deposits, and due to their large disturbance, the hydrogeologic details in the gravel sequences are not clear, except for accompanying thin silt beds. Permeability in the fan deposits is high but greatly variable due to geologic heterogeneity. Yamaguchi (1965) suggested that a zone of extremely high permeability was probably located at a depth of ~30 m because the wells screens accumulated in the shallow depths.

The Holocene no. I aquifer is distributed in only the northern part of the fan (i.e., the fan-toe), and is geologically and topographically continuous in the lowland. The less permeable aquifer consists of sandy beds, clayey beds, and peaty beds, which were transported in the late Holocene.

Figure 1.8 indicates potentiometric contours of groundwater head manually plotted by using head measurements in several piezometric nests. Alluvial fans have steep ground surfaces from the apex to the distal part, resulting in downslope and downward directional flows (Tolman 1937). In theory, the topographic-driven flow system is induced as a type of regional three-dimensional groundwater flow system (Tóth 2009). The potentiometric contours in Figure 1.8 show groundwater flows in the fan are three-dimensional; horizontally from the apex to the distal part and vertically from the ground surface to the deeper aquifer. The three-dimensional flows of groundwater occur because of not only the steep land surfaces, but also the seepage loss around the focused recharge zone.
Figure 1.8 Geologic profiles along a longitudinal direction (NW direction) in Sapporo City: a) The upper profile of the basin scale is modified from Oka (2003), and b) the lower of subsurface scale is made by several stratigraphic columns based on an aquifer classification in Hu et al. (2010b)
Figure 1.9 Photographic outcrops in the Toyohira River: a) tuff breccia of the Nishino formation (KP21.0); b) gravelly bed indicating imbrication (KP16.5)
1.5.3 Previous groundwater studies

Alluvial fans are hydrologically and hydrogeologically well-studied in Japan (Kayane and Yamamoto 1971; Kayane 1991; Huh et al. 2010a). The first study of groundwater in the Toyohira alluvial fan was probably conducted by Fukutomi (1928). This pioneer produced a groundwater-table map before World War II by using 3,400 pieces of well-head data collected in the Holocene fan, and documented the following: 1) the groundwater table was shallower than the depth of only about 5 m; 2) the table became gradually shallower northward; and 3) the table crossed the ground surface at an elevation of about 15 m asl, such that several springs called “memu” formed along this level.

In the 1960s, groundwater resources in the fan attracted increasing interest with the economic growth in Japan, and many studies and investigations are performed to reveal the hydrogeologic structures in the fan, and to assess the capacity of groundwater (Kawata and Obara 1958; Sasson Keizai Kyougikai 1963; Ozaki et al. 1965; Yamaguchi et al. 1965; Obara 1969). Numerous water wells were installed at various depths throughout the aquifers, especially no. II and no. III. A total pumping rate exceeded 100,000 m³/day in 1963, and the pumping rate continued for at least half a century according to the annual reports compiled by Sapporo City. From 1969 to 1994, the Nanboku, Tozai, and Toho subway lines were constructed in turn, and heavy pumping for construction caused significant drawdowns of water levels around the lines. As a result, many shallow wells stopped pumping and the springs at the distal part dried up (Nakao 1983). After the construction, the subway lines resulted in drainage, and the groundwater water levels remained low. Hence, the vulnerability and sustainability of groundwater resources in the fan have been threatened due to withdrawal and drainage as a result of the city’s development. In addition, the annual average temperature at the Sapporo District Meteorological Observatory suddenly increased, probably due to the heat island effect, as well as global warming. The rate of increase is reported to be 2.3 °C per 100 yr from 1901 to 2000; for the winter low temperature in particular, the rate reaches 5.2 °C per 100 yr. Climate change might also have significant effects on the surface water/groundwater budget in the fan (Hu et al. 2010).

The estimation of seepage loss has been a longstanding issue for the management of the river, especially during the low-flow periods (Hokkaido Regional Development Bureau 2006a), and
repeated synoptic surveys of discharge have been carried out (Ozaki et al. 1965; Yanagiya 1995; Tanaka et al. 2010). However, the estimated values were significantly different due to large uncertainty of measurement in the turbulent flows.

A variety of groundwater modeling studies has been conducted to address the issues described above. First, two-dimensional planar models were applied in the 1990s (Furukawa 1997). The simulation models showed that the groundwater heads were in approximate agreement with the measurements, and that the seepage loss was estimated at 20 million m³/yr (0.6 m³/s), indicating the river leakage was the main source of groundwater in the fan. Next in the 2000s, three-dimensional models were constructed to capture the complexity of the groundwater flow system (Koizumi et al. 2008; Sakata and Ito 2009). Koizumi’s model aimed to evaluate the influence of climate change on the water budget in the fan, while Sakata and Ito’s previous model is aimed to reveal the mechanism of seepage loss around the river. In both models, $K$ was assumed to be homogeneous in each aquifer (i.e., nos. I to IV), and the values were optimally determined to obtain agreement in hydraulic head between measurements and calculations. The zonal approach, however, continued to give the discrepancies in seepage loss between calculated and measured values. Large heterogeneity of $K$ probably influenced the simulation results more significantly than other uncertain parameters (i.e., diffuse recharge or urbanization effects). The practical problem is a starting point for this study.
1.6 Summary

Coarse alluvial deposits are valuable water reservoirs, especially in arid and semi-arid regions, but their large and trending heterogeneity is problematic in groundwater modeling. The aim of this thesis is to reveal the importance of modeling trending heterogeneity in coarse alluvial deposits. For this purpose, the target area for this research is specified as a focused recharge zone around a losing river, such that various other uncertain factors (e.g., diffuse recharge) can be neglected. In the focused recharge zone, this research involves head mapping, synoptic surveying, permeability modeling, and stochastic simulation. The first aim is reducing the uncertainty in head mapping, synoptic surveying, and exponential modeling of permeability. The second aim is to establish a permeability model for gravel deposits by using the matrix packing level index of relatively undisturbed cores. The third aim is to utilize heat transport simulation to obtain numerical solutions to solute transport problems. In addition, a high-resolution model is used to obtain a steady solution to conduction-convection equation. Flow and heat transport coupling code is utilized, which includes an algorithm for the temperature dependence of fluid to obtain more rigorous solutions. Sensitivity analysis is conducted to evaluate the importance of trending heterogeneity in the groundwater flow system, and to assess other uncertain parameters. The program “SEAWAT” is utilized for variable density and transient groundwater flow in porous media. In particular, a block-averaging model is also designed construct an advanced basin model for future work. A high-resolution grid model is required for the low value of the Péclet number.

The Toyohira River alluvial fan, Sapporo, Japan, was selected as a representative field in this investigation. The fan has a typical three-dimensional groundwater flow system due to steep terrain and fan deposits with high permeability. Urbanization complicates the three-dimensional flow system. The complexity of the groundwater flow system has been indicated in the previous investigations, and trending heterogeneity in the gravel sequences are required for describing the flow system in a more quantitative manner.
2 Regional mapping of vertical hydraulic gradient by well data analysis and kriging interpolation

2.1 Introduction

Maps of hydraulic head in observation wells are basic elements for planning water resource development, monitoring and protecting water quality, and conceptualizing groundwater flow and solute transport. These maps also play a fundamental role in numerical modeling of groundwater by providing initial conditions and calibration data. In practice, hydraulic head maps closely correspond to 2D horizontal cross sections: one or several potentiometric contour maps in confined aquifer(s), and the groundwater table map in an unconfined aquifer. Such conventional 2D maps are effective for visualizing groundwater flow systems in flat plains or in localized areas where vertical components are relatively small. On a wider regional scale, topographic and geologic variations result in a 3D groundwater flow system characterized by vertical flows (Tóth 2009). Measuring the upward and downward flows of groundwater allows for identification of discharge and recharge areas. In addition, vertical flows beneath bodies of water are interesting for evaluating the exchange between surface water and groundwater. Also, excessive withdrawal and numerous understructures in urbanized and developing regions can capture natural discharges for artificial use elsewhere. Areal information on vertical groundwater flows is no less critical than horizontal flows for interpreting actual 3D groundwater flow systems.

Vertical hydraulic gradient (VHG) is generally used for delineating the direction and magnitude of vertical groundwater flows (e.g., Fritz and Mackley 2010). Theoretically, hydraulic gradient can be calculated by derivation of hydraulic head (Abriola and Pinder 1982; Philip and Kitanidis 1989; Pardo-Igúzquiza and Chica-Olmo 2004). In situ measurement of VHG is performed using piezometer nests, which contain multiple piezometers in close proximity at different depths. However, installing piezometers is expensive and time-consuming, and so the number of piezometers at a particular site is usually limited, and piezometer nests are less frequently made. For these reasons, VHG maps are often produced, but are typically limited to a relatively local area, such as fluvial channels (for quantifying surface/groundwater interaction) and polluted sites (for monitoring contaminant plume). On a wider regional scale, VHG mapping is rarely performed, and delineation of regional groundwater flow systems is often just a 2D horizontal map with schematic
vertical cross sections.

Comparable information can often be gleaned from the available water level data in individual water wells and boreholes. In many urbanized and developing regions, numerous records of wells and boreholes are maintained. However, water wells do not have a short single screen, but rather multiple long screens installed for water intake. The water level actually does not integrate the heads on a vertical section, depending on heterogeneity around the well (McIlvride and Rector 1988; Rushton 2003). Uncertainty also arises from differing measurement times, even in the same well, as a result of precipitation, artificial intake, climate change, and other events. Such uncertainty in each well is often calibrated based on other water variations at neighboring location and depth (Taylor and Alley 2001), but it is difficult to classify and quantify uncertainty in all of the available data. Therefore, a statistical approach is required for dealing such uncertainty. One traditional approach is to plot well depth versus depth to static water level from the groundwater table (Freeze and Cherry 1979). Under the assumption of a single topographic region, the plot determines whether the region is a recharge or discharge area. However, recharge and discharge areas in a basin are typically complex, and so it is not known a priori whether the site can be treated as a single topographic region. In the plot method, the groundwater table is a common datum surface, but the depth to the groundwater table is not uniform on such a regional scale, and varies depending on topography, geology, and other factors.

The object of this study is to expand the concept of the plot method to be more generalized on a regional scale. This study proposes regional mapping of VHG using kriging interpolation of conventional well data. The datum surface of VHG is, as in the plot method, the groundwater table (here, groundwater table elevation (GTE) in particular). A VHG map provides information not only on whether recharge or discharge occurs, but also on magnitude of vertical groundwater flows. Kriging is a popular interpolation tool for mapping of hydraulic head and gradient (Wackernagel 2003). Variogram analysis is conducted to reveal spatial variability of the variables, and best linear unbiased estimators (BLUEs) are obtained for any node with its variance. Kriging also reproduces measurements of head exactly, regardless of whether its uncertainty (e.g., measurement error) is included. This is undesirable in this mapping because the available data have a wide range of uncertainties. Numerical tests show that uncertainty in kriging estimates increases with relative
measurement errors (e.g., Lamotte and Delay 1997). It is important for kriging to take into account measurement errors such as uncertainty in spatial variability (Saito and Goovaerts 2002). This poses a conflict in the analysis of conventional well data. Available data, as much as possible, are collected to compensate for reliable measurements of limited number, while such a dataset includes larger variance due to wide-ranging measurement errors. For these reasons, an appropriate filtering process is required to strike a balance between the volume and uncertainty of the dataset.

Here, the Toyohira River alluvial fan, Sapporo, Japan, is used as a case study on VHG mapping. Over 1,000 water levels are compiled, and then a portion of the data is extracted by using long-term water level analysis in observation wells. Water levels in individual wells are also grouped by well depth into shallow wells and deep wells. A GTE map is first produced using the shallow well data. Individual VHG values in the deep wells are calculated from their water levels, prior estimated GTE, and representative values of screen depth elevation. There are two problems in this process. (1) VHG is, in typical practice, calculated to determine the screen elevation between the top and bottom elevations, which are often separated by several tens of meters or more. In this study, three cases, namely, the top, middle, and bottom elevations are used, and then the resulting maps are compared. (2) Regional mapping of GTE and VHG includes a non-stationary problem. In this study, the deterministic drift in GTE is formulated as a linear relation with the ground surface elevation. Moving neighborhood kriging is also used in VHG mapping. Cross-validation is conducted to evaluate the validity in the GTE and VHG maps. The actual groundwater flow system in the fan is examined from the resulting GTE and VHG maps.

2.2 Material and methods

2.2.1 Data preparation

Numerous water wells and boreholes have been constructed in and around the Toyohira River alluvial fan. The target region including the fan is defined in the range of the $X$ coordinate (north-south) as $-101,000$ to $-111,000$ m and the $Y$ coordinate (east-west) as $-77,000$ to $-68,000$ m on the Japanese coordinate system (the Japanese Geodetic Datum 2000: JGD2000). The extent loosely corresponded to latitude from 43°05′13″ to 42°59′52″N and longitude from 141°18′15″ to 141°24′58″E. In this study, a total of 1,392 water level data are firstly compiled (Figure 2.1). A
portion of these data are publicly available in publications of the Geological Survey of Hokkaido (Yamaguchi et al. 1965; Obara 1969) and a digital shape file of the Hokkaido region (National and Regional Policy Bureau 2007). Other data are from private or unpublished reports. Since the 1970s, groundwater level and quality in the fan have been monitored by the Hokkaido Regional Development Bureau and the Geological Survey of Hokkaido. The observation wells are shown as solid squares in Figure 2.1, and details about the wells are listed in Table 2.1.
Figure 2.1 Location maps and topographic features of the study area: the Toyohira River alluvial fan. Small points are the wells and boreholes that provided water level data before filtering (n = 1,392). Solid squares are long-term observation wells, details of which are listed in Table 1. Bold black line shows the position of the cross section in Figure 2. Gray dashed lines are subway lines constructed in the city. Figure 1c also shows ground surface contours with 1 m interval from 5 to 80 m asl, and short lines along the river indicate KP which denote the distance (in kilometers) along the river channel upstream from the confluence with the Ishikari River.
Table 2.1 Long term observation wells in the Toyohira River alluvial fan

<table>
<thead>
<tr>
<th>Well^a</th>
<th>Location^b</th>
<th>Measurement period</th>
<th>Screen depth (m)</th>
<th>Class^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>OW1D</td>
<td>04' 39&quot; N 21' 41&quot; E</td>
<td>1-Jan-79 to 31-Dec-08</td>
<td>31.5 - 37.0</td>
<td>D</td>
</tr>
<tr>
<td>OW1S</td>
<td>04' 39&quot; N 21' 41&quot; E</td>
<td>20-Jun-73 to 31-Dec-09</td>
<td>10.0 - 18.0</td>
<td>S</td>
</tr>
<tr>
<td>OW2</td>
<td>04' 32&quot; N 23' 30&quot; E</td>
<td>20-Jun-73 to 9-Mar-11</td>
<td>11.0 - 16.5</td>
<td>S</td>
</tr>
<tr>
<td>OW3D</td>
<td>04' 15&quot; N 21' 11&quot; E</td>
<td>19-Mar-11 to 17-Aug-12</td>
<td>43.0 - 44.0</td>
<td>D</td>
</tr>
<tr>
<td>OW3S</td>
<td>04' 15&quot; N 21' 11&quot; E</td>
<td>19-Mar-11 to 17-Aug-12</td>
<td>10.0 - 15.0</td>
<td>S</td>
</tr>
<tr>
<td>OW4D</td>
<td>04' 04&quot; N 23' 26&quot; E</td>
<td>10-Mar-06 to 31-Dec-08</td>
<td>44.0 - 48.0</td>
<td>D</td>
</tr>
<tr>
<td>OW4S</td>
<td>04' 04&quot; N 23' 26&quot; E</td>
<td>10-Mar-06 to 31-Dec-08</td>
<td>10.0 - 14.0</td>
<td>S</td>
</tr>
<tr>
<td>OW5</td>
<td>03' 46&quot; N 22' 00&quot; E</td>
<td>9-Jun-73 to 31-Dec-09</td>
<td>11.5 - 17.0</td>
<td>S</td>
</tr>
<tr>
<td>OW6</td>
<td>03' 44&quot; N 20' 34&quot; E</td>
<td>3-Dec-93 to 31-Dec-09</td>
<td>27.0 - 32.5</td>
<td>D</td>
</tr>
<tr>
<td>OW7</td>
<td>03' 40&quot; N 20' 45&quot; E</td>
<td>9-Dec-80 to 23-Mar-93</td>
<td>27.0 - 32.5</td>
<td>D</td>
</tr>
<tr>
<td>OW8</td>
<td>03' 37&quot; N 19' 37&quot; E</td>
<td>3-Jan-77 to 31-Dec-08</td>
<td>54.5 - 60.0</td>
<td>D</td>
</tr>
<tr>
<td>OW9</td>
<td>03' 31&quot; N 22' 49&quot; E</td>
<td>20-Jun-73 to 31-Dec-09</td>
<td>4.5 - 13.5</td>
<td>S</td>
</tr>
<tr>
<td>OW10</td>
<td>03' 20&quot; N 20' 53&quot; E</td>
<td>23-Oct-73 to 11-May-02</td>
<td>14.0 - 19.5</td>
<td>S</td>
</tr>
<tr>
<td>OW11</td>
<td>02' 47&quot; N 19' 51&quot; E</td>
<td>11-Sep-80 to 31-Dec-09</td>
<td>9.5 - 15.0</td>
<td>S</td>
</tr>
<tr>
<td>OW12</td>
<td>02' 45&quot; N 20' 43&quot; E</td>
<td>25-Oct-79 to 10-Mar-11</td>
<td>8.0 - 19.0</td>
<td>S</td>
</tr>
<tr>
<td>OW13</td>
<td>02' 41&quot; N 21' 22&quot; E</td>
<td>1-Jan-91 to 31-Mar-12</td>
<td>17.2 - 30.2</td>
<td>D</td>
</tr>
<tr>
<td>OW14</td>
<td>02' 24&quot; N 21' 47&quot; E</td>
<td>17-Dec-80 to 31-Dec-09</td>
<td>16.5 - 22.0</td>
<td>D</td>
</tr>
<tr>
<td>OW15D</td>
<td>02' 23&quot; N 22' 34&quot; E</td>
<td>1-Jan-79 to 31-Dec-08</td>
<td>28.5 - 34.0</td>
<td>D</td>
</tr>
<tr>
<td>OW15S</td>
<td>02' 23&quot; N 22' 34&quot; E</td>
<td>1-Nov-73 to 10-Mar-11</td>
<td>14.5 - 20.0</td>
<td>S</td>
</tr>
<tr>
<td>OW16D</td>
<td>02' 23&quot; N 21' 26&quot; E</td>
<td>9-Jun-10 to 17-Aug-12</td>
<td>62.0 - 64.0</td>
<td>D</td>
</tr>
<tr>
<td>OW16S</td>
<td>02' 23&quot; N 21' 26&quot; E</td>
<td>9-Jun-10 to 17-Aug-12</td>
<td>2.5 - 7.5</td>
<td>S</td>
</tr>
<tr>
<td>OW17D</td>
<td>02' 13&quot; N 21' 52&quot; E</td>
<td>10-Mar-06 to 31-Dec-08</td>
<td>22.0 - 30.0</td>
<td>D</td>
</tr>
<tr>
<td>OW17S</td>
<td>02' 13&quot; N 21' 52&quot; E</td>
<td>1-Jan-07 to 31-Dec-09</td>
<td>15.0 - 19.0</td>
<td>S</td>
</tr>
<tr>
<td>OW18</td>
<td>02' 07&quot; N 20' 08&quot; E</td>
<td>11-Sep-80 to 31-Dec-09</td>
<td>9.5 - 15.0</td>
<td>S</td>
</tr>
<tr>
<td>OW19</td>
<td>02' 05&quot; N 21' 15&quot; E</td>
<td>25-Sep-10 to 17-Aug-12</td>
<td>4.0 - 5.0</td>
<td>S</td>
</tr>
<tr>
<td>OW20D</td>
<td>01' 46&quot; N 21' 15&quot; E</td>
<td>10-Aug-10 to 17-Aug-12</td>
<td>99.0 - 100.0</td>
<td>D</td>
</tr>
<tr>
<td>OW20S</td>
<td>01' 46&quot; N 21' 15&quot; E</td>
<td>9-Jun-10 to 17-Aug-12</td>
<td>2.5 - 7.5</td>
<td>S</td>
</tr>
<tr>
<td>OW21</td>
<td>01' 33&quot; N 21' 59&quot; E</td>
<td>20-Jun-73 to 10-Mar-11</td>
<td>8.0 - 19.0</td>
<td>S</td>
</tr>
<tr>
<td>OW22</td>
<td>00' 57&quot; N 21' 02&quot; E</td>
<td>6-Jun-73 to 10-Mar-11</td>
<td>7.7 - 13.2</td>
<td>S</td>
</tr>
<tr>
<td>OW23</td>
<td>00' 55&quot; N 21' 04&quot; E</td>
<td>10-Mar-06 to 31-Dec-09</td>
<td>25.0 - 26.5</td>
<td>D</td>
</tr>
</tbody>
</table>

^aOriginal names of wells in Japanese are omitted, and numberings are given from the north to the south.
^bD and S, respectively, denote deep and shallow wells in close proximity (i.e., piezometer nests).
^cLocation is common at 43°N or 141°E, and GH denotes ground height (m asl). 'D and S denote deep and shallow wells, respectively.
Furthermore, in 2010 the authors observed water levels at some of the individual wells and in a longitudinal distribution of river stages to obtain more valid data.

![Figure 2.2 Photos of water level measurement in observation wells; a) OW20S, b) OW6](image)

The records for each well or borehole contained all or some of the following items: location, total depth, installed screen length(s) and position(s), geology, pumping and non-pumping (static) water levels, and pumping or logging test results. Figure 2.3 shows that well depths and screen lengths are variously distributed: most well depths range from 30 to 50 m, and the screen lengths are almost evenly distributed until 50 m.
Over the past 50 years, static water levels have been measured at various times, but often only during initial construction. In most records, dates of observations are given in year only, not month or date. The hydraulic head mapping firstly required the extraction of data representative of the target period, which, in this study, is the present. The filtering process is based on the long-term water level variations at the 30 observation wells listed in Table 2.1. From 1969 to 1994, three subway lines were in turn constructed in Sapporo, and during this period heavy pumping was repeatedly conducted for dry work. The annual mean variations in the observation wells are evaluated to detect the dewatering period. The differences between daily means in each observation wells and total mean after the period are also statistically represented as box plots to assess daily fluctuations. The annual trends in observation wells are evaluated by using nonparametric techniques: the Mann-Kendall test (Mann 1945; Kendall 1975) and Sen’s slope estimation (Sen 1968). The traditional techniques have been widely used to test for randomness against trends (e.g., Wen and Chen 2006; Soderberg and Hennet 2007). In this study, the trend analysis is archived using a free Excel macro (Salmi et al. 2002).

The extracted water levels are divided into two categories: shallow wells of up to 20 m deep and deep wells of greater than 20 m deep. Groundwater levels in the shallow wells are considered to be nearly equal to the groundwater table at the time and location, because the water tables are
observed initially at ≤20 m depth during the drilling of wells and boreholes in the fan. On the other hand, groundwater levels in the deep wells might be affected by VHG at the location.

The data set is input into a geographical information system (GIS). GIS makes it feasible to interpolate environmental variables through built-in applications based on deterministic or geostatistical techniques (Burrough and McDonnell 1998; Johnson 2009). In this study, ArcGIS v.10 (ESRI, Inc.) is used for analysis and mapping.

2.2.2 Kriging interpolation

Kriging gives the BLUE and its variance at any given point by using neighbor measurements and a variogram model. Maps of target variables, GTE and VHG in this study, are generated by kriging interpolation on a regular grid cell. The accuracy of the maps depends on the number and distances of reliable measurements, and on the variogram model. The experimental variogram, which characterizes the spatial variability of the data, is defined as half the average squared difference between two attributed values (Deutsch and Journel 1998). In this study, variogram modeling (i.e., production of the experimental variogram and parameterization of the theoretical variogram) is performed by using the software Surfer 10 (Golden Software).

Ordinary kriging and simple kriging are fundamental techniques in geostatistics. The difference between them is small, but ordinary kriging is more useful in practice because ordinary kriging filters the unknown mean required for simple kriging by adding the constraint that the kriging weights sum to one. Ordinary kriging assumes stationary conditions where the mean of the unknown is constant. If the unknown is not stationary but locally stationary in a certain neighborhood, ordinary kriging is also applied within the local area (de Marsily 1986; Goovaerts 1997; Deutsch and Journel 1998; Wackernagel 2003). Moving neighborhood kriging is conducted by setting a search radius less than the distance in which the stationary assumption is satisfied. The groundwater table forms a subdued replica of the topography, and GTE may not even be local stationary on a wider regional scale. For example, cokriging has been applied for estimating GTE (Hoeksema et al. 1989; Chung and Rogers 2012). In other approaches, a trend component (drift) is formulated as a function of an auxiliary variable. By definition, regionalized variable $Z(x)$ is conceptualized as a sum of a global trend component (drift) $m(x)$, a spatial auto-correlation
component $e'(x)$ and a purely random component $e''(x)$ as:

$$Z(x) = m(x) + e'(x) + e''(x) \quad (2.1)$$

Universal kriging and kriging with external drift have been performed (Aboufirassi and Mariño 1983; Desbarats et al. 2002), in which kriging weights and drift parameters are simultaneously solved in the kriging system. Alternatively, the drift and residuals are fitted separately and then summed; this approach is applied in various techniques such as residual kriging, kriging combined with regression, and regression kriging. The applicability also has been indicated through comparison studies (e.g., Knotters et al. 1995; Hengl 2007; Nikroo et al. 2010). The formulas and parameters of drift are firstly determined by ordinary least squares (OLS). Statistically, unbiased parameters of drift are also determined by the iterative process of generalized least squares (GLS) (Cressie 1993; Hengl 2007). GLS is a sophisticated but laborious process. The first OLS drift should be satisfactory but slightly inferior (Kitanidis 1993; Minasny and McBratney 2007). In this study, a simple linear relation is established between the GTE at each shallow well and its ground surface elevation. The relation is defined as the drift of GTE. The GTE value is thus represented as

$$GTE_i = m_i + \varepsilon_i = aGSE_i + b + \varepsilon_i, \quad (2.2)$$

where $GTE_i$ is the groundwater table elevation estimated at a shallow well, $i$ is the index of the shallow well, $m_i$ is the deterministic drift derived from the topography, $\varepsilon_i$ is random spatially correlated residual, and $GSE_i$ is the ground surface elevation at the shallow well. Elevation in this paper is given in meters above mean sea level. If $GSE_i$ in many wells is not available, $GSE_i$ is estimated from a high-resolution digital elevation map (DEM) by using the GIS application. The spatial variability of residuals, $\varepsilon_i$ is estimated as a variogram model, and residual map is produced by ordinary kriging assuming a stationary condition. In this study, the grid size used is 100 m by 100 m. The size is set based on the accuracy of well location data. The drift map is prepared by combining DEM and Equation (1). The GTE map is finally obtained by adding the residual map to the drift map. The raster calculation in GIS is used for this process. The groundwater table depth (GTD) is also mapped by subtracting the GTE map from the DEM.

Following GTE mapping, the VHG value at each deep well is calculated as

$$VHG_j = (WLE_j - GTE_j) / (GTE_j - SDE_j), \quad (2.3)$$

where $VHG_j$ is the individual VHG value in a deep well and $j$ is the index of the deep well. A
positive (negative) value indicates upward (downward) groundwater flow. \( WLE_j \) is the water level elevation, \( GTE_j \) is the GTE extracted from the prior GTE map through the GIS application. \( SDE_j \) is the representative value of screen depth elevation between the top and bottom screen depths. \( SDE_j \) is considered to differ among the deep wells, and its determination is problematic. In this study, three cases, namely, the top, middle, and bottom elevations of screens, are used for individual VHG calculation (Figure 2.4). The VHG values in the different cases are respectively mapped by ordinary kriging interpolation. The experimental variograms show some probability of nonstationary in VHG, so moving neighborhood kriging is applied.

![Figure 2.4 Definition of inputs for each well (piezometer)](image)

2.2.3 Cross-validation

Cross-validation is used to verify the resulting GTE and VHG maps. For the GTE map, cross-validation is performed for residuals at all of the shallow wells, and then the residuals are translated to GTE estimates by summing the topographic drift. The resulting GTE estimates are compared with the measurements, \( GTE_i \). For the VHG maps, cross-validation is conducted at all of
the deep wells in each case of different $SDE_i$ values. The mean error ($ME$), root mean square error ($RMSE$), and mean square standard error ($MSSE$) are used for error estimation:

$$ME = \frac{1}{n} \sum_{i=1}^{n} (z(x_i) - z^*(x_i))$$  \hspace{1cm} (2.4)$$

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (z(x_i) - z^*(x_i))^2}$$  \hspace{1cm} (2.5)$$

$$MSSE = \frac{1}{n} \sum_{i=1}^{n} \left(\frac{z(x_i) - z^*(x_i)}{\sigma_i^2}\right)^2$$  \hspace{1cm} (2.6)$$

where $n$ is the number of wells (shallow wells for GTE mapping, or deep wells for VHG mapping), $z(x_i)$ is the measured GTE or VHG value, $z^*(x_i)$ is the estimated GTE or VHG using the $n-1$ other data, and $\sigma_i^2$ is the kriging standard deviation, which is the prediction error at location $x_i$. The selected variogram model and its optimized parameters are adequate when the $ME$ and $RMSE$ values are close to zero, and the $MSSE$ value is close to one with a tolerance range $[1-3\sqrt{2/n}, 1+3\sqrt{2/n}]$ (Chilès and Delfiner 1999).

### 2.3 Results and discussion

#### 2.3.1 Data filtering

The annual mean water variations at the observation wells are shown in Figure 2.5a. The groundwater level variations show drawdowns in two typical seasons, i.e. winter and summer, the former related to low recharge due to snow covering, and the latter due to (Fukami 2010).

Significant drops in water level are seen in most observation wells during 1985–1987, which are years when subway construction occurred. The dewatering is not obvious in the apex at OW18 and OW22U, which are located far from the subway lines. Water levels almost completely recover in a few wells starting from 1988, but in most wells the levels remain low.

Figure 2.5b shows box plots of the differences of daily means from the total mean in each observation well since 1988. The box plots statistically show daily fluctuations after the subway construction, and water levels from that year are within a range of a few meters except in special cases, such as heavy precipitation.
Figure 2.5 (a) Long-term variations in annual mean water levels and (b) box plots of groundwater levels in the observation wells. Variations are produced in the observation wells from hourly data covering at least 3 years. Box plots indicate differences of daily mean levels from the total mean level in each observation well since 1988. Boxes from the left to the right correspond to the numbering of the observation wells (Table 2.1). The bars represent, from above, values of upper 90%, upper quartile, mean, lower quartile, and lower 90%.
The results of the Mann-Kendall test and the Sen’s slope estimates since 1988 are summarized in Table 2.2. Positive trends are seen in an area of the distal part, and negative trends in an area of the apex.

Positive trends likely indicate a change of water intake (e.g., a decrease in pumping rate) around the distal part. Conversely, negative trends indicate decreasing total water storage in the fan. In future work, we will discuss the fan’s groundwater vulnerability and its changes in more detail. The magnitudes of Sen’s slopes are mostly less than 0.05, and the largest is no more than 0.07. For such trends, total variations in water levels from 1988 to the present remained less than a few meters. This indicates that the long-term trends since 1988 approximately contain the seasonal and annual fluctuations shown in the box plots.

The above results suggest that the water levels before 1988 were probably affected by subway construction, and that the water levels after 1988 were affected by daily fluctuation and long-term trends but appear nearly random within the range of a few meters. Consequently, in this study only post-1988 data is used for our analysis. If multiple measurements are available at the same well, the data with the latest date are used. Automatic records, often updated hourly, are averaged over the full post-1988 measurement period. The extracted water levels obtained since 1988 are divided into two categories: shallow wells of up to 20 m deep ($n = 216$), and deep wells of greater than 20 m deep ($n = 203$).

### Table 2.2 Results of Mann-Kendall test and Sen’s slope estimation on annual mean water levels (1988–2010)

<table>
<thead>
<tr>
<th>Well</th>
<th>Slope $^{b}$</th>
<th>Significance $^{c}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OW1D</td>
<td>0.039 *</td>
<td></td>
</tr>
<tr>
<td>OW1S</td>
<td>0.036 *</td>
<td></td>
</tr>
<tr>
<td>OW2</td>
<td>0.034 ***</td>
<td></td>
</tr>
<tr>
<td>OW5</td>
<td>0.022 NS</td>
<td></td>
</tr>
<tr>
<td>OW6</td>
<td>0.032 NS</td>
<td></td>
</tr>
<tr>
<td>OW8</td>
<td>0.053 *</td>
<td></td>
</tr>
<tr>
<td>OW9</td>
<td>0.010 NS</td>
<td></td>
</tr>
<tr>
<td>OW10</td>
<td>-0.001 NS</td>
<td></td>
</tr>
<tr>
<td>OW11</td>
<td>-0.014 NS</td>
<td></td>
</tr>
<tr>
<td>OW12</td>
<td>-0.014 NS</td>
<td></td>
</tr>
<tr>
<td>OW13</td>
<td>-0.011 NS</td>
<td></td>
</tr>
<tr>
<td>OW14</td>
<td>-0.060 **</td>
<td></td>
</tr>
<tr>
<td>OW15D</td>
<td>-0.032 NS</td>
<td></td>
</tr>
<tr>
<td>OW15S</td>
<td>-0.050 *</td>
<td></td>
</tr>
<tr>
<td>OW18</td>
<td>-0.049 **</td>
<td></td>
</tr>
<tr>
<td>OW21</td>
<td>0.066 **</td>
<td></td>
</tr>
<tr>
<td>OW22</td>
<td>-0.044 ***</td>
<td></td>
</tr>
</tbody>
</table>

$^{a}$Only wells observed for a period of 10 years or longer since 1988 are used. $^{b}$Sen’s slopes are estimated in m/yr. $^{***}$, $p < 0.001$; $^{**}$, $p < 0.01$; $^{*}$, $p < 0.05$; NS, $p \geq 0.1$. 
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2.3.2 GTE and GTD maps

Linear fitting is performed between the water levels in shallow wells and ground surface elevations, and the OLS drift parameters resulted in slope of 0.970, an intercept of −3.33. The correlation coefficient $R^2$ of 0.96 is sufficiently high.

Figure 2.6 shows the experimental variogram of the residuals, $\varepsilon_i$. A spherical model is used as the theoretical variogram model after a comparison among authorized models:

$$\gamma(h) = B + (C - B) \left[ \frac{3}{2} \frac{h}{a} - 1 \left( \frac{h}{a} \right)^3 \right]$$

(2.7)

Here, $B$ is the nugget effect, $C$ is the partial sill, $a$ is the range, and $h$ is the separation distance. Anisotropy of the spatial variability is a main consideration in hydraulic head mapping (Kitanidis 1993). In this study, isotropy in residuals is assumed because the topographic drift includes anisotropy, and cross-validation results are satisfactory. The fitted model and optimal parameters are shown in Figure 2.6.

Figure 2.7 shows the cross-validation results. The ME and MSSE values are, in large part, close to zero and one, respectively, indicating the suitability of the mapping. The RMSE value means that the prediction errors are within several meters. Such estimation errors of this level are regrettably inevitable under the uncertainty of conventional well data, owing to daily fluctuation and long-term trends. However, the errors are insignificant for discussing the GTE map on a 101 m order scale.
Figure 2.7 Cross-validation results of GTE above sea level

Figure 2.8 shows the estimated maps of GTE and GTD. Variance maps are omitted here, but the above cross-validation shows that uncertainty is within acceptable limits. The steep land-surface slope of the fan contributes to the substantial driving force from the apex to the distal part. The GTE inclines northward between about 5–60 m asl. within a distance of only about 5 km. A GTE mound and shallow GTD zone also appear along the river at KP 14–19, indicating the interaction between surface water and groundwater through the riverbed. The radius of the GTE mound and shallow GTD zone is no more than 1 km from the river channel. The groundwater table is deep (GTD ≥ 6 m) except around the river. Over 80 years ago, the groundwater table was shallower in the Holocene fan, and the GTD was less than 0–5 m (Fukutomi 1928). In contrast to previously published water table contours before subway construction (Yamaguchi 1983), the dewatering of the fan exceeds 5 m from the middle to distal parts. In the southeast part of the Pleistocene fan, the groundwater table is especially deep (GTD > 10 m), indicating an incorporation of groundwater recharge by highland and dewatering by subway lines, as also indicated in the VHG map discussed below.
Figure 2.8 Maps of (a) GTE and (b) GTD in the Toyohira River alluvial fan. Scattered black circles map shallow wells, boreholes, and observation points for river stages. The black solid line denotes the topographic area of the alluvial fan, including the broken boundary line between the Holocene fan and the Pleistocene fan. Short bars along the river denote transects with KP values. The gray lines indicate subway lines through the fan. The broken sky blue lines are water table contours with 5 m intervals (m asl) in April 1960 before subway lines were constructed (Yamaguchi 1983)
2.3.3 VHG map

(1) Comparison among results of three cases

Figure 8 shows variograms of individual VHG values for three cases: the top, middle, and bottom screen depth elevations. The spherical models are used for fitting as GTE. The nugget and partial sill values are largest in the case of the top elevations, and smallest in the case of the bottom elevations. This is a natural result because the denominator on the right side in Equation (2) becomes larger as the screen depth, \( SDE_j \), increases. In other words, kriging variances also become smaller as greater screen depths are selected for VHG calculation. The variogram models in these cases do not converge over a distance of 2,000 m, indicating the possibility of a spatial trend in VHG. For the potential trend, the VHG mapping is conducted by moving neighborhood kriging with a search radius of 1,000 m.

![Figure 2.9 Omnidirectional variogram and fitted spherical model for VHG in three cases: (a) top, (b) middle, and (c) bottom screen depth elevations used for VHG calculation](image)
Table 2.3 summarizes the results of cross-validating the deep wells in the three cases. The ME values indicate an absence of bias in all the cases (Table 3a). The RMSE values are slightly different among the cases, decreasing with greater screen depth. On the other hand, the variation in MSSE values differs among the cases, and the value in the case of the bottom screen depths is only within the tolerance interval \([0.70, 1.30]\) \((n = 203)\). The cross-validation results are also compared in terms of error with respect to reliable VHG data (Table 2.3 b). In the distal part with small VHG values (OW1 to 4), kriging estimates and variances insignificantly differ among the cases. In the middle to the apex with negative VHG values (OW15 to 20), differences in the estimates are relatively clear. Particularly at OW15 and OW16, the prediction errors are unacceptable in the case of the top screen depths, but are relative small in the case of the bottom screen depths.

The comparison of cross-validations among the cases indicates that VHG is not constant and hydraulic heads change inconsistently in the vertical direction, especially in the middle to apex of the fan. As a result, the GTE map of only the bottom screen depths holds an acceptable accuracy for such a 3D system. The approach for VHG mapping is strongly affected by which screen depth is used as a representative position of water level, and the deepest value (i.e., the bottom of screen) can be expected to reduce uncertainty because of the large denominator for individual VHG calculations.
Table 2.3 Cross validation results for VHG mapping: (a) error estimators and (b) Comparison with reliable VHG measurements at piezometer nests

### a

<table>
<thead>
<tr>
<th>Case&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Error estimators&lt;sup&gt;b&lt;/sup&gt;&lt;br&gt;ME</th>
<th>RMSE</th>
<th>MSSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>0.00</td>
<td>0.19</td>
<td>2.67</td>
</tr>
<tr>
<td>Middle</td>
<td>0.00</td>
<td>0.13</td>
<td>1.55</td>
</tr>
<tr>
<td>Bottom</td>
<td>−0.01</td>
<td>0.09</td>
<td>1.18</td>
</tr>
</tbody>
</table>

<sup>a</sup>Cross-validation is conducted in three cases, the top, middle, and bottom screen depths for VHG calculation. <sup>b</sup>ME, RMSE, and MSSE are, respectively, mean error, root mean square error, and mean square standard error (dimensionless).

### b

<table>
<thead>
<tr>
<th>Well&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Measurements&lt;sup&gt;b&lt;/sup&gt;&lt;br&gt;WLE</th>
<th>GTE</th>
<th>VHG</th>
<th>Cross-validation results&lt;sup&gt;c&lt;/sup&gt;&lt;br&gt;Top Est</th>
<th>Var</th>
<th>Middle Est</th>
<th>Var</th>
<th>Bottom Est</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>OW1D&amp;S</td>
<td>7.95</td>
<td>8.13</td>
<td>−0.01</td>
<td>−0.04</td>
<td>0.02</td>
<td>−0.02</td>
<td>0.01</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>OW3D&amp;S</td>
<td>9.19</td>
<td>9.37</td>
<td>0.00</td>
<td>−0.06</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.01</td>
<td>−0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>OW4D&amp;S</td>
<td>6.14</td>
<td>5.81</td>
<td>0.01</td>
<td>−0.07</td>
<td>0.02</td>
<td>−0.06</td>
<td>0.02</td>
<td>−0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>OW15D&amp;S</td>
<td>18.69</td>
<td>19.56</td>
<td>−0.06</td>
<td>−0.38</td>
<td>0.02</td>
<td>−0.23</td>
<td>0.01</td>
<td>−0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>OW16D&amp;S</td>
<td>20.51</td>
<td>28.17</td>
<td>−0.13</td>
<td>−0.32</td>
<td>0.01</td>
<td>−0.21</td>
<td>0.01</td>
<td>−0.17</td>
<td>0.01</td>
</tr>
<tr>
<td>OW17D&amp;S</td>
<td>24.05</td>
<td>27.73</td>
<td>−0.26</td>
<td>−0.28</td>
<td>0.01</td>
<td>−0.28</td>
<td>0.01</td>
<td>−0.22</td>
<td>0.01</td>
</tr>
<tr>
<td>OW20D&amp;S</td>
<td>17.32</td>
<td>36.78</td>
<td>−0.20</td>
<td>−0.26</td>
<td>0.02</td>
<td>−0.19</td>
<td>0.01</td>
<td>−0.14</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>Deep (D) and shallow (S) wells are installed in close proximity as piezometer nests. <sup>b</sup>WLE is water level (m asl) in the deep well, and GTE is groundwater table elevation (m asl) in the shallow well. GTE and WLE are mean values of all hourly data from 1988. Individual VHG values (dimensionless) are calculated by Equation (2) using the middle screen depths in the deep wells. <sup>c</sup>Est and Var indicate kriging estimates and variance (dimensionless), respectively.
Figure 2.12 show the obtained VHG and its variance maps in the case of the bottom screen depths. The VHG map visually and directly shows the magnitude and extent of positive or negative peaks of VHG. The variance of VHG is no more than 0.01 throughout the fan because deep wells for analysis are distributed with a sufficiently high density. The positive and negative peaks correspond to recharge and discharge zones of the fan. The mapped VHG values are negative in most of the fan, indicating that vertical flows of groundwater are mainly downward. In most alluvial fans, the distal part is believed to be the discharge area because of the regional flow system. In the Toyohira River alluvial fan, however, weakly positive VHG values no more than 0.05 are found in only a part of the northwest area of the distal part. The disappearance of the discharge area in the fan is likely due to dewatering of the aquifer in the Holocene fan via heavy pumping and drainage to the subway lines. The most negative peak of VHG (VHG < −0.3) appears in the Pleistocene fan. The high, steep land surface in the area can be identified as a recharge area. In addition, the water variations (Figure 2.5a) show dewatering by the subway construction in the center of the negative peak (observation well at OW15D and S). Incorporating the recharge and the dewatering occurs the negative peak in the Pleistocene fan.

The areal relation between river stage and groundwater table indicated that the shallow groundwater system is areally divided into three sections: (1) KP> 19; the groundwater table is higher than the river stage (gaining); (2) KP 15.5-19; the river stage is higher than the groundwater table, and both are continuous with natural slope (losing), (3) KP< 15.5; the groundwater table is nearly equal or higher than the river stage (constant or gaining). The negative (orange) zone at KP 15.5–19 nearly corresponds to the GTE mound and shallow GTD zone, indicating infiltration from the river. The northern (lower) part (KP 15.5–17.0) is in especially good agreement with the distinct losing section found by a synoptic discharge survey (Sakata and Ikeda 2012a). However, the northern peak crosses two subway lines, and heads northwestward along the lines. The dewatering around the subway lines also induces a negative peak of VHG, and increases seepage loss from the riverbed. On the other hand, in the southern (upper) part (KP 17.0–19.0), the rate of seepage loss is not clearly detected by the synoptic discharge survey. The section corresponds to the sudden depression of the consolidated rock shown in Figure 1.9. The steep inclination of the
basement, in other words the sudden increase in the thickness of aquifer, probably induces an accumulation of downward groundwater flow at the head. This highlights the potential applicability of the VHG map in obtaining information about hydrogeologic structure at considerable depth, which is usually accomplished by other geophysical methods such as seismic investigations.
Figure 2.10 Maps of (a) VHG and (b) VHG variance in the Toyohira River alluvial fan. The elevations of top screens in the deep wells (circles) are used for individual VHG values. The cross-validation (Table 2.3) showed the maps are statistically inferior than Figure 2.12.
Figure 2.11 Maps of (a) VHG and (b) VHG variance in the Toyohira River alluvial fan. The elevations of middle screens in the deep wells (circles) are used for individual VHG values. The cross-validation (Table 2.3) showed the maps are statistically inferior than Figure 2.12.
Figure 2.12 Maps of (a) VHG and (b) VHG variance in the Toyohira River alluvial fan. The elevations of bottom screens in the deep wells (circles) are used for individual VHG values. The cross-validation (Table 2.3) shows the maps are more valid than Figure 2.10 and Figure 2.11.
2.4 Conclusions and future works

Mapping of vertical hydraulic gradient has rarely been attempted on the regional scale because of the lack of piezometer nests and the uncertainty in conventional well data. This study generalized the concept of the traditional plot method, and performed mapping of GTE and VHG by kriging interpolation of conventional well data. The case study site was the Toyohira River alluvial fan, Sapporo, Japan. A large number of water levels were observed by appropriate filtering. The long-term variations in water level and box plots of its fluctuations in 30 observation wells were produced, and nonparametric trend analysis was performed. Annual mean variation indicated that construction of subway lines induced significant dewatering before 1988. Thereafter, the daily fluctuations and the long-term variations ranged within a few meters. Water well data from 1988 were divided into those for shallow wells of up to 20 m deep, and deep wells of over 20 m deep. First, the GTE was mapped by adding the topographic drift to the residuals, which were interpolated by ordinary kriging. The drift was formulated as a linear relation between water levels in the shallow wells and the ground surface elevation by ordinary least squares. Next, individual VHG values in the deep wells were calculated by using its top, middle, or bottom elevations of screen depth, respectively. VHG and its variance maps were also generated by using ordinary kriging with a search radius fixed (moving neighborhood kriging). The cross-validation indicated the validity of the GTE map and the VHG map of the bottom screen depths. The other VHG maps of the top and middle screen depths could not be satisfactorily cross-validated. The VHG map, over a wide area, visually reveals the magnitude and extent of recharge and discharge in the fan. The downward flows are predominantly distributed over the fan due to the basement depression at the head, the seepage loss from the river in the middle, and the artificial dewatering in the distal part.

The proposed incorporation of VHG and GTE maps provides a quasi-3D representation, under the assumption that VHG at any location is invariable from the groundwater table to the bottom of the aquifer; The assumption is not realistic. Several recent studies have currently challenged three-dimensional mapping (Tonkin 2002; Rivest 2008). A 3D-representation of groundwater head remains in future work.
3 Quantification of gravel-bed river discharge and leakage by synoptic survey

3.1 Introduction

Groundwater recharge is the entry into the saturated zone across the water table surface, and information about both recharge area and rate is critical to determine water balances and capacities of aquifers (Bower 1978). Groundwater recharge is also important as upper boundary conditions in numerical models of groundwater flow. For many regional groundwater studies, however, insufficient attention is paid to recharge estimation (de Vries and Simmers 2002; Ruston 2003). This is because groundwater recharge generally varies in space and time, depending on both systematic and random fashions. Hence, estimation of recharge is most problematic in groundwater modeling study as geologic heterogeneity.

A variety of techniques for recharge estimation are developed on different time- and space- scales (e.g. Gee and Hillel 1988; Scanlon et al. 2002; Healy 2010). Most methods are fundamentally based on the water-budget equation, such that recharge is calculated as a residual component in precipitation from other meteorological, hydrological, and hydrogeological components. Considering only measurement error, variance of recharge component is represented as a sum of variances of other components. If recharge is small relative to other components, as usual there are, uncertainty of recharge component can easily exceed 100% of the true value (Gee and Hillel 1988). Thus, the validity of recharge estimation depends on accuracy of other components. However, all of various components that consist of the water-budget equation are rarely obtainable with sufficient accuracy level, especially on regional scale.

The water budget method is applicable under specific conditions that as much components as possible are negligible. Intermittent focused recharge from streams or rivers is often the dominant recharge mechanism in arid- and semi-arid regions (Healy 2010). Here, focused recharge is more localized recharge from specific bodies of water to underlying aquifer, while diffuse recharge is more regional recharge referred from precipitation and snow melting. The rate of focused recharge is generally higher as either slope or permeability of the river-bed increases, such as in the rivers flowing on alluvial coarse aquifers. Also in such regions, river managements during low flow periods are frequently focused on how minimum discharge under the seepage loss is needed to
enhance endangered living in the river.

The focused recharge occurs based on the mechanism of interaction between surface/groundwater. A stream that receives groundwater discharge is known as a "gaining" stream, whereas a stream that loses water to, or recharges, the groundwater is known as a "losing" stream (Winter 1998). The mechanism is traditionally explained based on Darcy's law, which consists of hydraulic gradient, area normal to flow direction, and hydraulic conductivity of bed materials around the river. The former two terms are relatively easily determined by installing piezometers below the riverbed, however, gravel-bed rivers prove difficulty because of penetration through large cobbles and excessive stream velocities in the riffles. The third term is also rarely determined due to geologic heterogeneity and clogging.

Surface water budget method could directly estimate focused recharge that is integrated over the length of the reach. The method calculates the exchange between ground/surface water as the difference between total inflow and outflow measured by synoptic survey. Thus, synoptic survey is susceptible to uncertainty of inflow and outflow measurements. Weight (2008) suggested that an application of the method requires that net gains (losses) are greater than 10% of flow discharge. In Japan, for example, the influent seepage of rivers flowing through alluvial fans ranged in only $10^{-1}$ m$^3$/s/km orders of magnitude (Sasaki 1974). Therefore, the method has been limited only in small rivers of low discharge. Typically, discharge measurements in gravel-bed rivers include more uncertainty due to unsteady turbulent flow and roughness of boundary (Wiberg and Smith 1991). Accordingly, the synoptic survey has been considered to be less applicable in the gravel-bed rivers.

This dissertation advances the synoptic survey method in the context of reduction of uncertainty in the conventional flow measurement. The equation of flow uncertainty is indicated in ISO(2007), and the equation consists of various factors such as point velocity, water depth, number of verticals, and so forth. This research typically focuses two factors; point velocity and number of vertical. The velocimeter used in this thesis is a handheld acoustic Doppler velocimeter (ADV), which yields much more accurate velocities even in shallow water depth conditions. Next, proper arrangement of verticals is also designed in each transect as to minimize the uncertainty. The improved synoptic survey is applied in the Toyohira River, such that the longitudinal discharge and the leakage are quantitatively determined. This investigation also aims to reveal a relation between the river leakage
and the discharge in the Toyohira River. The relation has been reported during high discharge and rapid variation of river stage such as flood flow; bank storage effect. The relation during low and steady flow has been rarely discussed, but the previous synoptic surveys in the Toyohira River indicated the relation.

3.2 Material and methods

3.2.1 Surface-water budget methods

The water budget equation for a reach of stream can be written as (Healy 2010):

$$Q_{sw}^w_{out} = Q_{sw}^w_{in} + P - ET_{sw}^w - \Delta S_{sw}^w + R_{off} + Q_{trib} + Q_{inter} - Q_{seep}$$ (3.1)

where $Q_{sw}^w_{out}$ is the streamflow (discharge) at the downstream end of the reach, $Q_{sw}^w_{in}$ is the streamflow (discharge) at the upstream end of the reach, $P$ is the precipitation falling on the stream, $ET_{sw}^w$ is the evaporation from the stream, $\Delta S_{sw}^w$ is the change in stream stage, $R_{off}$ is the surface runoff to the stream, $Q_{trib}$ is the flow from tributaries within the reach, $Q_{inter}$ is the interflow from the unsaturated zone, $Q_{seep}$ is the net gaining if negative or losing if positive as an exchange of water between the stream and the subsurface.

$Q_{seep}$ is determined as a residual in Equation (3.1). The subsurface terms generally dominate Equation (3.1), and the measurement times are often selected so that precipitation, runoff, and interflow are approximately zero. $ET_{sw}^w$ and $\Delta S_{sw}^w$ can be estimated independently, but for practical applications on naturally flowing streams the magnitudes of these terms are generally quite small relative to that of the surface-flow terms and often insignificant relative to measurement errors of surface flow (Healy 2010). Hence, Equation (3.1) is written as a simplified form:

$$Q_{seep} = Q_{sw}^w_{out} - Q_{trib} - Q_{sw}^w_{in}$$ (3.2)

The method is traditionally conducted through synoptic discharge survey, conducting using stream gaging at several stream cross sections during a short period (Woessner 2000; Simonds and Sinclair 2002; Harte and Kiah 2009). The exchange of water, $Q_{seep}$ can be estimated as the difference between inflow, $Q_{sw}^w_{in}$ and outflow, $Q_{sw}^w_{out}$. All terms in Equation (3.2) are independently measured, and then the variance of the exchange is defined as:

$$\text{Var}[Q_{seep}] = \text{Var}[Q_{sw}^w_{out}] + \text{Var}[Q_{trib}] + \text{Var}[Q_{sw}^w_{in}]$$ (3.3)

The above equation indicates that the resulting $Q_{seep}$ needs to be substantially larger in magnitude
than the sum of right terms, \( \text{Var}[Q_{\text{out}}^w], \text{Var}[Q_{\text{inh}}], \text{Var}[Q_{\text{in}}^w] \), for quantitative discussion.

### 3.2.2 Improvement of flow measurement based on uncertainty

A method for measuring flow discharge in a river has been standardized by ISO (2007), and other methods have also been established in each country such as Japan (Public Works Research Institute 2002) and USA (Whiting 2003; Turnipseed and Sauer, 2010). Most publications commonly suggest that velocity measurement is elemental and firstly selected. The velocity method is the method that calculates flow discharge by a sum of subsectional charges which are obtained as products of river width, depth, and average velocity:

\[
Q = \sum q_i = \sum b_i d_i v_i \quad (3.4)
\]

where \( Q \) is the total discharge, \( q_i \) is the subsectional discharge in the \( i \) th segment; \( b_i \) is the increment width; \( d_i \) is the representative (mean) water depth; \( v_i \) is the representative (mean) velocity. The standard uncertainty ("one standard deviation" values, level of confidence approximately 68%) of discharge is calculated by the following equation (ISO 2007) as:

\[
u(Q)^2 = u_m^2 + u_s^2 + \left( \frac{1}{n_i} \right) \left( u_{c,i}^2 + u_{e,i}^2 \right) + \left( \sum_{i=1}^{m} \left( b_i d_i v_i \right)^2 \right)^2 \quad (3.5)
\]

where \( u(Q) \) is the relative (percentage) combined standard uncertainty in discharge; \( u_m \) is the uncertainty due to the limited number of verticals; \( u_s \) is the uncertainty due to variable responsiveness of the current-meter (\( u_{cm} \)), width measurement instrument (\( u_{bm} \)) and depth sounding instrument (\( u_{ds} \)), \( u_s \) also corresponds to a root of sum of square of these terms. \( u_{b,i}, u_{d,i}, u_{v,i} \) are the relative (percentage) standard uncertainty in the width, depth and mean velocity measured at \( i \) th vertical, \( u_{p,i}^2 \) is the uncertainty in mean velocity \( v_i \) due to the limited number of depths at which velocity measurements are made at \( i \) th vertical, \( n_i \) is the numbers of depths in the \( i \) th vertical at which velocity measurements are made, \( u_{c,i} \) is the uncertainty in the velocity at a particular measuring point in \( i \) th vertical due to lack of repeatability of the current-meter, \( u_{e,i} \) is the uncertainty in point velocity at a particular depth in \( i \) th vertical due to velocity fluctuations in the stream during the exposure time of the current-meter. This research aims to improve the method of flow measurement to reduce as much uncertainty as possible under the flow
conditions of gravel-bed river such as in the Toyohira River.

(1) **Handheld Acoustic Doppler Velocimeter**

The right side in Equation (3.5) consists of three terms, and the first term is that due to measurement instruments for width, depth and mean velocity. Among these terms, velocity is highly variable and uncertain value, which especially depends on accuracy of velocimeters (current profilers). The point velocity is conventionally measured by using acoustic velocity current profilers. The traditional velocimeter requires regular maintenance, but the accuracy of the current meters, $u(v_i)$, are considered to be no less than about 5% (Public Works Research Institute 2002; Weight 2010). In addition, the size of the traditional velocimeters is often relatively large in shallow water depths so that the whole of meter is not submerged in several measurement points. In addition, the current meters measure water velocities along flow paths, i.e. maximum of velocity, however equation (3.4) needs velocities normal to tag line. If the flow paths are not uniform along the river channel, the calculated discharges are often overestimated. In gravel-bed rivers, water depths is often less than 10 cm, and turbulent flow vectors non-orthogonally cross the transects.

This investigation applied handheld- acoustic Doppler current velocimeter (ADC), "FlowTracker ADV®" (Sontek/YSI), instead of the conventional velocimeters. The handheld-ADV operates at an acoustic frequency of 10 MHz and measures the phase change caused by the Doppler shift in acoustic frequency reflected to particle movements in the flow. The point velocities obtained by this ADV were statistically equal to those by the propeller current meter (Rehmel 2007). In addition, the FlowTracker can be used in water depths as shallow as 3 cm and in velocities ranged between 0.1 and 450 cm/ s with an accuracy of ±1%. The flow tracker measures not only magnitude of the flow, but also angle of the flow to the tag line, therefore the flow velocity normal to the tag line are exactly obtained. The FlowTracker also has several unique requirements for data-processing, i.e., standard deviation of velocity during measurement time, records the signal-to-noise (S/N ratio), number of filtered velocity spikes, etc.
The second term in the right side of Equation (3.5), i.e., $u_m$, depends on number of verticals, $m$. A relation between the number of vertical and the uncertainty is indicated by ISO (2007). For example, $u_m$ is 4.5 % at $m=10$, of which value is conventionally applied in Japan. The uncertainty decreases as the number of verticals increases, and converges to 1.0 % when the number of verticals is equal and larger than 35.

The third term, $\left(\frac{\sum_{i=1}^{m} (b_i d_i v_i)}{\sum_{i=1}^{m} (b_i d_i v_i)}\right)^2$, is ideally minimized to $1/m$ if all of the subsectional discharges, $q_i=b_i d_i v_i$ are equal. This is known as the statement of the Cauchy-Sharwtz inequality. Additionally if $m$ is enough large, the third term is ignored. However, it is impossible to design verticals
to satisfy the ideal statement because detailed discharge distribution in gravel-bed river is never predictable before measurement. This dissertation suggest that verticals of velocity in each transect are arranged as ratio of each subsectional discharge to total discharge, i.e. 
\[ b_d \frac{\bar{V}_i}{\sum_{i=1}^{m} (b_d \bar{V}_i) } \], are no more than 0.1 (relative percentage: 10%), and number of verticals, \( m \) is enough large (\( m > 20 \)). This criterion is expected to reduce as much uncertainty of the third term as possible.

The verticals of water depth measurement are arranged at the same location with those of water velocity (ISO 2007). Another way is that number of verticals for measuring water depth is double that of verticals the number of measurement by adding the verticals of depth at the middle points between the adjacent verticals (Public Works Research Institute 2002). In gravel-bed rivers, adjacent water depths are often variable, and the profiles of water depth have large fluctuations as shown in Figure 3.3. Measuring water depth are more effortless than velocity measurements, so this dissertation conducts 5-point means depth measurements; each subsections are equally divided into five points, next water depths at 5-point are measured in turn, and the averages of five measurements are calculated as a representative water depth in the subsection (Figure 3.3).

![Figure 3.3 Diagram of 5-point mean depth measurements](image)

The number of depths in the \( i \) th vertical at which velocity measurements made, \( n_i \), affects on the term in the right side of Equation (3.3), \( u_{p,i}^2 \left( \frac{1}{n_i} \right) (u_{c,i}^2 + u_{e,i}^2) \). The uncertainty in the mean velocity at a vertical \( u_{pi} \) depends on the number of points velocity in each vertical, and varies ranged
between 0.5 % and 7.5 %. However, velocity measurement is time consuming, and the number of point velocity in each vertical directly increases the total time of synoptic survey. Synoptic survey is needed to perform during a short time (ideally at the same time) as discharges at upstream and downstream points are invariable if no exchange along the reach. By arranging sufficient number of verticals \( m \), the right term including the uncertainty \( u_{\pi} \) is expected to be neglected. For this reason, in this dissertation, the number of point velocity \( n_i \) are determined as the conventional method (Turnipseed and Sauer 2010):

\[
v_i = 0.5v_{0.2} + 0.5v_{0.8}, \text{ if } D > 0.45 \text{ m (two point method)}; \]
\[
\bar{v}_i = v_{0.6}, \text{ if } D \leq 0.45 \text{ m (one point method)}; \]
\[
\bar{v}_i = 0.25v_{0.2} + 0.5v_{0.6} + 0.25v_{0.8}, \text{ if the difference between } v_{0.2} \text{ and } v_{0.8} \text{ in each vertical exceeds to either half of } v_{2i} \text{ or that of } v_{8i} \text{ (three point method)},\]

where \( v_{0.2}, v_{0.6}, v_{0.8} \) are the point velocity on each vertical at 0.2, 0.6, 0.8 of the depth below the surface.

### 3.2.3 Observation transects

The synoptic surveys were conducted during wadeable conditions of the Toyohira River at four events: 1) 14–15 September, 2010; 2) 24–25 September, 2010; 3) 8–9 October, 2010; 4) 2–4 February, 2011.

10 observation transects (St. 1 to 10) were located from the confluence of the Yamahana River to the gaging station, "Kariki" at the distal part. The observation transects are shown in Figure 3.4. The transect (St. 9) beneath the Azuma Bridge was added in the latter measurements on October and February to identify change from losing to gaining. The transect (St. 6) was shifted 250m upstream (St. 6\(^\prime\)) to obtain more validity of the measurements on February. The measurements at transects (St. 3 and St. 7) were also performed for quantifying losing rate on 23 December, 2010 and 31 May, 2011. The water intake to the Sousei River is automatically recorded per hour by the Hokkaido Regional Development Bureau, and the averaged value during each period of synoptic survey was used for calculating Equation (3.2). The discharges in the tributary, the Shojin River was no more than 0.1 m\(^3\)/s, and the error in relatively small value are negligible. This research measured the tributary discharge by the conventional method using the current profiler meter.
Figure 3.4 Map of Toyohira alluvial fan and gaging stations for synoptic surveys
3.2.4 Comparison with other methods

(1) Conventional method

Hokkaido Regional Development Bureau, the administrator of the Toyohira River, has conducted discharge measurements at the gaging stations, "Kariki" (St.10) and "Moiwa" (St.2), regularly one or more times per month for over half a century. The measurements are performed by the conventional method in the Public Works Research Institute, Japan (2002). The velocimeter used is rotating-element mechanical meter, "Sanei Type 1-P," produced by Sanei, co., Ltd., Japan. The height of propeller of the current meter is 90 mm, such that the velocimeter is not often submerged in shallow water depths, which often exhibits in the river during low flow periods. The velocimeter also provides only maximum velocity along the flow path at each point, whether the point velocity is normal to the tag lines or not (Figure 3.5b). In unsteady turbulent flows, therefore, measurement errors are inevitably derived. The number of velocity verticals used is consistently 10 in any flow condition.

This research measured flow discharges at both the stations using the proposed method (ADV measurements) at the same time (24 December, 2010) with the conventional measurements for comparison.

![Figure 3.5 Photos of current propeller “Sanei Type 1-P”](image)
(2) **Acoustic Doppler current profiler**

Acoustic Doppler Current Profiler (ADCP) provides high resolution profile of both velocity magnitudes and directions using the Doppler shift with short time. The feature of ADCP has greater advantage for synoptic survey than any other equipment (e.g., Tebakari 2010). In this dissertation, ADCP measurements were also conducted at 7 stations (St.2, 3, 5, 6, 7, 9, 10) on 3 February 2011, and the results were compared with the ADV measurements during 2–4 February 2011. Especially at the “Kariki (St.10)” gaging station, ADV and ADCP measurements were performed at the same time for more accurate comparison. The ADCP used in this research was “StreamPro®” (Teledyne RD InStruments, Inc). The ADCP was developed specifically for the shallow depth condition (<= 2m). The transducer assembly consisted of three transducers that operate at a fixed, ultrasonic frequency of 2MHz. Such high frequency resulted in more accurate profile of velocity and water depths, and the extrapolated top and bottom subsections were smaller than the other ADCP. Previous study succeeded to obtain accurate velocity profiles and discharges using the ADCP (Toyoda et al. 2010). The ADCP measurements were performed twice at each transect, i.e. from the left-side to the right-side, and from the right-side to the left-side.

![Figure 3.6 Photos of acoustic Doppler current profiler, “Stream Pro”](image-url)
3.3 Results and discussion

3.3.1 Discharge and uncertainty

The measurement results (date, number of verticals, total width, total area, mean depth, velocity (mean and maximum), total discharge, ISO uncertainty (relative percentage and discharge)) are summarized in Table 3.1. The variations of river stages at the “Kariki” and “Moiwa” gaging stations at any surveys were within 0.01 m, and the variations of groundwater level at the observation wells, BW3 and BW5, were also within 0.01–0.03 m. The small fluctuation of river stage and groundwater level indicated the validation of quasi-steady condition (\(\Delta S_{sw} \approx 0\)). The number of verticals \(m\) in each transects were 22–40, which were double to four times than that in the conventional method (\(m=10\)). As a result, ISO uncertainty values obtained were only 2–3 %. The accuracy was obtained owing to incorporation of the handheld-ADV (\(u_s=1\ %\)) and the detailed arrangement of verticals (\(u_m=1-2.5\ %\)).

One example at the "Kariki" gaging station (St.10) at 3 February, 2011 is shown in Figure 3.7. The profile of water depths indicated that the water depths were highly variable between 0 and 0.83 m, and that the differences of water depth are often over 0.1 m even in the pairs of adjacent points. Figure 3.7 shows that the profile of averaged water depths (open triangles) almost corresponds to the profile of moving average of 0.1m interval measurements (red line). The agreement indicates that the 5-point mean depth measurement method is sufficiently applicable for measuring water depths in the gravel-bed river. The verticals of velocity measurements were located with the interval of 1 m in the left-side (distance of 23–36 m), of 4 m in the middle (distance 36–50 m), and of 0.5m in the right-side (distance of 50–61 m). The total number of verticals \(m\) of 40 was given. The measured point velocities largely varied in the range from 0.18 m/s (minimum) in the middle of the channel to maximum 1.05 m/s (maximum) in the right side. The contour map of velocity is seen as continuous and smooth, indicating the velocity distribution was well obtained. The slight disturbance in 0.8 depth velocities was recognized only in the right-side. The ratios of sub-sectional discharge \(q_i\) to the total discharge ranged between 0.4 and 5.3 %; mostly less than the target value (5%). Consequently, the total discharge was 8.49 m\(^3\)/s, and the uncertainty was only 1.9 %, which corresponded only to 0.16 m\(^3\)/s.
## Table 3.1 Measurement results by synoptic surveys using ADV in the Toyohira River

<table>
<thead>
<tr>
<th>St.</th>
<th>Date</th>
<th>Number of Verticals</th>
<th>Total Width (m)</th>
<th>Total Area (m²)</th>
<th>Mean Depth (m)</th>
<th>Velocity (m/s)</th>
<th>Discharge (m³/s)</th>
<th>ISO Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15-Sep-10</td>
<td>31</td>
<td>47</td>
<td>8.67</td>
<td>0.18</td>
<td>0.43</td>
<td>1.16</td>
<td>3.71</td>
</tr>
<tr>
<td>2</td>
<td>15-Sep-10</td>
<td>35</td>
<td>36</td>
<td>12.01</td>
<td>0.21</td>
<td>0.28</td>
<td>0.77</td>
<td>3.36</td>
</tr>
<tr>
<td>3</td>
<td>14-Sep-10</td>
<td>33</td>
<td>27</td>
<td>7.19</td>
<td>0.23</td>
<td>0.46</td>
<td>0.70</td>
<td>3.32</td>
</tr>
<tr>
<td>4</td>
<td>15-Sep-10</td>
<td>24</td>
<td>17.8</td>
<td>4.56</td>
<td>0.26</td>
<td>0.66</td>
<td>1.10</td>
<td>2.99</td>
</tr>
<tr>
<td>5</td>
<td>14-Sep-10</td>
<td>28</td>
<td>26</td>
<td>8.98</td>
<td>0.35</td>
<td>0.31</td>
<td>0.52</td>
<td>2.81</td>
</tr>
<tr>
<td>6</td>
<td>14-Sep-10</td>
<td>25</td>
<td>34.4</td>
<td>23.45</td>
<td>0.68</td>
<td>0.12</td>
<td>0.17</td>
<td>2.78</td>
</tr>
<tr>
<td>7</td>
<td>14-Sep-10</td>
<td>25</td>
<td>21.9</td>
<td>11.14</td>
<td>0.51</td>
<td>0.26</td>
<td>0.41</td>
<td>2.85</td>
</tr>
<tr>
<td>8</td>
<td>14-Sep-10</td>
<td>33</td>
<td>38.2</td>
<td>9.89</td>
<td>0.26</td>
<td>0.29</td>
<td>0.59</td>
<td>2.87</td>
</tr>
<tr>
<td>9</td>
<td>15-Sep-10</td>
<td>37</td>
<td>47</td>
<td>8.80</td>
<td>0.19</td>
<td>0.34</td>
<td>1.08</td>
<td>3.03</td>
</tr>
<tr>
<td>10</td>
<td>24-Sep-10</td>
<td>37</td>
<td>56.2</td>
<td>10.92</td>
<td>0.19</td>
<td>0.28</td>
<td>0.72</td>
<td>3.08</td>
</tr>
<tr>
<td>11</td>
<td>25-Sep-10</td>
<td>34</td>
<td>32.3</td>
<td>7.91</td>
<td>0.25</td>
<td>0.39</td>
<td>0.66</td>
<td>3.10</td>
</tr>
<tr>
<td>12</td>
<td>25-Sep-10</td>
<td>27</td>
<td>18.2</td>
<td>4.11</td>
<td>0.23</td>
<td>0.71</td>
<td>1.11</td>
<td>2.92</td>
</tr>
<tr>
<td>13</td>
<td>25-Sep-10</td>
<td>23</td>
<td>22.2</td>
<td>6.47</td>
<td>0.29</td>
<td>0.43</td>
<td>0.73</td>
<td>2.79</td>
</tr>
<tr>
<td>14</td>
<td>25-Sep-10</td>
<td>27</td>
<td>25.3</td>
<td>9.20</td>
<td>0.36</td>
<td>0.30</td>
<td>0.50</td>
<td>2.80</td>
</tr>
<tr>
<td>15</td>
<td>24-Sep-10</td>
<td>26</td>
<td>34.4</td>
<td>23.14</td>
<td>0.67</td>
<td>0.11</td>
<td>0.17</td>
<td>2.62</td>
</tr>
<tr>
<td>16</td>
<td>25-Sep-10</td>
<td>25</td>
<td>22</td>
<td>11.02</td>
<td>0.50</td>
<td>0.23</td>
<td>0.37</td>
<td>2.51</td>
</tr>
<tr>
<td>17</td>
<td>24-Sep-10</td>
<td>33</td>
<td>38.1</td>
<td>9.76</td>
<td>0.26</td>
<td>0.27</td>
<td>0.55</td>
<td>2.66</td>
</tr>
<tr>
<td>18</td>
<td>8-Oct-10</td>
<td>38</td>
<td>47.4</td>
<td>11.43</td>
<td>0.24</td>
<td>0.46</td>
<td>1.16</td>
<td>5.29</td>
</tr>
<tr>
<td>19</td>
<td>9-Oct-10</td>
<td>40</td>
<td>56.2</td>
<td>13.61</td>
<td>0.24</td>
<td>0.35</td>
<td>0.82</td>
<td>4.75</td>
</tr>
<tr>
<td>20</td>
<td>9-Oct-10</td>
<td>32</td>
<td>32.8</td>
<td>10.34</td>
<td>0.32</td>
<td>0.48</td>
<td>0.78</td>
<td>4.99</td>
</tr>
<tr>
<td>21</td>
<td>9-Oct-10</td>
<td>26</td>
<td>18.7</td>
<td>5.82</td>
<td>0.31</td>
<td>0.76</td>
<td>1.35</td>
<td>4.44</td>
</tr>
<tr>
<td>22</td>
<td>9-Oct-10</td>
<td>31</td>
<td>24.5</td>
<td>8.23</td>
<td>0.34</td>
<td>0.49</td>
<td>0.76</td>
<td>4.06</td>
</tr>
<tr>
<td>23</td>
<td>9-Oct-10</td>
<td>30</td>
<td>26.6</td>
<td>10.85</td>
<td>0.41</td>
<td>0.39</td>
<td>0.67</td>
<td>4.22</td>
</tr>
<tr>
<td>24</td>
<td>8-Oct-10</td>
<td>25</td>
<td>34.5</td>
<td>25.38</td>
<td>0.74</td>
<td>0.16</td>
<td>0.24</td>
<td>4.08</td>
</tr>
<tr>
<td>25</td>
<td>8-Oct-10</td>
<td>25</td>
<td>22.5</td>
<td>12.96</td>
<td>0.58</td>
<td>0.31</td>
<td>0.54</td>
<td>3.99</td>
</tr>
<tr>
<td>26</td>
<td>9-Oct-10</td>
<td>22</td>
<td>34.6</td>
<td>21.91</td>
<td>0.63</td>
<td>0.18</td>
<td>0.26</td>
<td>4.04</td>
</tr>
<tr>
<td>27</td>
<td>8-Oct-10</td>
<td>34</td>
<td>38.3</td>
<td>11.65</td>
<td>0.30</td>
<td>0.39</td>
<td>0.66</td>
<td>4.49</td>
</tr>
<tr>
<td>28</td>
<td>24-Dec-10</td>
<td>33</td>
<td>56.80</td>
<td>23.60</td>
<td>0.42</td>
<td>0.61</td>
<td>1.18</td>
<td>14.38</td>
</tr>
<tr>
<td>29</td>
<td>23-Dec-10</td>
<td>36</td>
<td>34.30</td>
<td>17.33</td>
<td>0.51</td>
<td>0.79</td>
<td>1.26</td>
<td>13.61</td>
</tr>
<tr>
<td>30</td>
<td>23-Dec-10</td>
<td>27</td>
<td>52.10</td>
<td>30.86</td>
<td>0.59</td>
<td>0.42</td>
<td>0.65</td>
<td>12.90</td>
</tr>
<tr>
<td>31</td>
<td>24-Dec-10</td>
<td>32</td>
<td>43.70</td>
<td>19.11</td>
<td>0.44</td>
<td>0.74</td>
<td>1.35</td>
<td>14.07</td>
</tr>
<tr>
<td>32</td>
<td>4-Feb-11</td>
<td>30</td>
<td>36.9</td>
<td>15.52</td>
<td>0.42</td>
<td>0.57</td>
<td>1.12</td>
<td>8.91</td>
</tr>
<tr>
<td>33</td>
<td>4-Feb-11</td>
<td>35</td>
<td>57.1</td>
<td>18.83</td>
<td>0.33</td>
<td>0.47</td>
<td>1.07</td>
<td>8.80</td>
</tr>
<tr>
<td>34</td>
<td>2-Feb-11</td>
<td>38</td>
<td>33.3</td>
<td>13.91</td>
<td>0.42</td>
<td>0.65</td>
<td>1.09</td>
<td>9.10</td>
</tr>
<tr>
<td>35</td>
<td>2-Feb-11</td>
<td>30</td>
<td>34.6</td>
<td>13.88</td>
<td>0.40</td>
<td>0.63</td>
<td>1.02</td>
<td>8.70</td>
</tr>
<tr>
<td>36</td>
<td>4-Feb-11</td>
<td>33</td>
<td>49.2</td>
<td>21.56</td>
<td>0.44</td>
<td>0.40</td>
<td>0.65</td>
<td>8.52</td>
</tr>
<tr>
<td>37</td>
<td>2-Feb-11</td>
<td>22</td>
<td>35.3</td>
<td>32.29</td>
<td>0.92</td>
<td>0.25</td>
<td>0.36</td>
<td>7.94</td>
</tr>
<tr>
<td>38</td>
<td>4-Feb-11</td>
<td>26</td>
<td>23.3</td>
<td>14.96</td>
<td>0.64</td>
<td>0.54</td>
<td>0.78</td>
<td>8.08</td>
</tr>
<tr>
<td>39</td>
<td>4-Feb-11</td>
<td>30</td>
<td>44.7</td>
<td>35.39</td>
<td>0.79</td>
<td>0.22</td>
<td>0.33</td>
<td>7.84</td>
</tr>
<tr>
<td>40</td>
<td>3-Feb-11</td>
<td>39</td>
<td>43.8</td>
<td>15.37</td>
<td>0.35</td>
<td>0.55</td>
<td>1.05</td>
<td>8.49</td>
</tr>
<tr>
<td>41</td>
<td>31-Mar-11</td>
<td>36</td>
<td>33.7</td>
<td>14.66</td>
<td>0.44</td>
<td>0.67</td>
<td>1.18</td>
<td>9.82</td>
</tr>
<tr>
<td>42</td>
<td>31-Mar-11</td>
<td>28</td>
<td>34.5</td>
<td>31.34</td>
<td>0.91</td>
<td>0.28</td>
<td>0.40</td>
<td>8.88</td>
</tr>
</tbody>
</table>
3.3.2 Longitudinal discharge variation

The longitudinal discharge distributions from St. 1 to St. 10 are shown in Figure 3.8. All of the profiles indicated the same trends although the magnitudes of discharges were different among the surveys: 1) In the upper reach, the discharges slightly varied between St. 1 and St. 3, and the water intake (0.3–0.4 m$^3$/s) to the Sousei River are relatively negligible; 2) In the middle reach, the discharge currently decreased from St. 3 to St. 7. The inflow of the Shoujin River (KP16.5, about 0.1 m$^3$/s) was
also ignored. The discharges between St. 7 and St. 8 were almost constant, and so the distinct losing section of the River is determined as the reach from St. 3 to St. 7 (i.e. total length of about 1.5 km). The distinct losing section was relatively short as compared with the total length of the river through the fan (about 10 km). The river leakage occurred in the typical conditions to balance hydraulic gradient and hydraulic conductivity in the riverbed.

3) In the lower reach, the discharges are nearly constant between St. 7 to St. 9, indicating less interaction between surface/groundwater. However, the discharges slightly increased between St. 9 to St. 10, and the lowermost reach was identified as the gaining section, although this increase was observed only twice.
Figure 3.8 Synoptic survey results; longitudinal discharge distributions of the Toyohira River. KP is the distance from the confluence of the Toyohira and the Ishikari Rivers. Error bar represents the discharge uncertainty calculated using the ISO method. Solid blue line is the river stages in 28–29 June 2010.
3.3.3 Exchange between Surface/Groundwater

Exchange of water between the river and the subsurface was determined by Equation (3.2). In this case, two tributaries, the Sousei River and the Shojin River, were considered for calculation as:

\[ dQ_{i to j} = Q_i - Q_j - Q_{\text{Sousei}} + Q_{\text{Shojin}} \]  

where \( dQ_{i to j} \) is the exchange of water between the upper and the lower transects. Positive values indicated losing, and negative values indicated gaining. \( Q_i \) and \( Q_j \) were the discharges at the upper and the lower transect, respectively. Index \( i \) and \( j \) corresponded to the station numbers as shown in Table 3.1. \( Q_{\text{Sousei}} \) was the water intake into the Sousei River, and the term is ignored if \( i \geq 3 \) or \( j \leq 2 \). \( Q_{\text{Shojin}} \) was the inflow discharge from the Shojin River, and the term was ignored if \( i \geq 6 \) or \( j \leq 5 \). The uncertainty of \( dQ_{i to j} \) was also calculated by using the upper and the lower discharges and their uncertainty, as shown in Equation (3.3):

\[ U_{i to j} = \frac{\sqrt{(U_i \cdot Q_i)^2 + (U_j \cdot Q_j)^2}}{dQ_{i to j}} \times 100 \]  

The calculation of exchange were performed between the three sections: the overall section between the Moiwa (St. 2) and the Kariki (St. 10) gaging stations; the distinct losing section between the Minami-19 jo Ohashi Bridge (St. 3) and the Minami-Ohashi Bridge (St. 7); the gaining section between Azuma Bridge (St. 9) and the Kariki station (St. 10).

The estimated values and uncertainty are summarized in Table 3.2. Total exchanges through the fan, \( dQ_{2 to 10} \), were commonly less than 0.15 m\(^3\)/s, because that there are different reaches through the overall section; losing section in the upper reach and gaining section in the lower reach. In such case that exchanges of losing and gaining are close to each other, total exchange has difficulty to estimate by using even this improved survey, and detailed measurements are needed by separating the long reach into several sub-sections.

The exchange values of the distinct losing section, \( dQ_{3 to 7} \), were constantly positive, indicating the losing. The scattered plots of the exchange values are shown in Figure 3.9. The leakage varied ranged between 0.53 and 1.27 m\(^3\)/s, and the variation was primarily attributable to the relative uncertainty. Note that the two exchange values in the low flow conditions (<5 m\(^3\)/s) were obviously smaller than the other values during the relatively large flow conditions. This probably indicated the decrease in permeability of the riverbed materials during the low flow conditions, and several factors were
considered in the literature, for example clogging on the riverbed (Katakai et al. 2006; Goldschneider et al. 2007) and unsaturated zone between the surface water and the groundwater table (Woessner 2000). However, the assumption was not valid only in the results, because the small values become close to the other values if the relative uncertainty expands, for example, the confidence interval changes from 68% interval to 95% interval. In the large discharge condition (>5 m³/s), a typical relation between the leakage and the discharge was not found in Figure 3.9. The average values of \( dQ_{3to7} \) are 0.88 m³/s from the all values, and 1.04 m³/s from those except for the two small values, respectively. The two average values are not significantly different, and it is valid that the representative value of exchange in the distinct losing section, \( dQ_{3to7} \), was about 1 m³/s, as well as the previous surveys between the 1960’s and the 1990’s. The similarity with the previous surveys indicates that the river leakage might be almost invariable for over half a century. In addition, the amount corresponds to about 80% of the total pumping rate (about 100,000 m³/s) of groundwater throughout Sapporo City. This means that the focused recharge plays an important role in maintaining the groundwater reservoir, although the distinct losing section is only about one tenth of the total reach through the fan.

The exchange of the third section, \( dQ_{9to10} \), obtained was only two values, but these values were commonly estimated at about –0.5 m³/s. This means that the surface water was gaining between the Azuma Bridge and the Kariki gaging station. The gaining forms springs in the riverbed, and the springs are valuable for contributing to the spawning of salmon (Okamoto 2000).
Figure 3.9 Relation between river discharge and leakage. $Q_3$ and $dQ_{3\text{to}7}$ are discharge at St.3 and leakage between St.3 and St.7. Error bars are the estimated standard deviation of leakage.
Table 3.2 River leakage calculated using the stream water budget method with measurement results of the synoptic survey, positive value at water losing and negative value at gaining. $Q$, $U$, $dQ$, and $dQ \times U$ respectively denote discharge, ISO uncertainty, rate of leakage, and uncertainty of leakage.

<table>
<thead>
<tr>
<th>date</th>
<th>Measurement Results</th>
<th>Tributary Discharge</th>
<th>River Leakage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>St.2 Moiwa</td>
<td>St.3 Minami 19- jyo Ohashi</td>
<td>St.7 Minami Ohashi</td>
</tr>
<tr>
<td></td>
<td>$Q_2$</td>
<td>$U_2$</td>
<td>$Q_3$</td>
</tr>
<tr>
<td>14-15 Sep. 2010</td>
<td>3.36</td>
<td>0.07</td>
<td>3.32</td>
</tr>
<tr>
<td>24-25 Sep. 2010</td>
<td>3.08</td>
<td>0.08</td>
<td>3.10</td>
</tr>
<tr>
<td>8 - 9 Oct. 2010</td>
<td>4.75</td>
<td>0.10</td>
<td>4.99</td>
</tr>
<tr>
<td>23 Dec. 2010</td>
<td>13.61</td>
<td>0.34</td>
<td>12.90</td>
</tr>
<tr>
<td>24 Dec. 2010</td>
<td>14.38</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>2 - 4 Feb. 2011</td>
<td>8.80</td>
<td>0.18</td>
<td>9.10</td>
</tr>
<tr>
<td>31 May. 2011</td>
<td>9.82</td>
<td>0.20</td>
<td>8.88</td>
</tr>
</tbody>
</table>

unit: m³/s
3.3.4 Comparison with other methods

(1) Conventional method

The conventional method (Public Works Research Institute 2002) has been used for the regular measurements by the Hokkaido Regional Development Bureau (HRDB) at the “Moiwa (St. 2)” and “Kariki (St. 10)” gaging stations. The measurements were compared with the synoptic survey results which were performed at the same time. Table 3.3 shows a comparison of the measurements with their uncertainty between the synoptic survey and the conventional method. The uncertainty in the measurements obtained by conventional method was similarly calculated according to Equation (3.2) with the assumption that the uncertainty of the propeller-type current meter \( u_s \) was constant at 5 %. Table 3.3 shows that the discharge values by the synoptic survey were consistently larger than those by the conventional method at both stations, because both water depth and velocity obtained by the conventional method were commonly larger than those by the synoptic survey. The relative discrepancy corresponded nearly to 10–20 %, probably due to measurement error in the conventional measurements. If the water depth at the vertical of velocity was shallower than the propeller-type current meter was workable, the conventional method often removed the vertical to the adjacent location that had sufficiently deep water depth for the current meter, such that both the velocity and the water depth were excessively measured at the arbitrary verticals. In addition, the conventional current meter provided the maximum velocity along the flow paths, not the values normal to the tag lines. The measurement error in velocity increased with the flow discharge. The conventional method had another inferiority in the number of vertical in each transect. The number in the conventional method were 7 to 10, that were about half to one-third to that in the synoptic survey. As a result, the uncertainty of the conventional method reached no less than 7–9 %, that was about twice or three times in the synoptic survey.

The previous synoptic surveys (e.g., Ozaki et al. 1965; Tanaka et al. 2010) commonly suggested the positive relations between the leakage and the discharge, but the relation was not found in this research in the previous chapter. At this time, it is probable that there is little relation between the leakage and the discharge at least during the wadeble flow condition, because of the large uncertainty in the conventional method. The quantitative discussion about the relation is needed through further survey employing this proposed method.
### Table 3.3 Comparison between results of synoptic surveys by ADV and conventional measurements by propeller at the Moiwa (St.2) and Kariki (St.10) stations

<table>
<thead>
<tr>
<th>Date</th>
<th>Number of Verticals</th>
<th>Total Area (m²)</th>
<th>Mean Velocity (m/s)</th>
<th>Discharge QADV (m³/s)</th>
<th>Uncertainty UADV (%)</th>
<th>Number of Verticals</th>
<th>Total Area (m²)</th>
<th>Mean Velocity (m/s)</th>
<th>Discharge QPro (m³/s)</th>
<th>Uncertainty UPro (%)</th>
<th>Discharge Ratio QPro/QADV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Moiwa</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-Sep-10</td>
<td>35</td>
<td>12.01</td>
<td>0.280</td>
<td>3.36</td>
<td>2.2</td>
<td>12</td>
<td>12.03</td>
<td>0.33</td>
<td>4.02</td>
<td>8.1</td>
<td>1.20</td>
</tr>
<tr>
<td>24-Sep-10</td>
<td>37</td>
<td>10.92</td>
<td>0.282</td>
<td>3.08</td>
<td>2.5</td>
<td>12</td>
<td>11.30</td>
<td>0.33</td>
<td>3.71</td>
<td>8.1</td>
<td>1.21</td>
</tr>
<tr>
<td>24-Dec-10</td>
<td>33</td>
<td>23.60</td>
<td>0.610</td>
<td>14.38</td>
<td>2.2</td>
<td>12</td>
<td>24.63</td>
<td>0.61</td>
<td>15.05</td>
<td>7.2</td>
<td>1.05</td>
</tr>
<tr>
<td><strong>Kariki</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-Sep-10</td>
<td>33</td>
<td>9.89</td>
<td>0.290</td>
<td>2.87</td>
<td>2.7</td>
<td>9</td>
<td>12.52</td>
<td>0.25</td>
<td>3.16</td>
<td>8.9</td>
<td>1.10</td>
</tr>
<tr>
<td>24-Sep-10</td>
<td>33</td>
<td>9.76</td>
<td>0.273</td>
<td>2.66</td>
<td>2.7</td>
<td>9</td>
<td>12.69</td>
<td>0.35</td>
<td>3.30</td>
<td>8.8</td>
<td>1.24</td>
</tr>
<tr>
<td>8-Oct-10</td>
<td>34</td>
<td>11.65</td>
<td>0.386</td>
<td>4.49</td>
<td>2.3</td>
<td>9</td>
<td>11.29</td>
<td>0.44</td>
<td>4.95</td>
<td>8.9</td>
<td>1.10</td>
</tr>
<tr>
<td>24-Dec-10</td>
<td>32</td>
<td>19.11</td>
<td>0.736</td>
<td>14.07</td>
<td>2.1</td>
<td>11</td>
<td>20.06</td>
<td>0.62</td>
<td>15.25</td>
<td>7.4</td>
<td>1.08</td>
</tr>
<tr>
<td>3-Feb-11</td>
<td>39</td>
<td>15.37</td>
<td>0.553</td>
<td>8.49</td>
<td>1.9</td>
<td>9</td>
<td>16.12</td>
<td>0.64</td>
<td>9.48</td>
<td>8.5</td>
<td>1.12</td>
</tr>
</tbody>
</table>
(2) Acoustic Doppler current profiler

Figure 3.10 showed the ADCP measurement results, showing the profiles of both water depth and velocity at the "Kariki" gaging station. The ADCP in this dissertation had limitation in extremely shallow depths less than 0.3m, and the measurement results were lacked around the middle (distance of 40.5–47.5m of the transect. The velocity contour obtained by the ADCP has much higher resolution and disturbance than that by the synoptic survey (Figure 3.7). The disturbances were reflected from the turbulent and unsteady flows, but the fluctuation might increase the uncertainty (Turnipseed and Sauer 2010). Another reason for the disturbances was the relative largeness of the ADCP on the shallow water depths. These noises in the gravel-bed rivers might reduce the effectiveness of ADCP (Stone and Hotchkiss 2007).

Figure 3.10 indicates the total discharge at the first turn, 7.78 m³/s, that was a sum of the left-side (4.31 m³/s) and the right-side discharges (3.47 m³/s). The total discharge at the second turn, 7.77 m³/s, was in agreement with the first value, indicating good repeatability of the ADCP measurements. However, the values were lower than that by the ADV, 8.49 m³/s (Figure 3.7). The lack of discharge, 0.72 m³/s, was that around the middle section, where the equipment was less appropriable due to the shallow water depth. On the other hand, the agreement of discharge except the middle section proved the superiority of the ADV measurement in this flow condition.

Figure 3.11 shows the longitudinal discharge variations by the ADV and the ADCP at the same period. The ADCP performed the measurements twice at each station, and the measurements were almost equal; the discrepancy was only 2-4% of each measurement. The longitudinal discharge variation by the ADCP indicated the similar trend with that by the ADV; the river discharges decreased between the "Moiwa" (St.2) gaging station and the Azuma Bridge (St.9), and increased between the Azuma Bridge (St. 9) and the "Kariki" (St.10) gaging station. The variation by the ADCP, however, was plotted below the variation by the ADV in whole. This was because the lack of the discharge by the ADCP were inevitable in the sections of water depth shallower than the ADCP's specification.
Figure 3.10 Example of measurement results obtained using ADCP, at the “Kariki” gaging station (St. 10) on 3 February, 2011. The result is the first among the twice measurements at the same time of the ADV measurements (Figure 3.10). Open squares are the measurement of velocity normal to the tag line, and the color contour was made by interpolating the point velocities. Lack of contour in the location of 41-50m is due to the shallow water depth for ADCP.

Discharge (1st.):
(Left) 4.31 m³/s + (Right) 3.47 m³/s = (Total) 7.78 m³/s
Discharge (m$^3$/s)

Figure 3.11 Comparison of ADV and ADCP results. Open diamonds are the results by ADV, and the error bar is the estimated standard deviation, open triangles are the twice results by ADCP, and open squares are the averages of the twice measurements.
3.4 Conclusions

A synoptic survey of the river flow was performed to quantify the focused recharge from the Toyohira River. The complexity and variation of water depth and velocity distributions in the gravel-bed river frequently caused unacceptable uncertainty due to the unsteady turbulent flow and rough boundaries. For reducing the uncertainty as much as possible, this dissertation proposed the two following improvements; 1) an application of a handheld acoustic doppler velocimeter (ADV) and 2) detailed arrangements of vertical measurements of flow and depth. Applied to the river, continuous measurements were taken at 4–6 stations each day, yielding ISO uncertainty of discharge of approximately 2–3%, that were reduced as much as possible. The synoptic survey showed its required accuracy and practical availability. It revealed the longitudinal river discharge and leakage of the Toyohira River. The distinct losing reach was only about 1.5 km between the Minami 19-jo Ohashi Bridge (St. 3) and the Minami Ohashi Bridge (St. 7). The mean leakage was estimated at about 1 m$^3$/s.

The total budget between the upper and lower gaging stations, "Moiwa" and "Kariki," was too little to be observed because of a change in a river-leakage pattern from loss to gain around the Azuma Bridge. Compared with the consistent flow conditions, the measurements using the conventional method with the propeller-type current meter included higher uncertainty of no less than 7–9%. Thus, the conventional method was not appropriate in quantifying the interaction between surface- and groundwater in the river. Measurements obtained using the ADCP showed good agreements with the measurements obtained using ADV in deep water conditions: depth greater than 0.3 m. In the low discharge condition of the Toyohira River, however, the total discharge by the ADCP was lower in each section because of the shallow water limitation of the instrument.

This proposed methodology contributes to yield more reliable estimates of exchange of water in gravel-bed rivers than the conventional method. However, the accuracy is not enough, and the exchange is even susceptible to the uncertainty. There are several points for addressing the uncertainty; a repeat of flow measurements at the same flow conditions, statistical analysis, subdivision of a long reach that is unknown whether gaining or losing. This method is applied only in the low-flow and wadeable condition, but flood events are also of importance as a result of bank storage and additional infiltration areas (Engeler 2011). The measurements of the exchange in the high-stage, for example early spring with snowmelt, would be performed in a future work.
4 Permeability modeling of packing level in undisturbed gravel core

4.1 Introduction

Hydraulic conductivity ($K$) is most critical among various hydraulic parameters in groundwater modeling because the parameter straight influences the groundwater flow fluxes according to Darcy's law. Even in a “homogeneous” aquifer, $K$ is several orders of magnitude different among even closely-separated points. The large variability of $K$ in space depends on geologic heterogeneity attributable to grain size, porosity, sorting, packing and so forth. Geologic heterogeneity also has scale-dependence, and $K$ varies on microscale (cores), mezoscale (facies), and macroscale (sequences). Therefore, aquifer characterization in groundwater modeling studies almost coincides with a description of spatial images of $K$ in the analysis domain.

In situ measurements of $K$ are directly obtained by various methods such as multiple pumping tests, slug tests, flow meter tests and permeameter tests (Fetter 2001). However, the number of measurements by in-situ methods was limited because of economical reasons. The measurements are also inevitably affected on various degrees of uncertainty such as measurement error and scale-dependence. Geostatistical approach was powerful to address the scarcity and uncertainty in such regionalized variable (Dagan 1997; Eaton 2006; Lee et al. 2007). The approach assumes that the spatial variability is not purely random, and that there is some kind of correlation in the spatial variability. The approach also requires statistical assumptions, i.e. stationarity and ergodicity. Stationarity indicates that statistical properties such as mean and variance are constant over the space, but the assumption is not apparent in geologic materials at most scales (Anderson 1989).

Trending heterogeneity (Freeze and Cherry 1979) is also typically recognized in alluvial coarse deposits with both enormous aggradation and steep land-slope. A downward decreasing trend of $K$ is widely known as a global trend in most fluvial terrains. Especially in alluvial fans, another humped heterogeneity is generally observed (Cehrs 1979; Neton et al. 1994), where transmissivity reached at highest values in the mid-fan area as a result of sorting trends. There are also coarsening/thickening or fining/thinning sequences, which might indicate the correlation of $K$ profiles (Neton et al. 1994).

The dependence of permeability on depth in consolidated and unconsolidated sediments is mainly due to decreasing porosity because of compaction and other physical or chemical effects. Vertical
permeability variations in each aquifer are key information for quantifying groundwater flow and solute transport. For example, the typical information aids in realizing geological heterogeneity in geostatistical methods, which often require a fundamental assumption of stationarity (de Marsily 1986; Koltermann and Gorelick 1996; Wackernagel 2003). Analytical and numerical solutions indicate the importance of depth-dependent hydraulic conductivity $K$ in groundwater systems of various scales (Saar and Manga 2004; Marion et al. 2008; Jiang et al. 2009; Cardenas and Jiang 2010; Zlotnik et al. 2011). A systematic decreasing trend in either porous media or fractured media is can also be understood by using semi-empirical models based on simplifications and well-established relations among permeability, porosity, fracture aperture, and effective stress (Jiang et al. 2010).

In contrast to many theoretical approaches, semi-empirical approaches rarely give a unique depth dependence of $K$ at a particular site, especially in alluvial shallow aquifers, because geologic heterogeneity prevents detection of a specific trend from a large variability in $K$. Another reason is a lack of knowledge about the process of porosity structure development under various sedimentary environments. In addition, the numbers of measurements and samples are limited in the majority of practical cases. Vertical sequences in alluvial aquifers generally consist of various facies (e.g., Miall 1992), for which there are a variety of physical and chemical effects on the permeability variations with depth. Characterization has proved especially difficult in a complex alluvial fan system. The stratigraphic sequences exhibit unique sedimentary textures on different scales due to various proportions of fluvial flow, debris/mud flow, sheet flood, and sieve deposition (Einsele 2000). Coarsening- and fining-upward trends are also typically seen in alluvial fans as a result of interactions of progradation, retrogradation, and basin subsidence (Neton 1994). The vertical trend of grain size may positively correlate to the depth dependence of $K$. However, grain size distributions alone are insufficient for determining the vertical trend because $K$ in the coarse sediment mixtures is a complex function of various geologic factors. An additional problem is uncertainty in grain size analysis using gravel cores of small diameter less than the maximum grain size. Groundwater flow or transport modeling in gravelly aquifers is thus often conducted under the assumption that $K$ is approximately invariant in the vertical direction.

The depth dependence of $K$ in unconsolidated gravel deposits has rarely been discussed because porosity reduction by compaction is of less importance in clean coarse sediments than in fine sediments, and determined relations between porosity and $K$ are seldom adhered to in natural coarse sediments.
(Morin 2006; Kresic 2007). Previous studies on the depth dependence of $K$ were performed mainly for consolidated rocks because diagenetic and metamorphic affects occur only at depths on the kilometer scale. The results of those studies were commonly that $K$ exponentially or logarithmically decreased with depth, and that decay exponents varied on the order of $1 \times 10^{-2}$ to $1 \times 10^{-4}$ m$^{-1}$ at specific sites (Manning and Ingebritsen 1999; Saar and Manga 2004; Ingebritsen et al. 2006; Jiang et al. 2009; Wang et al. 2009; Luo et al. 2011). $K$ in unconsolidated gravel deposits varies greatly even under a slight change in porosity. The fractional packing model (Koltermann and Gorelick 1995; Kamann et al. 2007), which represents $K$ in sediment mixtures as a function of the porosity and volume fraction of each component, indicates that $K$ ranges over several orders of magnitude by these factors. Major (1997; 2000) performed triaxial compression and permeability tests on various poorly sorted debris flow sediments, and reported that the permeability of debris flow mixtures varies exponentially with porosity, and that changes in porosity of as little as a few percent could cause greater than 10-fold changes in permeability. Matsumoto and Yamaguchi (1991) found that in situ measurements of $K$ in Holocene gravelly deposits decreased by about one order of magnitude for test fills of less than 7 m in height. They also conducted laboratory tests using undisturbed gravelly samples, and proposed that the relations between permeability and effective stress reflected the connectivity and compaction of the open pores. As another example, Chen (2011) investigated channel sediments in the Platte River, USA, and hypothesized that a decreasing trend in vertical $K$ with depth resulted from hyporheic processes that moved fine grained sediments from shallow parts of the channel to deeper parts. All of those studies concluded that $K$ is highly dependent on depth in unconsolidated gravel deposits. However, the trends were usually shown only graphically, and more quantitative characteristics about the trends (e.g., the decay exponents) were not typically determined.

The sedimentary or permeability correlation length in the vertical direction is within only a few meters or even decimeters (Hess et al. 1992; Jussel et al. 1994; Rubin 2003; Falivene et al. 2007); thus, a number of measurements are required to distinguish the vertical trend of geological heterogeneity. As an alternative, indirect methods using empirical equations of grain size, porosity or other factors in samples, give $K$ values that approximately agree with measurements taken at the same depth (e.g., Vukovic and Soro 1992; Cheong et al. 2008; Song et al. 2009; Vienken and Dietrich 2011). Discrepancies in indirect methods are considered to be caused by the simplification of equations to only a few variables (or even a single variable, for example, effective grain size diameter).
Undisturbed core sampling of gravel deposits is applied to investigate properties in the deep zone. Undisturbed sampling of gravel deposits is challenging even today. In situ freezing of samples is commonly employed, but the number of samples is restricted with this method due to its high economic cost. In contrast, several nonfreezing sampling techniques have been developed (e.g., McElwee et al. 1991). Unique to Japan, various tube samplers have been improved for high-quality sampling of gravel deposits. Tanaka et al. (1990) indicated the similarity between measured physical and mechanical properties of gravelly samples obtained by these improved tube samplers and by in situ sample freezing. The diameters of undisturbed samplings are usually less than 1 m, and are not enough to evaluate the true distributions of grain size. ASTM determines that grain size analysis needs the sample of diameter larger than several times of maximum grain size. The gravel core of small diameter is also used to determine sedimentary structures related to hydro-facies in gravel deposits. However, the small undisturbed cores keep how fine sediments are packed between the gravel grains.

This dissertation suggested that when applying an indirect method for unconsolidated gravel deposits, other variables are needed that reflect the packing in openings between the gravel grains. Consequently, an additional "matrix packing level" index was proposed using relatively undisturbed gravel cores obtained from the Toyohira River alluvial fan, Sapporo, Japan. A distinct difference is found in the undisturbed cores obtained by the samplers in terms of the packing of fine sediments in pore spaces between gravels. The packing in undisturbed cores is qualitatively categorized into four typical levels, and the length fraction of each packing level was measured. The equivalent horizontal value of $K$ per unit depth was then formulated by using the grain size diameter and length fraction of each packing level. Next, an additional grain size analysis is performed on past core samples, and profiles of the grain size diameter are found for three sampling points, two in the mid-fan and one in the fan-toe. Secondly, the previously determined relation is applied to convert the core property profiles into those of the estimated conductivity. To eliminate errors during this process, the moving averages of log-conductivities are calculated and the decay exponent of $K$ with depth is estimated through a linear regression analysis. Finally, a longitudinal cross section is then generated from the profiles such that the boundaries of the gravelly aquifer structure are determined.
4.2 Material and methods

4.2.1 Sampling and tests

(1) Undisturbed sampling

An improved double core-tube sampler used was developed and patented by ACE Shisui Co., Ltd., Japan. The sampler was based on standard double core-tube samplers, but was equipped with innovative features to avoid disturbances to the gravel cores. As shown in Figure 4.1, the head of the bit tube was characterized by a circular step below the ports to facilitate water discharge and avoid flush fluids flowing onto the cutting surface. Furthermore, the cutting head was constructed of a special alloy of diamond and tungsten, and required little drilling water to cut relatively hard gravels and cobbles. Various other features such as a core-lifter were also equipped on the sampler.

Undisturbed cores sampling are conducted at seven points near the river throughout the fan, BW1–7 as shown in Figure 4.1.

Figure 4.1 Schematic of improved double core-tube sampler used in this study (ACE Shisui, Co., Ltd., Japan)
Figure 4.2 Relatively undisturbed cores, obtained at BW03 between 25 and 30 meter in depth, showing examples of matrix packing level and slug test result.

- **I: full**
- **II: almost full**
- **III: loose**
- **IV: very loose**

$K = 2.15 \times 10^{-3} \text{m/s}$

$K = 4.38 \times 10^{-6} \text{m/s}$
Figure 4.3 Location maps and geologic features of the study area; the Toyohira River alluvial fan. Solid circles represent undisturbed sampling points; BW1–7; dashed lines denote water surface contours with elevation values (in meter above sea level) measured in June 2010; KP values denote the distance (in km) along the river channel upward from the confluence of the Ishikari River.
(2) Slug tests

A total of 32 slug tests were performed on the undisturbed samples. The tests were conducted using the Japanese Geotechnical Society (JGS) method (JGS 2004), which originated from the conventional Hvorslev method (Hvorslev 1951). The (JGS) method is divided into an unsteady method and a quasi-steady method according to the permeability of the test section. If the water level variation in a borehole can be measured manually at appropriate time intervals while the water level rises toward the static water level, the value of $K$ is calculated by the following equation:

$$K = \frac{D_e^2}{8H} \cdot \log \left( \frac{aH}{D} + \sqrt{1 + \left( \frac{aH}{D} \right)^2} \right) \cdot \log \left( \frac{s_1}{s_2} \right) / (t_2 - t_1), \quad (4.1)$$

where $K$ is the radial or horizontal hydraulic conductivity, $D_e$ is the effective radius of the well casing, $D$ is the test depth diameter, $K_z$ is the vertical hydraulic conductivity, $\alpha = \sqrt{K/K_z}$ is the conductivity ratio representing the anisotropy, $H$ is the test screen length and $s_1$ ($s_2$) is the drawdown at time $t_1$ ($t_2$). Conversely, if the water level variation is too rapid to be measured manually due to high permeability in the test section, a pumping test is instead conducted in the borehole, and the pumping discharge rate and drawdown from the static level in the borehole are measured under the pseudo-steady state. In this case, $K$ is calculated as:

$$K = \frac{Q}{2\pi sH} \cdot \log \left( \frac{aH}{D} + \sqrt{1 + \left( \frac{aH}{D} \right)^2} \right), \quad (4.2)$$

where $s$ is the drawdown under the pseudo-steady state and $Q$ is the pumping discharge rate. In all tests, the value of $H$ was consistent at unit depth. The water temperatures during each test were measured by transducers. The temperature was in the 5–12 °C range, and was related to the infiltration near the river. Figure 4.4 shows a relation between slug test results and test depths, indicating depth-dependence in the gravel deposits.
(3) **Matrix packing level**

The relatively undisturbed cores consisted of coarse grain frameworks with openings between the grain components. The majority of these openings were adequately filled with a detritus of fine gravel, sand and silt. However, the openings were typically not completely packed, and the amount of finer sediments in the openings differed even though the drilling conditions (e.g., the swivel rotation and drilling fluid pressure) were kept almost constant. Therefore, the packing in the gravel cores is considered to be related to the sampling depth, and the obvious absence of fine sediment corresponds to the natural openings that form water passages.

This study proposes to designate this packing difference as the matrix packing level, and packing was qualitatively categorized into four levels (Figure 4.5): level I (full), level II (almost full), level III (loose) and level IV (very loose). For level I, the openings between the gravel grains are fully packed with a fine filling, and the appearance of the core is similar to that of a conglomerate; for level II, the majority of the openings are filled, but fine sediment is dispersedly seen to be missing on the centimeter scale; for level III, an absence of fine sediments is frequently found throughout the sample such that several openings are connected and form empty belts across the core; and for level IV, the fine fillings are almost nonexistent, and so only the gravel framework is seen. Photographs of representative example cores with each packing level were shown in the previous paper. A core section with packing level I or II was further called the "high packing part," and that with packing level III or IV the "low packing part." The length of each packing level
was individually measured to the nearest centimeter.

Such measurements were conducted throughout each of the cores except for those consisting mainly of finer sediments. All researchers observed the cores simultaneously to obtain consistent results, because assigning the packing level, especially for levels II or III, was sometimes challenging. After taking the measurements, the values were recorded in terms of unit depth (i.e., the length fraction of each packing level, which were denoted $L_1$–$L_4$ (m/m)).

Statistics of the length fraction measurements for the low packing parts, $L_3$ and $L_4$, are summarized in Figure 4.6. $L_3$ is relative larger than $L_4$ at the same depth, and occasionally is >0.1 m/m. However, the vertical trend of $L_3$ is unclear. In contrast, $L_4$ is usually of the order of $1 \times 10^{-2}$ m/m, but sometimes exceeds 0.1 m/m near the surface. $L_4$ has an obvious decreasing trend such that it almost vanishes below a depth of ~30 m.

![Figure 4.5 Classification of gravel core according to matrix packing level. Open granular squares in the column denote gravels, small dots denote fine sediments in openings between gravel grains and black shadows denote losses of fine sediments. Packing levels I and II (III and IV) at unit depth are grouped as the high (low packing part)](image)
Table 4.1 Core samples and features of matrix packing level I to IV

<table>
<thead>
<tr>
<th>Matrix packing level</th>
<th>Core sample</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>I: full</td>
<td>[Image]</td>
<td>Depth= 49.0- 49.5 m in BW3</td>
</tr>
<tr>
<td>II: almost full</td>
<td>[Image]</td>
<td>Depth= 59.5- 60.0 m in BW3</td>
</tr>
<tr>
<td>III: loose</td>
<td>[Image]</td>
<td>Depth= 56.0- 56.5m in BW3</td>
</tr>
<tr>
<td>IV: very loose</td>
<td>[Image]</td>
<td>Depth= 2.5- 3.0m in BW3</td>
</tr>
</tbody>
</table>

Figure 4.6 Box and whisker plots showing the vertical statistics of length fractions of low packing parts a. $L_3$ and b. $L_4$. Summaries are given at 10 m intervals. Solid squares above each box denote measurements at BW1-7, the left- and right-hand side bars of the boxes respectively denote the 25th and 75th percentiles, the bars within the boxes denote the medians, the bars at the left and right ends of the whiskers respectively denote the minimum and maximum values and open squares in the boxes denote the averages.
(4) Grain size analysis

The grain size analysis was conducted using relatively undisturbed cores taken from the same depth as that used in the slug tests. Additionally, the analysis was conducted to obtain vertical profiles of the effective grain size diameter at two sampling points in the mid-fan, BW5 and BW3, and one in the fan-toe, BW7. The reasons for choosing these wells were as follows: the gravel deposits at BW5 were the thickest among the wells; BW3 was located about 1 km downstream from BW5, and was the midpoint of the losing section of the river described above; and BW7 was located near the lower edge of the fan, where finer sediments overlaid the gravel deposits and low packing parts were less observed. The total depths at BW5, BW3 and BW7 were 100, 64 and 44 m, respectively. The depths at which sandy gravel cores were analyzed per unit depth were 1–72 and 81–92 m at BW5 (82 samples); 2–40, 41–50 and 52–63 m at BW3 (58 samples); and 6–19, 21–24, 27–38 and 43–44 m at BW7 (28 samples).

4.2.2 Permeability model with matrix packing level

The following relations between the 32 slug test results and core properties at the same depth are established. (1) The $K$ value of the high packing part (i.e., packing levels I and II) in the core is assumed to be that of a conventional porous medium. The fundamental formula for $K$ in porous media is generally represented as a composite of the medium’s fluid properties, porosity function or coefficient, and grain size (e.g., Freeze and Cherry 1979; Todd and Mays 2005):

$$K = \frac{\rho g}{\mu} C d^2,$$

(4.3)

where $\rho$ is the density of the fluid; $g$ is the acceleration due to gravity; $\mu$ is the kinematic coefficient of viscosity; $C$ is a dimensionless coefficient, which is dependent on the porosity, sorting, packing and other factors; and $d$ is the effective grain size diameter. $d_{10}$ is commonly used for $d$ (Fetter 2001); however, Shepherd (1989) suggested that the mean diameter better represents the effective grain size diameter, and the exponent ranges from 1.5 to 2 according to the sedimentary textural maturity. In the current study, the obtained grain size distributions are noted as being different from those in nature because of sampling limitations; namely, the sampler was of small diameter and the small sample volume were used for sieving. Therefore, a more general exponential equation was applied to determine $K$ in the high packing part:

$$K_{\text{HP}} = C_{\text{HP}} d^m,$$

(4.4)
where $K_{\text{HP}}$ is the hydraulic conductivity of the high packing part, constant $C_{\text{HP}}$ is a dimensionless proportionality coefficient and $m$ is the exponent for effective grain size diameter $d$. Note that $C_{\text{HP}}$ corresponds to the product of the fluid properties at a constant temperature of 25 °C and the coefficient $C$ in Equation (4.3).

(2) The low packing part (i.e., packing levels III and IV) in the core is considered to form preferential water passages for the movement of fluid, which are similar to fractures in consolidated rock. A rock fracture's $K$ value is proportional to the square of its aperture (Snow 1969; Domenico and Schwartz 1998; Singhal and Gupta 1999). A further assumption is that the water passage width in each unit of the low packing part is linearly related to the length fraction of each packing level. In addition, the proportionality coefficients are assumed to differ between packing levels III and IV. Consequently, the $K$ value for the low packing part takes a simple form:

$$K_{\text{LP}} = C_i L_i^2, \quad (4.5)$$

where $K_{\text{LP}}$ is the hydraulic conductivity of the low packing part and $C_i$ is a dimensionless proportionality coefficient, which takes a different value for packing level III (index $i = 3$) and level IV (index $i = 4$).

(3) An equivalent horizontal hydraulic conductivity $\bar{K}$ per unit depth, composed of a sequence of different packing levels, is estimated as a weighted arithmetic mean, specifically, the sum of the products of each packing level's individual $K$ value and length fraction. Accordingly, $\bar{K}$ is calculated by the following equation:

$$\bar{K} = C_{\text{HP}} d^m \times L_{\text{HP}} + \sum_{j=3}^{4} C_j L_j^2 \times L_j = C_{\text{HP}} d^m (L_3 + L_4) + C_3 L_3^2 + C_4 L_4^2. \quad (4.6)$$

The constants $C_{\text{HP}}, C_i$, and $m$ in Eq. (4.6) are simultaneously determined under the hypothesis that the estimated $\bar{K}$ values correspond to the slug test results at the same depth. $j$ is the index of boundary between high packing and low packing parts. The agreement between estimated and actual $K$ values is then assessed by using a least squares method to minimize the root mean square error ($\text{RMSE}$). The $\text{RMSE}$ value is calculated as the sum of the residuals between the common logarithms $Y$ of $\bar{K}$ and the logarithms $Y$ of $K$ measured by the slug tests at the same depth:

$$\text{RMSE} = \sum_{n=1}^{d} (\log_{10} K - \log_{10} \bar{K}) = \sum_{n} (Y - \bar{Y}) = \sum_{n} \text{Re}Y, \quad (4.7)$$

where $\text{Re}Y$ is the residual log-conductivity and $n$ is the sample number ($= 32$). Logarithmic transformations
are used to avoid a few extremely permeable values from considerably affecting the RMSE results. A nonlinear optimization tool, the MS Excel Solver, was used to perform the optimization. Since $d$ is not empirically known, it is determined by repeatedly optimizing using various cumulative weight diameters; $d_5$, $d_{10}$, $d_{15}$, $d_{20}$, $d_{45}$, $d_{50}$, $d_{70}$, $d_{80}$ and $d_{90}$ (mm).

4.2.3 Moving average method

The core properties profiles in the sampling points, BW3, BW5 and BW7 were transformed into those of $\bar{R}$ by using Equation (4.6). However, the optimal equation (4.6) has inevitable uncertainty because the parameter optimization is conducted by log-transformation in Equation (4.7). If the residuals between $Y$ and $\bar{Y}$ (Re$Y$) are only no more than one, the confidence interval of $\bar{R}$ was extended by several to 10-fold when the log transformation was inverted. The Re$Y$ resulted from various factors: the sampling limitations of using small diameters and volumes, the over- or under-estimation of the packing level, the applicability of the slug test method to the test conditions, and the simplifications made to generate the relation in Eq. (4.6).

To address the uncertainty in Eq. (4.6), moving average method was applied to the profiles of $\bar{Y}$ in the sampling points. The moving average of $Y$ ($Y_{MA}$) is calculated through the following equation:

$$Y_{MA} = \frac{1}{n_{MA}} \sum_{i=1}^{n_{MA}} Y_i = \frac{1}{n_{MA}} \sum_{i=1}^{n_{MA}} \log_{10} \bar{K}_i,$$

where $Y_i$ is the common logarithm of estimated conductivity $\bar{K}_i$ for ranging from 1 to $n_{MA}$. $n_{MA}$ is the total number of $\bar{K}$ values used for the moving average; in the present case, $n_{MA}$ corresponds to the average interval written in meter units, because $\bar{K}_i$ was calculated per unit depth. The average interval must be determined carefully since the uncertainty in $Y_{MA}$ decreases when the average interval increases under a stationary condition. Conversely, $Y_{MA}$ is influenced by a spatial trend (which is empirically unknown), when the average interval is relative larger than the trend. Here, an average interval of $n_{MA} = 5$ m was applied. $Y_{MA}$ was thus the average of five $Y$ values; the $Y$ value at target depth and two values at depths above and below the target depth. In traditional statistics, the 95% confidence interval of $Y_{MA}$ was obtained as $[Y_{MA} - 1.96 \sigma / \sqrt{n_{MA}}, \ Y_{MA} + 1.96 \sigma / \sqrt{n_{MA}}]$ (i.e., $[Y_{MA} - 0.35, \ Y_{MA} + 0.35]$).
4.3 Results and discussion

4.3.1 Grain size analysis

The some results of grain size analysis are shown in Figure 4.7. All of the samples were poorly sorted as there was a wide range of grain size present. Less than 5% of the samples consisted of silt and clay, and more than 10–40% consisted of gravels. Figure 4.7 showed no obvious trend among different locations, for example a fining trend in the downward direction from the upper point (BW6) to the lower (BW1).

![Grain size distribution curves of undisturbed cores sampled at BW1–6](image)

Figure 4.7 Grain size distribution curves of undisturbed cores sampled at BW1–6

Figure 4.8 shows relations between two grain sizes ($d_{10}$ and $d_{50}$) and slug test results obtained in the sampling depths. There were also no obvious relations in both plots, indicating that $K$ in the coarse gravel deposits could not be formulated only by using the traditional equations, Eq. (4.3) and (4.4). In other words, $K$ in the coarse sediments is not a function of only total porosity; if total porosity is even small but open voids are connective between gravels, the coarse gravel deposits has high permeability. It was needed to indicate another index which reflected the open pore structures in the gravel deposits.
Figure 4.8 Relations between grain size ($d_{10}$ and $d_{50}$) and hydraulic conductivity obtained by slug tests in the sampling depths.
4.3.2 Optimization of parameters in permeability model

The first study (Sakata et al. 2011) determined the index \( j (j=1-4) \) and effective grain size \( d_e (d_e = d_5, d_{10}, d_{15}, d_{20}, d_{30}, d_{50}, d_{60}, d_{70}, d_{80} \text{ and } d_{90}) \) through a comparison of RMSE values obtained by Eq. (4.7). The determination was conducted employing only the data at BW1 to BW6, and the \( K \) values was not compensated to the values of constant temperature of 25 ℃.

The minimum RMSE value was obtained in the case of \( j=1 \) and \( d_e=d_{20} \) (Model 1 in Table 4.2), however, the case of \( j=2 \) and \( d_e=d_{20} \) (Model 2) was most optimal as followings: 1) the degree of freedom in Model 2 was smaller than that in Model 1; 2) the constant \( C_2 \) in Model 1 was enough small to be ignored, and 3) the other constants, \( C_3 \) and \( C_4 \), were almost equal in the cases.

Table 4.2 Results of parameter optimization using undisturbed cores and slug tests at BW1-6

<table>
<thead>
<tr>
<th>Model</th>
<th>( j=1 ), ( C_m=C_1 )</th>
<th>( C_2, C_3, C_4 )</th>
<th>( \beta_{10} )</th>
<th>( \beta_{20} )</th>
<th>( \beta_{30} )</th>
<th>( \beta_{40} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.97</td>
<td>0.68</td>
<td>0.81</td>
<td>0.91</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>( m ) (( \text{m}^{-1} ))</td>
<td>2.9</td>
<td>3.2</td>
<td>2.2</td>
<td>1.5</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>( C_m ) (1/m²s)</td>
<td>28,800</td>
<td>8,642</td>
<td>2.0</td>
<td>0.014</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>( C_2 ) (1/m²s)</td>
<td>0.00048</td>
<td>0.00038</td>
<td>0.00037</td>
<td>0.00026</td>
<td>0.00030</td>
<td></td>
</tr>
<tr>
<td>( C_3 ) (1/m²s)</td>
<td>0.010</td>
<td>0.010</td>
<td>0.011</td>
<td>0.012</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>( C_4 ) (1/m²s)</td>
<td>1.1</td>
<td>0.65</td>
<td>0.71</td>
<td>0.78</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>( j=2 ), ( C_m=C_1=C_2 )</th>
<th>( C_3, C_4 )</th>
<th>( \beta_{10} )</th>
<th>( \beta_{20} )</th>
<th>( \beta_{30} )</th>
<th>( \beta_{40} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.99</td>
<td>0.83</td>
<td>0.89</td>
<td>0.90</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>( m ) (( \text{m}^{-1} ))</td>
<td>2.3</td>
<td>2.2</td>
<td>1.6</td>
<td>1.5</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>( C_m ) (1/m²s)</td>
<td>516</td>
<td>30</td>
<td>0.12</td>
<td>0.013</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>( C_3 ) (1/m²s)</td>
<td>0.0098</td>
<td>0.0093</td>
<td>0.010</td>
<td>0.012</td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td>( C_4 ) (1/m²s)</td>
<td>1.0</td>
<td>0.69</td>
<td>0.74</td>
<td>0.78</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>( j=3 ), ( C_m=C_1=C_2=C_3 )</th>
<th>( C_4 )</th>
<th>( \beta_{10} )</th>
<th>( \beta_{20} )</th>
<th>( \beta_{30} )</th>
<th>( \beta_{40} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>1.35</td>
<td>1.24</td>
<td>1.29</td>
<td>1.30</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>( m ) (( \text{m}^{-1} ))</td>
<td>1.3</td>
<td>1.4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>( C_m ) (1/m²s)</td>
<td>0.86</td>
<td>0.40</td>
<td>0.012</td>
<td>0.0049</td>
<td>0.0046</td>
<td></td>
</tr>
<tr>
<td>( C_4 ) (1/m²s)</td>
<td>1.1</td>
<td>0.86</td>
<td>0.91</td>
<td>0.91</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>( j=4 ), ( C_m=C_1=C_2=C_3=C_4 )</th>
<th>( \beta_{10} )</th>
<th>( \beta_{20} )</th>
<th>( \beta_{30} )</th>
<th>( \beta_{40} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>2.05</td>
<td>1.86</td>
<td>1.89</td>
<td>2.01</td>
<td>1.86</td>
</tr>
<tr>
<td>( m ) (( \text{m}^{-1} ))</td>
<td>0.6</td>
<td>1.2</td>
<td>1.0</td>
<td>0.7</td>
<td>2.1</td>
</tr>
<tr>
<td>( C_m ) (1/m²s)</td>
<td>0.011</td>
<td>0.25</td>
<td>0.031</td>
<td>0.0024</td>
<td>0.30</td>
</tr>
</tbody>
</table>
Following the sampling at BW7, the next study (Sakata and Ikeda 2012b) calculated the optimal parameters again. The analysis data and results are listed in Table 4.3. In the calculation, the $K$ values were converted into those at a constant temperature of 25 °C for heat transport simulation in Chapter 5.

The optimization resulted that the minimum RMSE value was obtained as:

$$
\overline{K} = 6.89(d_{o}/1000)^{0.3}(L_{1} + L_{2}) + 0.0167L_{3}^{3} + 1.87L_{4}^{3}.
$$

A scatter plot of estimated $\overline{K}$ versus measured $K$ values is given in Figure 4.4. The coefficient of determination ($R^2$) between $Y$ and $\overline{Y}$ is relatively high at 0.80.

![Figure 4.9 Comparison in double logarithmic scale between hydraulic conductivities measured by slug test ($K$ (m/s)) and estimated by Eq. (4.9) ($\overline{K}$ (m/s)). Here, $R^2 = 0.80$](image)
Table 4.3 Analysis data and optimization results to determine the relation between slug tests and gravel cores in the Toyohira River alluvial fan.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Point identifier</th>
<th>Sampling and test depth (m)</th>
<th>Properties of gravel cores</th>
<th>Log-conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$d_{50}^{a}$</td>
<td>$L_1+L_2^{b}$</td>
</tr>
<tr>
<td>1</td>
<td>BW1</td>
<td>9–10</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>2</td>
<td>BW2</td>
<td>5–6</td>
<td>12</td>
<td>0.29</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>8–9</td>
<td>1.6</td>
<td>0.80</td>
</tr>
<tr>
<td>4</td>
<td>BW3</td>
<td>3–4</td>
<td>0.83</td>
<td>0.50</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>9–10</td>
<td>3.7</td>
<td>0.43</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>19–20</td>
<td>2.4</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>29–30</td>
<td>8.6</td>
<td>0.66</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>31–32</td>
<td>0.70</td>
<td>0.91</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>39–40</td>
<td>4.2</td>
<td>0.81</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>49–50</td>
<td>1.0</td>
<td>1.00</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>59–60</td>
<td>3.0</td>
<td>1.00</td>
</tr>
<tr>
<td>12</td>
<td>BW4</td>
<td>5–6</td>
<td>1.0</td>
<td>0.82</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>8–9</td>
<td>0.63</td>
<td>0.60</td>
</tr>
<tr>
<td>14</td>
<td>BW5</td>
<td>3–4</td>
<td>2.2</td>
<td>0.71</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>9–10</td>
<td>2.0</td>
<td>1.00</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>19–20</td>
<td>3.3</td>
<td>0.85</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>29–30</td>
<td>1.5</td>
<td>0.93</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>39–40</td>
<td>0.71</td>
<td>1.00</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>59–60</td>
<td>2.1</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>69–70</td>
<td>0.86</td>
<td>0.90</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>89–90</td>
<td>1.43</td>
<td>0.92</td>
</tr>
<tr>
<td>22</td>
<td>BW6</td>
<td>6–7</td>
<td>2.1</td>
<td>1.00</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>9–10</td>
<td>5.2</td>
<td>0.93</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>18–19</td>
<td>4.4</td>
<td>0.84</td>
</tr>
<tr>
<td>25</td>
<td>BW7</td>
<td>10–11</td>
<td>2.8</td>
<td>1.00</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>14–15</td>
<td>1.3</td>
<td>1.00</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td>18–19</td>
<td>1.0</td>
<td>0.77</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>23–24</td>
<td>0.81</td>
<td>0.94</td>
</tr>
<tr>
<td>29</td>
<td></td>
<td>29–30</td>
<td>0.55</td>
<td>0.96</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>33–34</td>
<td>2.2</td>
<td>0.88</td>
</tr>
<tr>
<td>31</td>
<td></td>
<td>37–38</td>
<td>1.1</td>
<td>0.82</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>43–44</td>
<td>1.1</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Mean: 0.00  
Variance: 0.16

$^a$ Effective grain size diameter by sieving (mm)  
$^b$ Length fraction of each packing level (m/m)  
$^c$ Common logarithm of $K$ (m/s) measured by slug test results (modified to a constant temperature of 25°C)  
$^d$ Common logarithm of $K$ (m/s) estimated by Eq. (4.9)  
$^e$ Residual log-conductivity between Y and Y
The relation between estimated $R$ and $d_{20}$ for cases of $L_3$ and $L_4$ is shown in Figure 4.10. When $L_3 < 0.05$ m/m and $L_4$ is rarely observed on the centimeter scale (i.e., the gravel core in effect contains only a high packing part, $R$ varies from $5 \times 10^{-6}$ to $2 \times 10^{-3}$ m/s. Here, $R$ is governed by only the grain size, and is independent of core packing level. When $L_3 > 0.5$ m/m or $L_4 > 0.1$ m/m (i.e., the occasional case that occurs near the surface (Figure 4.6)), $R$ is of the order of $1 \times 10^{-3}$ m/s for all grain sizes. Such a high conductivity regardless of the length scale for the low packing part indicates that preferential water passages may exist at the sampling depth. When $0.05 \leq L_3 \leq 0.5$ m/m and $L_4$ is of the order of $1 \times 10^{-2}$ m/m (i.e., the intermediate case), either the grain size or length fraction of the packing levels has a strong affect on $R$. The limit on the effective grain size that governs its effect on $R$ is roughly $d_{20} = -2 (-\varphi = 4)$ mm, where $-\varphi$ denotes the base-2 logarithm of grain size (mm).

Estimating $R$ from Eq. (4.9) results in it attaining a high value even if the low packing part is fairly concentrated. This hydraulic feature corresponds to that of open framework gravel (OFG), which is usually observed in outcrops or trenches, and is considered to be the most remarkable hydro-face due to its high permeability. OFG has a distribution that is only centimeters or decimeters thick, but its $K$ value is of the order of $1 \times 10^{-3}$ to $1 \times 10^{-2}$ m/s, considerably greater than the value for the surrounding layers (Jussel et al. 1994; Heinz 2003; Lunt et al. 2004; Zappa et al. 2006; Ferreira et al. 2010; dell’Arciprete et al. 2012).

![Figure 4.10 Curves relating $R$ calculated by Eq. (4.9) and effective grain size diameter $-\varphi$ $d_{20} = \log_2 d_{20}$ (mm) for several length fractions of low packing part $L_3$ or $L_4$ (m/m)](image-url)
ReY ranged from -0.64 to 0.89 with a variance of 0.16, as shown in Table 4.3. These statistical values of the residuals were not necessarily ignored because the confidence interval of $\bar{R}$ was extended by 3- to 10-fold or greater when the log transformation was inverted. Considering an assumption that $\bar{Y}$ was normally distributed and $\bar{R}$ was log-normally distributed (Domenico and Schwartz 1998; ASCE 2008), and that ReY was also normally distributed with a constant variance of $\sigma^2 = 0.16$, specifically, ReY was assumed to occur randomly with no spatial correlation and with a constant variance. A 95% confidence interval for $\bar{Y}$ was obtained under the above assumptions as $[\bar{Y} - 1.96\sigma, \bar{Y} + 1.96\sigma]$ (i.e., $[\bar{Y} - 0.78, \bar{Y} + 0.78]$) in other words, $[\bar{R}/6, 6.0\bar{R}]$. The interval is approximately equal to a single order of magnitude and so $\bar{R}$ was not quantitatively valid in this case. On the other hand, the 95% confidence interval of $\bar{Y}_{\text{MA}}$ was obtained as $[\bar{Y}_{\text{MA}} - 0.35, \bar{Y}_{\text{MA}} + 0.35]$, and was transformed to $[\bar{R}/2.2, 2.2\bar{R}]$. This range was considered to be sufficient for quantitative discussion of the vertical trend.
4.3.3  Vertical profiles of core properties and hydraulic conductivity

The results for BW5, BW3 and BW7 are shown in Figure 4.11. From left to right, the results for each sampling point show changes with depth of the geologic column, effective grain size diameters, length fractions of the low packing part and log-conductivities: \( Y \) measured by slug tests, \( \bar{Y} \) estimated by Eq. (4.9) and \( \bar{Y}_{ma} \) over 5-m intervals. Gaps in the profiles indicate data rejected or not obtained at depths where cores are composed mainly of fine sediments.

The geologic columns at BW5 and BW3 do not show migration sequences of the gravel deposits, which are generally a characteristic of alluvial fans rather than meandering river sequences. A majority of the intercalating sandy layers are \( \leq 1 \) m in thickness, and are rarely seen in consecutive horizontal positions among the wells. Only monotonic gravel successions therefore show no obvious hydrogeologic boundary in the gravel aquifer (e.g., the boundary between Holocene no. II and Pleistocene no. III aquifers). In contrast, the gravel deposits at BW7 lie below an alternation of fine sediments, which corresponds to the upper edge of the Holocene no. I aquifer. Additionally, the intercalating layers in the gravel deposits are frequently distributed with even finer sediments. In particular, volcanic ashes are typically interbedded at depths of \( \sim 19-20 \) and \( 41-43 \) m, corresponding to the reworked deposits of Shikotsu pumice flows \( (\sim 40,000 \text{ yr B.P.) and of Toya ash falls (\sim 110,000 \text{ yr B.P.,} respectively.} \)

\( d_{20} \) varies in each well, ranging widely from \(-1 \) to \( 4 (\sim 16 \text{ mm). Moreover, the deviations in adjacent data in the profiles are often greater than 1 to 2 (\sim 16 \text{ mm). This large fluctuation is considered to mask the spatial trend, for example, a down-fan fining trend from the mid-fan to fan-toe. Such fluctuations probably arise from sampling errors due to various sources (as already described), as well as from sedimentary heterogeneity. Here, no distinct difference is found between the grain size variations of BW5, BW3 and BW7, but a decreasing trend with depth is observed only at BW5, although this is not obvious due to the fluctuation.}

The length fractions of the low packing part, \( L_3 \) and \( L_4 \), show a clear decreasing trend with depth at BW5 and BW3. \( L_4 \), in particular, decreases rapidly with depth, and has almost vanished by a depth of \( \sim 30 \) m. A somewhat decreasing trend is also seen in \( L_3 \) such that its values appear to be relatively random. In contrast, a specific trend is not seen for \( L_3 \) or \( L_4 \) at BW7. The main reason for this difference in trends is that in the mid-fan, the low packing part accumulates in the gravel deposits near the surface, whereas in the fan-toe,
the late Holocene fine sediments cover the surface with a thickness of >10 m. Another reason is considered to be the development process of OFG, the hydraulic features of which are equal to those of the low packing part. Thick OFG deposits occur due to high bedforms and large amounts of aggradation (Lunt and Bridge 2007), and form in the mid-fan, but not in the fan-toe.

\( Y \) values are measured by slug tests at several points in each well. As a result, \( Y \) ranges from -2 to -6, that is, four orders of magnitude of \( K \) (m/s), by inverting the log transformation. This large range of measurements is considered as being reflective of the geological heterogeneity in the gravel deposits. However, a decreasing trend in \( Y \) is found at BW5 and BW3. Conversely, \( Y \) values in each profile fluctuate even more widely, with an amplitude of >1–2, which corresponds to one to two orders of magnitude of \( K \). The greater fluctuation in \( Y \) is probably a result of not only the heterogeneity but also the estimation errors. Therefore, \( Y \) values are not used to determine the exhibited trend. Instead, \( Y_{MA} \) values in each profile vary more smoothly, and thus reveal the changes with depth. Decreasing trends in \( Y_{MA} \) are evident at BW5 and BW3, and are observed only above depths of ~30 m, which corresponds to the maximum depth at which \( L_4 \) values are observed. Furthermore, the moving average below this depth is \( \approx -4 \), showing that an approximately stationary field may exist. In contrast, a vertical change with depth is not obvious at BW7, where trends are not observed for \( L_3 \) or \( L_4 \). Thus, the depth dependence of \( K \) in the fan is understood from the vertical distribution of the packing levels in the undisturbed cores.
Figure 4.11 Core property and hydraulic conductivity results at a. BW5, b. BW3 and c. BW7. Each results contains, from left to right, the geologic column; effective grain size diameters, $-\phi = \log_2 d_{20}$ (mm); length fractions of low packing part, $L_3$ (gray bars) and $L_4$ (dark gray bars) (m/m); and common logarithms of the hydraulic conductivity (m/s). In the log-conductivity profiles, solid circles denote $Y$ values measured by slug tests, open squares denote $Y$ values estimated by Eq. (4.9) and solid lines denote moving average $Y_{MA}$ values over 5-m intervals. All data are obtained at unit depth. Gaps represent depths at which data were rejected or not obtained.
4.3.4 Depth dependence of permeability

A linear regression analysis is applied between $\overline{Y}_{\text{MA}}$ and depth. Here, the depth data correspond to the midpoints of each average interval and the $\overline{Y}_{\text{MA}}$ data are taken above depths of 40 m—the maximum depth of the decreasing trend, 30 m, plus an additional 10 m. A scatter plot showing the regression results is given in Figure 4.12. The regression lines for BW3 and BW5 have approximately equal slopes and intercept values; the slopes are 0.041 and 0.052 (average: 0.047), respectively, and the intercepts are -2.5 and -2.2 (average: -2.3). In addition, $R^2$ values of >0.7 are obtained. A depth dependence of $K$ is often represented as an exponential function:

$$K = K_0 \exp(-AZ), \quad (4.10)$$

where $K_0$ (m/s) is the $K$ value at the ground surface, which is equal to $1 \times 10^{-2.3}$ m/s for the current case; $A$ (m$^{-1}$) is a decay exponent; and $Z$ (m) is the depth below the surface. The decay exponent is determined by dividing the average slope of 0.047 by log 10 = 2.3. Hence, $A = 0.11$ (m$^{-1}$). The exponent equation for the mid-fan is therefore

$$K = K_0 \exp(-AZ) = 10^{-2.3} \exp(-0.11Z). \quad (4.11)$$

![Figure 4.12 Scatter plot of $\overline{Y}_{\text{MA}}$ values at BW5, BW3 and BW7 with associated regression lines. Solid squares denote $\overline{Y}_{\text{MA}}$ values at BW5, open circles denote values at BW3 and solid triangles denote values at BW7. Averages are plotted at mid-depths of 5-m intervals. A regression analysis between $\overline{Y}_{\text{MA}}$ and depth is conducted in each well using data above a depth of 40 m](image)
The size of the decay exponent here should be noted. For example, an increase in depth of 1 m corresponds to a \( \sim 10\% \) decrease in \( K \). Explicitly, \( K \) at a depth of 10 or 30 m is equivalent to approximately 1/3 or 1/25 of \( K_0 \) at the ground surface. The exponents in other unconsolidated gravel deposits are regrettably not obtained in this study; thus, previous values found for various consolidated rocks are used for comparison. These values differ greatly at each site, and are of the order of \( 1 \times 10^{-2} \) to \( 1 \times 10^{-4} \) m\(^{-1}\), as described before. The exponents for consolidated rocks are therefore not smaller than 1/10 to 1/1000 of the gravel deposit value. Conversely, the regression line for BW7 has an \( R^2 \) value of only 0.13. This small value implies that a vertical trend is not evident in the fan-toe (although only one profile is created). Specifically, the depth dependence of \( K \) is not common throughout the fan, but is restricted to the upper fan, where gravel deposits of the low packing part accumulate below the ground surface.

The typical characteristics in the vertical trend—the large exponent \( A \) in the mid-fan and the fan-apex, and the lack of a trend in the fan-toe—are considered as follows. One simple and most probable argument is that the depth dependence at BW5 and BW3 is a unique stratigraphic trend (i.e., coarsening-upward trend) due to progradation in the Holocene fan. Stationarity below a depth of \( \sim 30 \) m may indicate different (lower energy and slower) depositional environments such as braided river system. The lack of a trend at BW7 indicates that the location is adjacent to, but not in, the alluvial fan depositional system. However, the interpretation based on only stratigraphic sequences remains slightly problematic. The low packing parts in the gravel cores are rarely observed at deep depths, although the grain sizes at deep depths are often large, no smaller than those in at shallow depths. Another argument is specific post-depositional processes in shallow alluvial deposits, other than the often discussed diagenetic and metamorphic processes. In shallow burial, crushing probably has a small effect on the porosity reduction, and cementation such as groundwater calcretization is not seen in the cores. An understanding of the post-depositional processes in the shallow gravel deposits is most likely needed to obtain other information such as the stability of fine sediments in the openings between framework components. If the gravel deposits are loosely packed and the fine sediments are unstable, the open pore structures that correspond to the low packing parts in the cores are theoretically more densely filled due to the movement of the fine interstitial sediments through increased fluid pressure with buried depth. To our knowledge, the mechanism of the post-depositional transition from loose to high packing in alluvial coarse mixtures has not been examined. Although the factor in the trend, whether depositional or post-depositional processes, has not been determined, this field
investigation reveals a unique vertical trend in the investigated alluvial fan, and the depth dependence is well-formulated as the exponential model used for the analysis and numerical modeling of groundwater systems.

### 4.3.5 Aquifer structure

A longitudinal cross section is generated by using the geologic columns and $\nabla_{MA}$ profiles, as shown in Figure 4.13. This cross section extends from the fan-apex 2-km upstream of BW5 to the fan-toe at BW7. The two dotted lines are the boundaries determined from only the stratigraphic information. The lower dotted line is related to the boundary between Pleistocene nos. III and IV aquifers, which is distributed throughout the cross section at an elevation of around -50 meters above sea level (m asl) according to Hu et al. (2010). The upper dotted line represents the boundary between Holocene nos. I and II aquifers, which is determined to be ~10 m asl at BW7. These dotted lines are relatively distinguishable because of the sudden stratigraphic change between the gravel fan deposits and the fine fluvial deposits. However, other boundaries of the gravel deposits such as between Holocene no. II and Pleistocene no. III aquifers are hard to specify among the monotonic stratigraphic columns.

Two $\nabla_{MA}$ boundaries are also traceable among the profiles: a lower broken line with $\nabla_{MA} = -4$ and an upper broken line with $\nabla_{MA} = -3$. The lower boundary is below a depth of ~30 m from the ground surface, and is at the same elevation as the hydrogeologic boundary between Holocene no. II and Pleistocene no. III aquifers (Hu et al. 2010b). This correspondence indicates that the Pleistocene no. III aquifer has only weak $K$ depth dependence, and the permeability in the aquifer is assumed to be stationary at around the expectation of $\overline{K} = 10^{-4}$ m/s. In contrast, the upper boundary of $\nabla_{MA}$ divides the Holocene no. II aquifer into two further aquifers: nos. IIa (upper) and IIb (lower). The Holocene no. IIa aquifer is ~10 m thick near the surface, and $\nabla_{MA} > -3$ here (i.e., $\overline{K} = 1 \times 10^{-3}$ m/s). Such high values of $\overline{K}$ are similar to those found in previous pumping test results: pumping tests were conducted in shallow wells near BW5 and BW3, and obtained an average hydraulic conductivity of $K \approx 2 \times 10^{-3}$ m/s (Hokkaido Regional Development Bureau 2008). The Holocene no. IIa aquifer is directly connected to the river bed, and the surface water is actively infiltrated through the aquifer due to its high permeability and vertical hydraulic gradients. Thus, the Holocene no. IIa aquifer along the river is of importance as an infiltrative aquifer. However, if the aquifer is at a distance of several hundred meters from the river, it is almost unsaturated since the groundwater
surface slopes downward.

In the Holocene no. IIb aquifer, the permeability takes a wide range of values, from $K = 1 \times 10^{-5}$ to $1 \times 10^2$ m/s. This range is affected by the sedimentary texture at each depth. Conversely, the average permeability decreases with depth according to the exponent equation (4.11). As a result, the groundwater flows horizontally and vertically through the water passages, which are formed and affected by the geological heterogeneity and depth-dependent effects. Three-dimensional groundwater flows also influence the solute transport. For example, the temperature profiles at BW5 and BW3 suggest the existence of large envelopes and a deepening of the isothermal layer. Typical temperature distributions around the losing river are explained by the presence of large heterogeneity, as well the depth dependence of the permeability, through a simulation that couples groundwater flow and heat transport in chapter 5.
Figure 4.13 Longitudinal cross section showing hydrogeologic boundaries in the fan. The columns and profiles for BW5, BW3 and BW7 are the same as those Fig. 7. Inverted open triangles beside each column denote groundwater heads measured during drilling at the first (upper) and last (lower) depths, and indicate vertical hydraulic gradients in the mid-fan at BW5 and BW3. Dashed lines denote $Y_{MA} = -3$ (upper) and $Y_{MA} = -4$ (lower). Dotted lines are boundaries inferred from geologic columns and Hu et al. (2010). Classification of aquifers, nos. I, II, III and IV, are taken from Hu et al. (2010b). Aquifer no. II is further subdivided into nos. Ila and IIb.
4.4 Conclusions

The depth dependence of the hydraulic conductivity $K$ in the Toyohira River alluvial fan was determined, and the trend was represented by an empirical exponential equation. The proposed method consisted of the following steps.

1. Relatively undisturbed and sequential gravel cores were sampled by using improved tube samplers.

2. The packing in gravel cores was categorized qualitatively into four levels, and then the length fraction of each packing level was measured per unit depth. After these measurements, the effective grain size (in the current case this was $d_{20}$) was obtained by sieving.

3. The relation between the slug tests and core properties was established through optimization.

4. Core properties profiles were transformed into those of the estimated hydraulic conductivity $K$ by using the established relation.

5. A moving average method was applied to eliminate errors. In the present case, an average interval of 5 m was used.

6. A linear regression analysis revealed the depth dependence of $K$ in the mid-fan, and the decay exponent was estimated.

The depth dependence of $K$ was shown at the sampling points BW5 and BW3, and the decreasing trend had a decay exponent of $A = 0.11$ (m$^{-1}$), which is 10- to 1000-fold that for consolidated rock in the literature. Conversely, at BW7 in the fan-toe, a vertical trend was not observed. A longitudinal cross section was further generated by using the moving average profiles. Moving average boundaries of $\overline{MA}_{Y} = -4$ and $\overline{MA}_{Y} = -3$ classified the gravel aquifer without migration succession. As a result, the hydrogeologic structures were understood as a high infiltrative aquifer (Holocene no. IIa), a depth-dependent and heterogeneous aquifer (Holocene no. IIb) and a stationary permeable aquifer (Pleistocene no. III).

Several problems remained unsolved in this study. The relation between the slug tests and core properties has not been sufficiently verified either theoretically or experimentally. Moreover, the obtained relation was applied only in the fan, and individual relations must be established at each site. The sampling error of the sampler has not been assessed experimentally (e.g., by comparison with bulk sampling). The scale at which permeability was observed in this study (i.e., unit depth is not necessarily
appropriate at other sites), and the employed scale must be discussed in terms of each hydrogeologic unit (Anderson 1989). Furthermore, the proposed method provided only vertical information at the sampling points. Thus, for three-dimensional groundwater modeling, horizontal information must be acquired by other methods such as outcrop analyses, geophysics surveys or deterministic depositional models. In spite of these issues, the proposed field method is expected to be useful for gaining greater quantitative insight into the depth dependence of the permeability in unconsolidated gravel deposits.
5 Stochastic Simulation of Groundwater-Flow and Heat-Transport

5.1 Introduction

Any analytical methods to solve the governing equation of groundwater are limited to particular problems in which all of the region of flow, boundary conditions, and geologic configuration are simple and regular. Numerical modeling and simulation are versatile for such complex and actual conditions in the geologic settings. Geostatistical approaches also contribute to realize spatial variability of hydraulic properties such as hydraulic conductivity $K$. However, the approaches need typical information about global trends in trending heterogeneity of the alluvial coarse deposits. The previous chapter indicates the depth-dependence of $K$ in the fan-gravel deposits as the exponential function, of which exponent decay is 10- to 1000- orders of magnitude larger than that in consolidated rocks. This chapter currently realizes trending heterogeneity in the gravel deposits by incorporating the global trend and stochastic simulation, and allows assessment of its importance in groundwater modeling.

Hydraulic conductivity $K$ in the gravel deposits is represented as a sum of a global trend component and a residual component as the groundwater table elevation is mapped in Chapter 2. The global trend is divided into those in the vertical and horizontal directions. The vertical trend has been obtained as the exponential function in the previous chapter, and then the horizontal trend is estimated as a linear regression model of coordinates in this chapter. The residual component of $K$ offers its spatial variability as an anisotropic variogram model. 100 realizations of residuals are produced using sequential Gaussian simulation, and the multiple realizations of $K$ are obtained by summing the residual realizations with the trend values at given points in the analysis domain. 13 study cases each of which includes 100 realizations are prepared as a comparison study, i.e., stationary or trending heterogeneity, isotropy or anisotropy of each cell, River conditions (width and vertical hydraulic conductivity), spatial variability of residual, temperature-dependence of fluids or independence, upscaling affect on simulation results.

Solute transport simulation is more susceptible to geologic heterogeneity than only flow simulation is. Hydraulic head contours usually look smooth as a result of a pressure balance, while solute concentration contours have sharp fronts reflected to actual flow of groundwater, not
Darcy's flow. However, the coupled model involves more difficulties than the uncoupled flow model: 1) scarce measurements of solute concentrations, 2) higher uncertainty in parameters of fluid and aquifer (e.g., diffusivity), and 3) numerical errors associated with spatial and temporal discretization. For example, a high-resolution model (e.g., grid spacing of 1 m) is needed to obtain detailed, accurate results to solve for the solute concentration, but excessive resolution is inappropriate for larger-scale models (e.g., a three-dimensional basin model) due to computational limitations.

The first and second problems are addressed by using heat as a groundwater tracer by exploiting the similarity between temperature transport and solute transport: compared with other solute components, heat can be measured with greater ease and accuracy, and the representative values of thermal parameters are obtained from the literature.

Also, most of thermal properties in various materials and fluids are described in literature. Especially, heat has been utilized for analyzing the movement of groundwater and its interaction with surface water in many previous studies (Lapham 1989; Stonestrom and Constanz 2003; Anderson 2005; Constanz 2008; Constanz et al. 2008; Healy 2010; Anderson 2010). Temperature of surface water flowing in the open channels is variable diurnally and seasonally, while that of groundwater beneath the streambed is more invariable. Many field studies have been performed based on the difference of temporal variation between surface water and groundwater. In particular, temporal fluctuations (envelope) of groundwater temperature are often observed in the wells below the water bodies, and 1D analytical model is utilized to estimate the properties of geologic material and the velocities of vertical groundwater flow (Taniguchi 1993; Taniguchi 1999; Vandenbohede and Lebbe 2010). However, numerical simulation of heat transport in a groundwater system has been rarely performed due to the computational expensiveness. $K$ in a geologic material consists of fluid density and viscosity in addition to intrinsic permeability, such that $K$ is inherently dependent on groundwater temperature. In most conventional models, the effect of temperature is ignored. Recent studies, however, suggest the importance of temperature dependence with respect to solution robustness in groundwater modeling (Doppler et al. 2007; Ma and Zheng 2010; Engeler et al. 2011). If the temperature of river water varies between about zero in winter to over 20 °C in summer, the lowest $K$ value of sediments around the river is about
a half of the highest. More rigorous solutions in groundwater flow and solute transport are obtained by using advanced models, in which density and viscosity of fluids are variable as functions of temperature (Ma and Zheng 2010; Engeler 2011). A computer program of variable density and viscosity of fluids flowing in porous media, "SEAWAT" (Guo and Bennett 1998; Guo and Langevin 2002; Langevin et al, 2003; Thorne et al. 2006), is used in this study. The program used, SEAWAT, couples the flow program "MODFLOW" (Harbaugh et al. 2000) and the solute transport program "MT3DMS" (Zheng and Wang 1999). To simulate heat transport within the text of the SEAWAT framework, one of the MT3DMS species is used to represent temperature, and the effects of changing density and viscosity can be considered (Ma and Zheng 2010). SEAWAT also calculates groundwater flow and temperature transport with greater accuracy by using iterative processes. The third problem is also addressed by using a high-resolution grid model. Previous study (Weismann and Fogg 1999; Weismann et al. 1999) suggested that a high-resolution numerical model of groundwater flow and solute transport is needed to assess the effect of complex heterogeneity in groundwater mixing and tracer concentration. In this dissertation, a high-resolution grid model of 1 m grid-spacing is designed to satisfy the criterion.

A block-averaging model consisting of 5 m square cells is also prepared for a comparison with the high-resolution model. Upscaling of a high-resolution model to a basin-scale model is a long-standing problem in groundwater modeling (Deutsch 2002; Zhang et al. 2006; Zhang et al. 2010). This is because $K$ depends on scale, that is, microscale (e.g., drilling cores; several meters or less), mesoscale (e.g., facies; 10 to 100 m), and macroscale (basin scale, 100 m or more). The discrepancy between the different discretized models shows a direction of upscaling in groundwater modeling of alluvial coarse deposits.

5.2 Material and Methods

5.2.1 Data preparation

Hydraulic head and groundwater temperature were measured in the observation wells located along the off-stream transect near the Horohira-Bridge (KP16.6) in the distinct losing section (KP15.5–17, Chapter 3). Four observation wells of different locations and depths were installed by the Hokkaido Regional Development Bureau between March and June 2008; deep and
shallow wells near the river channel (BW3−1 and BW3−2); a shallow well leftward from the channel (BW3−4); and a shallow well rightward from the channel (BW3−5). The observation wells, BW3−1 and BW3−2, correspond to the wells, OW15D and OW 15S in Table 1.1, respectively. The details of wells are summarized in Table 5.1, and the locations are shown in Figure 5.1.

The automatically-recorded sensors of two different types, U20-001-01 HOBO pressure transducer (an accuracy of +/-0.05 cm, HOBO Inc., USA) and U22-001 HOBO thermal sensor (an accuracy of +/-0.02°C), were inserted into the observation wells. The hourly measurements were carried out from 10 June 2011. The hourly stages of river stage in the "Kariki" and "Moiwa" gaging stations were publicly available from the website “Water Information System” of the Ministry of Land, Infrastructure and Transport, Japan. The river water temperatures in the Horohira-Bridge were also given in the same website, but the measurement regrettably stopped at 21 March 2011.

Temperature logging in the deep well BW3−1 was also performed to obtain seasonal profiles of groundwater temperature in the focused recharge zone. The temperature profiles obtained were those at 9 June 2010, 9 August 2010, and 3 December 2010. The logging was performed per 0.1 m above a depth of 30 m, and per 0.5 m below the depth using a thermistor made of platinum resistance (an accuracy of +/-0.01°C).

Table 5.1 Observation wells in the off-stream transect (Figure 5.1). X denotes horizontal distance from the center of river channel; SC denotes well screen depth; H denotes groundwater head at 10 June 2011; Z denotes depth of temperature sensor(s). BW3−3 is omitted because of the same location and depth with BW3−2

<table>
<thead>
<tr>
<th>Well</th>
<th>X</th>
<th>SC</th>
<th>H</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW03-1</td>
<td>-62</td>
<td>62 - 64</td>
<td>20.93</td>
<td>15, 30, 60</td>
</tr>
<tr>
<td>BW03-2</td>
<td>-66</td>
<td>2.5 - 7.5</td>
<td>28.67</td>
<td>5</td>
</tr>
<tr>
<td>BW03-4</td>
<td>-140</td>
<td>9.5 - 11.5</td>
<td>28.69</td>
<td>11</td>
</tr>
<tr>
<td>BW03-5</td>
<td>50</td>
<td>3 - 5</td>
<td>28.27</td>
<td>5</td>
</tr>
</tbody>
</table>
Figure 5.1 Configuration of the off-stream well transect at KP16.6 on the Toyohira River. Solid circle, open circle, and dashed line denote undisturbed sampling point, observation well, and water-table contour of each 2 m asl on June 2010, respectively.
5.2.2 Trend and Variogram analysis

Non stationary problem that faces geostatistical approaches in the alluvial coarse deposits was addressed using the methodology of regression kriging (Hengel 2007), as well as the mapping of groundwater table elevation in Chapter 2. The regression kriging process requires the assumption that regionalized variable (hydraulic conductivity in this case) is a sum of a global component and a residual component. The vertical trend of $K$ was formulated as the exponential function in
Chapter 4. The logarithmic transformation is often used in groundwater study because \( K \) values are positive and relatively many small values exit compared to larger values (e.g. Freeze, 1979; Anderson 1995; Domenico and Schwartz 1998; ASCE 2008). Thus, the vertical trend of common logarithm of \( K \) is mathematically represented as:

\[
\log K_0(x, z=0) = \log K + Az/\ln(10) \quad \text{at } z \sqsubset z_0 (5.1)
\]

\[
\log K_0(x, z=0) = \log K + Az_0 \quad \text{at } z > z_0 (5.2)
\]

where \( K_0(x) \) is hydraulic conductivity at the ground surface (depth \( z=0 \)) of the \( x \) position; \( A \) is the exponent decay of \( K \) with depth (\( A = 0.11 \text{m}^{-1} \) in this case); \( z_0 \) is the maximum depth of the depth-dependence (\( z_0 = 30 \text{ m} \) in this case).

The horizontal trend of common logarithm of \( K \) was then estimated by formulating a linear regression model of coordinates \( X \) and \( Y \) (JGD 2000) as:

\[
\log K_0(x, z=0) = aX + bY + c (5.3)
\]

\( K_0 \) at the ground surface was obtained by translating the measured \( \log K \) using Equation (5.1) and (5.2). Averaged \( \log K_0 \) value was applied when in-situ tests were obtained at different depths in the same location. The constants \( a, b \) and \( c \) in Equation (5.3) were estimated by the straightforward linear regression method. Consequently the global trend component \( M(x) \) in common logarithm of \( K \) is given as:

\[
M(x) = M_h + M_z = (aX + bY + c) + Az/\ln(10) \quad \text{at } 0 < z \sqsubset z_0 (5.4)
\]

\[
M(x) = M_h + M_z = (aX + bY + c) + Az_0/\ln(10) \quad \text{at } z_0 < z \sqcup z_{\text{bottom}} (5.5)
\]

where \( M(x) \) is the trend component at any points \( x \) in the domain; \( M_h \) is the horizontal trend on the ground surface; \( M_z \) is the vertical trend; \( A \) is the exponent decay (\( -0.11 \) in this case); \( z_0 \) is the maximum depth of depth-dependence of \( K \) (\( z_0 = 30 \text{ m} \) in this study); \( z_{\text{bottom}} \) is the bottom depth of the model (e.g., \( z_{\text{bottom}} = 64 \text{ m} \) in BW3−1).

The residual component at the measurement points \( x_i \), where \( i \) denotes the index of measurement points, were calculated as:

\[
Re(x_i) = \log K(x_i) - M(x_i) (5.6)
\]

where \( Re(x_i) \) is the residuals at the in-situ test points \( x_i \). In-situ measurements of \( K \) for this analysis were summarized in Table 5.2. Table 5.2 also shows residual \( Re(x_i) \) calculated by Eq. (5.4), (5.5), and (5.6).
5.2.3 Sequential Gaussian simulation

Sequential Gaussian simulation (SGS) is the most powerful and popular among various simulation processes for realizing geologic heterogeneity (Koltermann and Gorelick 1996; Lee et al. 2007). SGS requires an assumption that the probable density function (pdf) of target (residual in this case) attribute is Gaussian that is defined by only mean and variance. Under the assumption, the statistical hypothesis of second-ordinary stationarity is simultaneously established. In sequential Gaussian algorithms, grid nodes at which values have not yet been assigned are selected at random, and one value is drawn a random on the local conditional probability distribution. The mean and variance in local conditional probability distribution is estimated using kriging estimation (e.g., ordinary kriging) of nearby data at previously simulated grid and conditional grid. The process is repeatedly performed until simulation values at all desired nodes are determined.

This analysis produced 100 realizations of residuals, \( Re(x) \), at a regular-grid of 1 m in the cross-sectional area using a free Fortran program SGSIM in GSLIB (Deutsch and Journel 1998). The theoretical variogram of \( Re(x) \) required in SGS was an anisotropic spherical model as:

\[
\gamma(h) = B + (C - B) \left[ \frac{3}{2} \frac{h}{a} - \frac{1}{2} \left( \frac{h}{a} \right)^3 \right]
\]

(5.7)

where \( B \) was the nugget effect, \( C \) is the partial sill, \( a \) is the range, and \( h \) is the separation distance. The lateral- and vertical- variograms of residuals \( Re(x) \) were produced from 67 in-situ measurements of \( K \) in the fan as shown in Table 5.2. In this study, the experimental and theoretical variograms of \( Re(x) \) were produced by using the software "Surfer" (Goldensoftware, Inc.). These parameters \( a, B, \) and \( C \) were also determined through the non-linear regression method in Surfer. The products of residuals were then translated to common logarithm of \( K \) as:

\[
\log K(x) = M(x) + Re(x)
\]

(5.8)

In this analysis, the trend \( M(x) \) was assumed to be function of depth \( z \), because the trend was approximately invariable in the small analysis domain:

\[
\log K(x) = M_t(z) + Re(x) \mathcal{D}
\]

(5.9)

where \( \mathcal{D} \) is the domain of the two-dimensional model, and \( M_t(z) \) is the specific trend at the observation well BW3–1. In-situ measurements of \( \log K \) at BW3–1 were used as the honored data...
in the conditional simulation; i.e., \( \log K (\text{m/s}) = -2.777 (Z= 3.5 \text{ m}), -2.955 (Z= 9.5 \text{ m}), -4.249 (Z= 19.5 \text{ m}), -2.668 (Z= 29.5 \text{ m}), -5.359 (Z= 31.5 \text{ m}), -3.754 (Z= 39.5 \text{ m}), -5.521 (Z= 49.5 \text{ m}), \) and \(-4.320 (Z= 59.5 \text{ m}), \) respectively.
### Table 5.2 In-situ measurements of hydraulic conductivity in study site

<table>
<thead>
<tr>
<th>Well ID</th>
<th>Coordinates (m)</th>
<th>Test screen depth (m)</th>
<th>Test result (m/s)</th>
<th>Well ID</th>
<th>Coordinates (m)</th>
<th>Test screen depth (m)</th>
<th>Test result (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>Y(E-W) X(N-S)</td>
<td>log K</td>
<td>log K'</td>
</tr>
<tr>
<td>2</td>
<td>-72.005 -107.831</td>
<td>8.0 - 19.0</td>
<td>-6.37 -5.73</td>
<td>2</td>
<td>-74.508 -106.755</td>
<td>9.5 - 15.0</td>
<td>45.6 - 47.2</td>
</tr>
<tr>
<td>3</td>
<td>-72.260 -106.265</td>
<td>4.0 - 10.0</td>
<td>-5.70 -5.37</td>
<td>3</td>
<td>-71.198 -106.297</td>
<td>14.5 - 20.0</td>
<td>54.7 - 55.2</td>
</tr>
<tr>
<td>4</td>
<td>-74.877 -105.517</td>
<td>9.5 - 15.0</td>
<td>-4.53 -3.70</td>
<td>4</td>
<td>-71.939 -103.728</td>
<td>11.5 - 17.0</td>
<td>75.5 - 76.2</td>
</tr>
<tr>
<td>5</td>
<td>-70.835 -104.202</td>
<td>4.5 - 13.5</td>
<td>-2.65 -2.65</td>
<td>5</td>
<td>-72.351 -102.686</td>
<td>10.0 - 18.0</td>
<td>78.3 - 78.8</td>
</tr>
<tr>
<td>6</td>
<td>-73.463 -104.514</td>
<td>14.0 - 19.5</td>
<td>-2.97 -2.97</td>
<td>6</td>
<td>-73.637 -103.895</td>
<td>27.0 - 32.5</td>
<td>74.6 - 75.2</td>
</tr>
<tr>
<td>7</td>
<td>-72.012 -104.216</td>
<td>9.0 - 10.0</td>
<td>-2.82 -2.82</td>
<td>7</td>
<td>-72.603 -105.300</td>
<td>4.0 - 5.0</td>
<td>16.5 - 17.0</td>
</tr>
<tr>
<td>8</td>
<td>-72.734 -106.278</td>
<td>3.0 - 4.0</td>
<td>-2.78 -3.00</td>
<td>8</td>
<td>-72.356 -109.182</td>
<td>5.0 - 6.0</td>
<td>16.0 - 17.0</td>
</tr>
<tr>
<td>9</td>
<td>-72.603 -105.300</td>
<td>4.0 - 5.0</td>
<td>-3.23 -3.78</td>
<td>9</td>
<td>-72.993 -106.820</td>
<td>5.0 - 6.0</td>
<td>8.5 - 9.0</td>
</tr>
<tr>
<td>10</td>
<td>-73.005 -107.418</td>
<td>3.0 - 4.0</td>
<td>-3.73 -3.87</td>
<td>10</td>
<td>-73.164 -108.782</td>
<td>9.0 - 10.0</td>
<td>15.6 - 17.0</td>
</tr>
<tr>
<td>15</td>
<td>-71.119 -109.288</td>
<td>17.0 - 17.5</td>
<td>-4.74 -3.91</td>
<td>15</td>
<td>-73.262 -108.990</td>
<td>15.0 - 15.5</td>
<td>21.5 - 22.5</td>
</tr>
<tr>
<td>16</td>
<td>-72.150 -106.565</td>
<td>15.9 - 16.4</td>
<td>-5.56 -4.83</td>
<td>16</td>
<td>-73.262 -108.990</td>
<td>17.5 - 18.0</td>
<td>26.0 - 26.5</td>
</tr>
<tr>
<td>17</td>
<td>-69.988 -103.193</td>
<td>13.0 - 14.0</td>
<td>-4.90 -4.65</td>
<td>17</td>
<td>-72.150 -106.565</td>
<td>22.0 - 29.8</td>
<td>34.4 - 35.0</td>
</tr>
<tr>
<td>18</td>
<td>-71.637 -103.895</td>
<td>27.0 - 32.5</td>
<td>-3.06 -3.06</td>
<td>18</td>
<td>-71.119 -109.288</td>
<td>22.5 - 29.8</td>
<td>53.4 - 61.4</td>
</tr>
<tr>
<td>19</td>
<td>-72.603 -105.300</td>
<td>5.0 - 6.0</td>
<td>-2.24 -2.24</td>
<td>19</td>
<td>-71.119 -109.288</td>
<td>30.0 - 32.0</td>
<td>35.7 - 59.2</td>
</tr>
<tr>
<td>20</td>
<td>-72.993 -106.820</td>
<td>5.0 - 6.0</td>
<td>-3.39 -3.21</td>
<td>20</td>
<td>-71.119 -109.288</td>
<td>34.0 - 40.0</td>
<td>64.0 - 64.5</td>
</tr>
<tr>
<td>21</td>
<td>-72.019 -109.202</td>
<td>5.0 - 6.0</td>
<td>-3.73 -3.87</td>
<td>21</td>
<td>-71.119 -109.288</td>
<td>34.0 - 40.0</td>
<td>73.6 - 80.8</td>
</tr>
<tr>
<td>22</td>
<td>-72.848 -109.086</td>
<td>12.0 - 15.0</td>
<td>-5.72 -5.08</td>
<td>22</td>
<td>-72.019 -109.202</td>
<td>15.9 - 16.4</td>
<td>86.3 - 87.0</td>
</tr>
<tr>
<td>23</td>
<td>-72.150 -106.565</td>
<td>15.9 - 16.4</td>
<td>-5.69 -4.83</td>
<td>23</td>
<td>-72.150 -106.565</td>
<td>17.5 - 18.0</td>
<td>93.3 - 98.0</td>
</tr>
<tr>
<td>24</td>
<td>-69.988 -103.193</td>
<td>13.0 - 14.0</td>
<td>-4.90 -4.65</td>
<td>24</td>
<td>-72.150 -106.565</td>
<td>22.0 - 29.8</td>
<td>34.4 - 35.0</td>
</tr>
<tr>
<td>25</td>
<td>-71.637 -103.895</td>
<td>27.0 - 32.5</td>
<td>-3.06 -3.06</td>
<td>25</td>
<td>-71.637 -103.895</td>
<td>30.0 - 32.0</td>
<td>35.7 - 59.2</td>
</tr>
<tr>
<td>26</td>
<td>-72.603 -105.300</td>
<td>5.0 - 6.0</td>
<td>-2.24 -2.24</td>
<td>26</td>
<td>-71.637 -103.895</td>
<td>34.0 - 40.0</td>
<td>64.0 - 64.5</td>
</tr>
<tr>
<td>27</td>
<td>-72.848 -109.086</td>
<td>12.0 - 15.0</td>
<td>-5.72 -5.08</td>
<td>27</td>
<td>-72.848 -109.086</td>
<td>15.9 - 16.4</td>
<td>86.3 - 87.0</td>
</tr>
</tbody>
</table>

**Note:** Test result (m/s) and log K are calculated from measured data at different depths.
5.2.4 High-resolution two-dimensional model of groundwater flow and Heat Transport coupling

A three-dimensional model is ideal for realizing actual groundwater flow and solute transport, however, its computational cost is often effortful, especially in stochastic simulation. This analysis applied a two-dimensional cross-sectional model. The simplified model provided no less accurate solutions than the three-dimensional model in the typical condition that main lateral direction of groundwater flow was only one direction. The GTE mound along the river showed that the horizontal flows of groundwater were mainly perpendicular to the channel (Chapter 2).

The two-dimensional finite-difference models are shown in Figure 5.4. A SEAWAT program was originally three-dimensional code, but this analysis utilized the program in the vertical cross-sectional model, of which width is 1 m in all cells. The two-dimensional model was thus the vertical cross sectional box, which was 190 m in length from the center of river and 64 m in height (between −35 m asl and 29 m asl). The upper boundary was constantly 29 m asl because the unsaturated zone was of insignificance in this study. The lower boundary was inclined westward as estimated by the geologic information (Figure 5.7).

Two models of different discretization were prepared for a comparison in this study; high-resolution model and block averaged model. The high-resolution model (Figure 5.4a) was mainly used in this study. The model consisted of grid cells of two different sizes: 1 m square in the lateral (x) and vertical (z) directions between the center of the river (x = 0 m) and the observation well BW03−1 (x = 64 m); 5 m in the lateral direction by 1 m in the vertical direction in the other area. The vertical sizes of cells in the bottom layer (below the elevation of −25 m) were variable adjacent to the inclination of the basement. The K values in the cells were input from the SGS realizations of 1 m regular grid, of which the hundredth place was rounded off. The K values in the cells in the lowermost layer were geometric averages over the individual values in each cell.

The purpose of the fine discretization around the river was to satisfy the criterion of the Peclet number for stable solution in the conduction-convection equation. Peclet number was generally formulated in the case of heat transport as:
\[ P_e = \frac{\rho_w c_w q L}{k_e} = \frac{q L}{D_e} \]  

(5.10)

where \( \rho_w \) is the density of fluid, \( c_w \) is the specific heat per unit volume of water, \( q \) is Darcy’s specific discharge, \( L \) is a characteristic length, and \( k_e \) is the effective (bulk) thermal conductivity. Darcy’s specific discharge is calculated by multiplying \( K \) by hydraulic gradient. \( D_e \) is the effective diffusivity. Considering one typical case; the hydraulic gradient was 0.1; \( K \) was \( 10^{-1} \) m/s (i.e., Darcy’s flux \( q=10^{-2} \) m²/s); the grid-spacing \( L \) was 1 m; the bulk thermal diffusivity \( D_e \) 0.0083 m²/hr, the Peclet number was 1.2, and the value was less than the criterion value from 2 (Gray and Pinder 1976) to 4 (Anderson and Woessner 1992; Zheng and Bennett, 1995). The Courant number was also utilized to determine the discretization in time, i.e., time step:

\[ C = \frac{v dT}{L} \]  

(5.11)

where \( C \) is the Courant number, \( v \) is the average linear velocity of groundwater, which is obtained by the Darcy’s velocity dividing by the effective porosity, for example 0.2 in sandy gravel. \( dT \) is the time step (1 hr in this study). If \( v \) is \( 10^{-2} \) or \( 10^{-3} \) m/s, the Courant number obtained is 0.24 or 0.024, which are less than the criterion value, 1 (Anderson and Woessner 1992).

The block-averaged model (Figure 5.4b) was used in only two study cases for a comparison with the high-resolution model. The grid size in the practical model was 5 m square throughout the domain. The \( K \) values in the cells were geometric averages of the same values of high-resolution model (i.e., SGS realizations) included in the cells.

A total calculation period for analysis was 264 days (i.e., 10 June 2010 to 28 February 2011). The initial analysis date was the start date of the well observation (9 June 2010), and the final analysis date was the end of last month when the temperature observation near the Horohira Bridge stopped (21 March 2011).
Figure 5.4 Two dimensional models of high resolution (a) and of block average (b) in this study. Random colors in the cells indicate magnitudes of $K$. 
5.2.5 Boundary condition and input parameters

Boundary conditions along the left and right sides of the cross-sectional model were given as the Dirichlet conditions. Under the condition, the hydraulic heads in the cells of the both sides were consistently fixed at the specified heads. The groundwater tables in the both sides were observed in BW3−4 and BW3−5. The vertical hydraulic gradient in the both sides were calculated by using the discrepancies of heads between the deep BW3−1 and the shallow BW3−2. No vertical fluxes into/from the external domain are assumed in the bottom of the model (no flux condition). River boundary condition is a typical condition in the program. The condition aims to simulate the influence of a surface water body on the groundwater flow. The MODFLOW River Package input file requires the following information for each grid cell containing a River boundary. The discharge from or to the river cells is calculated by Darcy’s law as:

\[
\begin{align*}
QRIV &= CRIV (HRIV - h) \quad h > RBOT \\
QRIV &= CRIV (HRIV - RBOT) \quad h \leq RBOT \\
CRIV &= K_r \frac{WL}{M}
\end{align*}
\]

where \(QRIV\) is the rate of leakage between the river and the aquifer: \(CRIV\) is the streambed conductance to account the length \(L\), and width \(W\) of the river channel in the cell, the thickness of the bedding materials \(M\), and their vertical hydraulic conductivity \(K_r\); \(h\) is the heads in the \(RBOT\) is the bottom of the streambed. A schematic River condition is shown in Figure 5.5. The river stages \(HRIV\) were not observed around the Horohira Bridge. This study observed the river stages at the Horohira Bridge on 2010, and found the good relation with the stages at the upper “Moiwa” gaging station \((R^2=0.95)\). Therefore, the river stages for analysis periods were estimated from the data at the upper station using the relation. The temperature of the river cells was those observed at the Horohira-Bridge. As usual, it was difficult to determine vertical conductivity \(K_r\) in the bedding materials due to its heterogeneity and widely variation in orders of magnitude (Fleckenstein et al. 2006; Doppler et al. 2007; Genereux et al. 2008; Frei et al. 2009). For its uncertainty, \(K_r\) was fixed at 100 m/d \((1\times10^{-3} \text{ m/s})\) in most study cases, and at \(1\times10^{-5} \text{ m/s}\) except for Case 3. The River cells were the upper cells between \(x=−10\) m to 10 m (total width 20 m) in most cases, and the cells between \(x=−20\) to 20 m (40 m). The bottom of bedding material \(RBOT\) was consistent at 28.5 m asl in all study cases.
Diffuse recharge flux were not given in other upper cells. The total precipitation during the analysis period was 1,152 mm, and the total volume of water in the analysis domain was 218 m$^3$. On the other hand, the seepage loss in the distinct losing section (1.5 km) was determined at about 1m$^3$/s along the (Chapter 2), and so the loss in the model (unit length) during the period was estimated at $1.5 \times 10^{-4}$ m$^3$. The seepage loss was over 70-folds of the precipitation, such that the water volume of precipitation was enough small to be neglected in the focused recharge zone.

A list of input parameters used is summarized in Table 5.3. The storage coefficient was the results from the previous pumping results ($S=0.05$), and the total porosity was determined by the laboratory tests of the undisturbed samples. The thermal properties (specific heat and thermal conductivity) were the bulk values of andesitic gravel deposits in the literature (ICE 1976; Jumikis 1977; Jessop 1990; Langevin et al. 2008). The bulk thermal diffusivity $D_m$ was generally anisotropic, and but the detail was not unknown. In this dissertation, the vertical diffusivity $D_m$ was one hundredth of the horizontal value.
Table 5.3 Input model and parameter values in the model

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Value</th>
<th>Units</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of columns (NCOL)</td>
<td>190</td>
<td>-</td>
<td>12 only in case 8</td>
</tr>
<tr>
<td>Number of rows (NROW)</td>
<td>1</td>
<td>-</td>
<td>Assigned</td>
</tr>
<tr>
<td>Number of layers (NLAY)</td>
<td>64</td>
<td>-</td>
<td>12 only in case 8</td>
</tr>
<tr>
<td>$\Delta x$ (DELR)</td>
<td>1 or 5</td>
<td>m</td>
<td>$\Delta x= 1$ m only in $x= 0$ to 64, except for case 8</td>
</tr>
<tr>
<td>$\Delta y$ (DELC)</td>
<td>1</td>
<td>m</td>
<td>Assigned</td>
</tr>
<tr>
<td>$\Delta z$ (DZ)</td>
<td>1</td>
<td>m</td>
<td>Assigned, $\Delta z$ in the bottom layer is variable at $x$ location</td>
</tr>
<tr>
<td>Horizontal hydraulic conductivity ($K_{h0}$)</td>
<td>-</td>
<td>m/d</td>
<td>variable</td>
</tr>
<tr>
<td>Anisotropy ratio ($\alpha$)</td>
<td>1 or 0.1 or 0.01</td>
<td>m/d</td>
<td>the ratio of vertical hydraulic conductivity to horizontal value, $\alpha=1$ in case 1a and 2a, $\alpha=0.01$ in case 1c and 2c, $\alpha=0.1$ in case 1b</td>
</tr>
<tr>
<td>Specific storage ($S_s$)</td>
<td>1.00×10^6</td>
<td>m</td>
<td>Assigned</td>
</tr>
<tr>
<td>Porosity ($\theta$)</td>
<td>0.20</td>
<td>m</td>
<td>Assigned</td>
</tr>
<tr>
<td>Longitudinal dispersivity ($\alpha_l$)</td>
<td>10</td>
<td>m</td>
<td>Assigned</td>
</tr>
<tr>
<td>Transverse dispersivity ($\alpha_t$)</td>
<td>0.1 or 10</td>
<td>m</td>
<td>$\alpha_t= 10$ m only in case 5</td>
</tr>
<tr>
<td>Heat capacity of the solid ($C_{p_s}$)</td>
<td>835</td>
<td>J/(kg °C)</td>
<td>Approximate value for calcite</td>
</tr>
<tr>
<td>Density of the solid ($\rho_s$)</td>
<td>2,600</td>
<td>kg/m^3</td>
<td>Approximate value for calcite</td>
</tr>
<tr>
<td>Bulk density ($\rho_b$)</td>
<td>2,080</td>
<td>kg/m^3</td>
<td>Calculated from $\theta$ and $\rho_s$, $\rho_b= \rho_s(1- \theta)$</td>
</tr>
<tr>
<td>Thermal conductivity of solid ($k_{T_s}$)</td>
<td>2.30</td>
<td>W/(m °C)</td>
<td>Approximate value for Gravel and Sand</td>
</tr>
<tr>
<td>Bulk thermal conductivity ($k_{Tb}$)</td>
<td>1.96</td>
<td>W/(m °C)</td>
<td>Volumetric weighted average (20% water, 80% calcite)</td>
</tr>
<tr>
<td>Bulk thermal diffusivity ($D_{m_{temp}}$)</td>
<td>0.202</td>
<td>m^2/d</td>
<td>Calculated</td>
</tr>
<tr>
<td>Heat capacity of the fluid ($C_{p_f}$)</td>
<td>4,186</td>
<td>J/(kg °C)</td>
<td>Approximate value for water</td>
</tr>
<tr>
<td>Thermal conductivity of water ($k_{T_b}$)</td>
<td>0.58</td>
<td>W/(m °C)</td>
<td>Approximate value for water</td>
</tr>
<tr>
<td>Distribution coefficient for temperature ($K_{d_{temp}}$)</td>
<td>2.00×10^-4</td>
<td>m^3/kg</td>
<td>Calculated</td>
</tr>
<tr>
<td>Reference density ($\rho_0$)</td>
<td>1,000</td>
<td>kg/m^3</td>
<td>Assigned</td>
</tr>
<tr>
<td>$\delta \rho/\delta C$</td>
<td>0.7</td>
<td>-</td>
<td>Approximate change in density over change in salinity</td>
</tr>
<tr>
<td>Reference concentration for density ($C_{p_0}$)</td>
<td>0</td>
<td>kg/m^3</td>
<td>Assigned</td>
</tr>
<tr>
<td>$\delta \rho/\delta T$</td>
<td>-0.375</td>
<td>kg/(m^3 °C)</td>
<td>Approximate change in density over change in temperature</td>
</tr>
<tr>
<td>Reference temperature ($T_0$)</td>
<td>25</td>
<td>°C</td>
<td>Assigned</td>
</tr>
<tr>
<td>Reference viscosity</td>
<td>0.001</td>
<td>kg/(m s)</td>
<td>Assigned</td>
</tr>
<tr>
<td>$\delta \rho/\delta C$</td>
<td>1.92×10^-6</td>
<td>m^3/d</td>
<td>Approximate change in viscosity over change in salinity</td>
</tr>
<tr>
<td>Reference concentration for viscosity ($C_{\mu_0}$)</td>
<td>0</td>
<td>kg/m^3</td>
<td>Assigned</td>
</tr>
</tbody>
</table>

5.2.6 Study case

13 study cases were prepared for this analysis to assess the importance of modeling trending heterogeneity and of determining other uncertain parameters (Table 5.4).

Case 1 was the standard case of trending heterogeneity, of which realizations of $K$ were generated in the geostatistical methods as described in Chapter 5.2.3. Case 1 consisted of three sub-cases: Case 1; vertical $K$ ($K_v$) is equal to horizontal $K$ ($K_h$) in all cells (isotropic condition); Case 1b; $K_v$ is one tenth of $K_h$ (anisotropic condition); Case 1c; $K_v$ is one hundredth of $K_h$ (large anisotropic condition); the anisotropy ratio was 1 (Case 1a), 0.1 (Case 1b), or 0.01 (Case 1c).
Case 2 of stationary heterogeneity was prepared for a comparison with Case 1. The realizations of $K$ in Case 2 were produced using the same residuals $Re(x)$ with Case 1, but the trend component $M(x)$ was different as:

$$
\bar{M} = \frac{1}{Z_{\text{bottom}}} \int_{z_0}^{Z_{\text{bottom}}} M(z)dz = \frac{1}{Z_{\text{bottom}}} \left[ \int_{z_0}^{Z_{\text{bottom}}} (Az / \ln(10))dz + \int_{z_0}^{Z_{\text{bottom}}} (Az_0 / \ln(10))dz \right] 
$$

(5.13)

$$
\log K(x) = \bar{M} + Re(x) x \Delta D 
$$

(5.14)

Considering $Z_{\text{bottom}} = 64m$, $A = -0.11(m^{-1})$, and $z_0 = 30m$, the average trend $\bar{M}$ was $-1.10$ m/s. The three sub-cases (Case2a, b, and c) were also prepared as well as Case 1.

Case 3–7 was performed to assess sensitivities of other uncertain factors as: vertical hydraulic conductivity in the riverbed material, river width of seepage boundary, anisotropy of thermal diffusivity, spatial variability of the residual component, and temperature-dependence of fluids. The vertical hydraulic conductivity of the riverbed material, $K_r$, in Case 3 was one-hundredth of the standard value in Case 1. The river width in Case 4 was twice of the standard value in Case 1. The bulk thermal diffusivity in Case 5 was isotropic. The lateral- and vertical- variogram ranges of the residual in case 6 were one tenth of the standard values in Case 1. The density and viscosity of fluid in Case 7 were independent of temperature. Case 8 also utilized block averaged model of 5 m square cells as shown in Figure 5.4b. Optimal realizations of $K$ in each study case were extracted among the 100 realizations through a comparison with calculation and measurements results of groundwater temperature. Average root mean square error, $\overline{\text{RMSE}}$, and average root means square normalized error, $\overline{\text{RMSN}}$, were used for error judgment. The individual $\text{RMSE}_j$ and $\text{RMSN}_j$ in the observation points (index $j$) were calculated using calculated and observed temperatures, $T^*(t_i)$ and $T(t_i)$ as:

$$
\overline{\text{RMSE}} = \frac{1}{6} \sum_{j=1}^{6} \text{RMSE}_j 
$$

(5.15)

$$
\overline{\text{RMSN}} = \frac{1}{6} \sum_{j=1}^{6} \text{RMSN}_j 
$$

(5.16)

$$
\text{RMSE}_j = \left[ \frac{1}{n} \sum_{i=1}^{n} (T_j(t_i) - T^*_j(t_i))^2 \right]^{1/2} 
$$

(5.17)
\[
RMSN_j = \frac{RMSE}{(\max T_j - \min T_j)}
\]  

(5.18)

\(n\) is the number of daily mean data (264 in this case), and \(j\) is the index of observation wells; BW3–1 at a depth of 15 m (\(j=1\)); BW3–1 at a depth of 30 m (\(j=2\)); BW3–1 at a depth of 60 m (\(j=3\)); BW3–2 (\(j=4\)); BW3–4 (\(j=5\)); BW3–5 (\(j=6\)). The max \(T_j\) and min \(T_j\) are the maximum and minimum of \(T_j\), respectively. The “good” realizations of \(K\) in each study case were extracted when \(\overline{RMSE}\) and \(\overline{RMSN}\) were less than 2 and 1, respectively.
Table 5.4 Description of the simulation cases

<table>
<thead>
<tr>
<th></th>
<th>Case1</th>
<th>Case2</th>
<th>Case3</th>
<th>Case4</th>
<th>Case5</th>
<th>Case6</th>
<th>Case7</th>
<th>Case8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trending heterogeneity&lt;sup&gt;a&lt;/sup&gt;</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Anisotropy&lt;sup&gt;b&lt;/sup&gt;</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>x</td>
</tr>
<tr>
<td>$K_r$ in riverbed&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>River width&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal diffusivity&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variogram&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temp. dependence&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Block averaged&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
</tbody>
</table>

<sup>a</sup> × trending heterogeneity,  
<sup>b</sup> × anisotropy ratio is 0.1 and ×× anisotropy ratio is 0.01,  
<sup>c</sup> × vertical hydraulic conductivity of bedding material is one tenth of standard value (10<sup>-5</sup> m/s at 25°C),  
<sup>d</sup> × river width is twice of standard value (20 m),  
<sup>e</sup> × thermal diffusivity is isotropic,  
<sup>f</sup> × lateral- and vertical- variogram range of residuals are one tenth of standard value,  
<sup>g</sup> × density and viscosity of fluid are independent of temperature,  
<sup>h</sup> × blocked averaged model of 5 m square cells is used instead of high-resolution model.
5.3 Results and discussion

5.3.1 Observation results

(1) Water-level and temperature variations

Figure 5.6 shows hourly variations of water-level and temperature in the river and the observation wells located along the off-stream transect. The groundwater tables in the shallow wells (BW3−2, BW3−4 and BW3−5) were consistently lower than the river stages, and the discrepancies between groundwater table and river stage were large as the distance from the river increased. The inclination of groundwater table, in other words, horizontal hydraulic gradients, was about 0.01. The groundwater table varied with the river stage, but the peaks were larger and the variations in groundwater table were smoother.

Groundwater levels measured in the deep well (BW3−1) were consistently about 21 m asl, about 7 m lower than the groundwater table. The discrepancy indicated the downward flux of groundwater due to seepage loss. The vertical hydraulic gradient was about 0.1, that was about 10-folds of the horizontal gradient in the water table. The water levels in the deep well also showed diurnal and seasonal fluctuations. The diurnal fluctuations were probably attributable to pumping rates in adjacent unknown wells. The seasonal fluctuation showed that the groundwater level in the deep part was lower on summer and winter. This was probably because the pumping rates increased for cooling in the city on summer and diffuse recharge were reduced due to snow covering. The seasonal trends were also seen in other observation wells (Fukami 2010).

The temperature of river water varied diurnally and seasonally, reaching a low of 0.5 °C and a high of 20.5 °C. The groundwater temperature was dependent on the location and depth of the observation points. The variation of temperature in BW3−5 was almost close to that in the river, indicating preferential flows from the river. The variations in BW3−2 and BW3−4 were much smoother, and the highest peak delayed in the late autumn or early winter. The decay indicated the conduction and convection process of heat mainly in the horizontal direction. On the other hand, the variations in BW3−1 at different depths showed that the groundwater temperatures became stable as the observation depth was close to the isothermal layer of around 10 °C in the city (Uchida et al. 2001).
Figure 5.6 Hourly water-level and temperature variations in the river and observation wells during the analysis periods; 10 June 2010 – 28 February 2011 (264 days)
Figure 5.7 Contour maps of water level and temperature in the vertical cross section
(2) Vertical profiles of water temperature

The vertical profiles of groundwater temperature observed in the deep well BW3−1 are shown in Figure 5.8. The seasonal envelope between 6 °C and 12 °C was recognized in the shallow zone above the depth of about 40 m, indicating the vertical heat transport system in the focused recharge zone. The groundwater temperatures in the profiles were converged to about 9.5 °C at the depth of 40m, and linearly increased with depth. The linear slope was correspondent to the geothermal gradient in the zone. Typically the groundwater temperature in the shallower zone (less than 30m) was highest on winter, not on summer. The delay was probably due to the resulting process of conduction and convection of heat under the trending heterogeneity in the gravel deposits.

![Figure 5.8 Seasonal temperature profiles in the deep well (BW3−1)](image-url)
5.3.2 Horizontal trend analysis

Figure 5.9 shows relations between hydraulic conductivity at the ground surface, \( \log K_0 \), and coordinates in JGD2000, X (NS direction) or Y (EW direction) coordinates. There was no obvious auto-correlation in the EW direction as shown in Figure 5.9a. The coefficient \( b \) in Eq. (5.3) was approximately zero to be neglected throughout the fan. This also indicated the validity of simplification in this analysis; the lateral trend in the two-dimensional model was assumed to be constant because the vertical cross-sectional model was almost parallel to the Y (EW) direction.

Figure 5.9b showed a certain correlation between the hydraulic conductivity and the coordinate. The coordinate was correspondent to the downward direction of the terrain, but the correlation was not uniform, and the highest values of \( K \) were obtained at the middle of the fan. Figure 5.9b probably indicated the humped trends of \( K \) as in other fans. The term "humped trend" means that the maximum \( K \) appears not in the fan-apex, but in the middle fan due to the sorting effect in depositional process. The typical hydrogeologic structure was frequently seen in alluvial fans around the world (Neton et al. 1994). The coefficient \( a \) and \( c \) of trend component \( M_h(x) \) in Eq. (5.3) were determined by the linear regression analysis; \( a = 0.00303 \) (1/s) and \( c = 29.2 \) (m/s) at \( X < -106,000 \) m or \( a = -0.00583 \) 1/s and \( c = -64.7 \) m/s at \( X > -106,000 \) m. In this analysis, the lateral trend in the two-dimensional model, \( M_l(z) \), was constant at \(-3.07\), that was at BW3-1 (\( X = -106,278 \) m). The expectation of \( K \) at the ground surface was stationary at \( 10^{-3.07} \) m/s in the two-dimensional model, indicating extremely high permeability in the fan-deposits near the surface.
Figure 5.9 Relation between hydraulic conductivity at the ground surface, $\log K_0$, and coordinates in JGD2000; a) Y (EW) and b) X (NS) coordinates
5.3.3 Variogram analysis

The experimental and theoretical variograms of residual are shown in Figure 5.10. The model parameters in the lateral model (a) were \( a = 1000 \) m, \( B = 1.15 \) m/s, and \( C = 0.5 \) m/s, while the parameters in the vertical model (b) were \( a = 20 \) m, \( B = 0.92 \) m/s, and \( C = 0.5 \) m/s. The range \( a \) in the horizontal direction was 50-folds of that in the vertical direction. The large anisotropy was found in alluvial coarse deposits such as braided river system as shown in Deutsch (2007).

![Variograms of spatial residuals of hydraulic conductivity](image)

Figure 5.10 Variograms of spatial residuals of hydraulic conductivity a) in the horizontal direction and b) in the vertical direction
5.3.4 Stochastic simulation of groundwater-flow and heat-transport

The calculated values of water level and temperature in the 100 realizations of logK in 13 study cases are given in Appendix II. The optimal results are indicated in color when the results satisfy the criterions of both $\text{RMSE}$ and $\text{RMSN}$. Appendix III shows examples of optimal realizations in each study case at the last period ($t=264$ day). All the results in Appendix III commonly showed that infiltrated water from the river cell widely moved toward the both sides of boundary. The directions of groundwater flows were variable, depending on the large heterogeneity, while the magnitudes were accumulated in the shallow zone because of the trending heterogeneity. As a result, the groundwater temperature contour includes sharp fronts reflected to the preferential flows, especially in the fine-spacing area, i.e., $x=−63$ to $0$ m in distance. The block averaged models in Case8 indicates more smooth and uniform contours in hydraulic head and groundwater temperature.

1) Comparison between trending heterogeneity, stationary heterogeneity and block averaged heterogeneity

Figure 5.11 shows simulation results of two realizations of logK (no.11 and no.33) in Case1 (trending heterogeneity), Case2 (stationary heterogeneity), and Case8 (block averaged heterogeneity). Here, no.11a (upper-left) and no.33b (lower-right) were the optimum realizations in Case1a (isotropy) and Case2 (anisotropy), respectively. The high-resolution images in Case1 and Case2 indicated large heterogeneity, reaching low values (logK$<−9$) near the bottom and high values (logK$>−1$) near the ground surface. The horizontal zones of low values between 15 m and 20 m in depth were less than the honored data of low logK (logK$=−4.249$ m/s at a depth of 19.5 m and a distance of 62 m). The optimal realization was just one case in the stochastic simulation that required various assumptions and limitations, however, the realizations could provide the optimum calculations of groundwater temperature, probably due to preferential flow zone above the low-permeable thin layers.

The realizations in the upper and the middle images were well-agreed below a depth of 30m, which was the maximum depth of trending heterogeneity, i.e., $z_0$. In the shallower depth, on the other hand, the middle realizations had a little narrower range of logK. This is because of no trending stationary in Case2. The low value of logK in the shallow zone probably prevented to
obtain the optimum calculation of groundwater temperature.

The lower block averaged images indicated the same spatial trend of $\log K$ with the upper and middle high-resolution images, but the averaging process translated the high-resolution image to the narrower and the smoother images. The block averaged images looked almost stationary in the domain.
Figure 5.11 Examples of two-dimensional stochastic realizations of $\log_{10} K$: the upper images (a) indicate trending heterogeneity in Case1; the middles (b) indicate stationary heterogeneity in Case2, and the lowers (c) indicate block averaged heterogeneity in Case8. The left and right images are the optimal realizations, no.11 in Case1a and no.33 in Case1b, respectively, where no. denotes individual number among 100 realizations.
(2) Comparison with total number of optimal realizations of $K$

Table 5.5 summarizes total numbers of optimum realizations in each study case. The middle lines in Table 5.5 indicate the individual numbers of optimum realizations, and the lowest line indicates the total counts. The results of trending heterogeneity in Case 1 obtained a few optimal realizations among the 100 realizations. The total numbers were different among the cases and the sub-cases. It is noted that the stationary heterogeneous realizations involved no optimal realizations, whether there is isotropy or anisotropy (Case 2a, 2b, and 2c). The failure in stationary heterogeneity, although only 100 realizations in this study, indicated that modeling of trending heterogeneity was indispensable for a quantitative description of the groundwater flow system in the focused recharge zone.

Compared with whether there is trending or stationary heterogeneity, other uncertain factors in Case 3–7 (river conditions, thermal diffusivity, the range of variograms of residuals, and temperature-dependent effects) less significantly affect the optimal solutions. On the other hand, the number of optimal realizations is larger than that of a high-resolution model, indicating the applicability of block averaging to a larger basin model.

Table 5.5 Individual (middle lines) and total numbers (bottom line) of optimum realizations in each study case (upper line)

<table>
<thead>
<tr>
<th>1a</th>
<th>1b</th>
<th>1c</th>
<th>2a</th>
<th>2b</th>
<th>2c</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8a</th>
<th>8b</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>4</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>63</td>
<td>4</td>
<td>-</td>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>47</td>
<td>7</td>
<td>63</td>
<td>8</td>
<td>7</td>
<td>70</td>
<td>8</td>
<td>78</td>
<td>9</td>
<td>92</td>
<td>17</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>30</td>
<td>33</td>
<td>42</td>
<td>44</td>
<td>63</td>
<td>65</td>
<td>78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>14</td>
</tr>
</tbody>
</table>
(3) Comparison with isotropy, anisotropy, and large anisotropy conditions

Figure 5.12 shows plots of calculation versus measurement in hydraulic head, river leakage, and groundwater temperature obtained by using the optimal realizations; no.16 in Case1a (isotropy condition), no.4 in Case1b (anisotropy condition), and no.13 in Case1c (large anisotropy condition). The agreements in hydraulic head, river leakage, and groundwater temperature are discussed as followings:

1) Hydraulic head

The well-agreements between calculations and measurements in the deep well (BW3−1) and the shallow well (BW3−2) were seen in the cases of trending heterogeneity, Case1a and Case1c (RMSE< 1m). The results in the case of Case1b are inferior to the agreement, and the RMSE values were about 2 m.

2) River leakage

Assuming that the river leakage was uniform in space and constant during the analysis period, the leakage value in unit length (model width) was estimated at 57.6 m³/d. The calculation in Case1a was highest and closest to the estimate. The calculation in Case1b and Case1c were about one-tenth of the estimate, and so these values might be too small. However, the uniform and constant leakage was based on the excessive assumption, and the validity of calculated leakage was determined in this study.

3) Groundwater temperature

The calculations in three different depths at BW3−1 were as much stable as the observations in all of the cases. Also in BW3−5, the calculations were sufficiently equal to the measurements, although the daily fluctuations measured were smooth in the calculations. In BW3−2, the calculations in Case1a and Case1b were matched with the measurements, but the calculation in Case1c was largely different from the measurement. Especially in BW3−4, only the calculation in Case1a obtained the sufficient agreement with the measurement (RMSE= 0.3 °C).

4) Summary

Compared with the optimal realizations in the isotropy, anisotropy, and large anisotropy conditions, the isotropic realization in Case1a was most reasonable in terms with agreement with measurements of both hydraulic head and groundwater temperature. The river leakage in the
isotropic condition was several-folds smaller than the estimate in Case1a. However, the discrepancy was of less importance because the seepage loss was determined only through the distinct losing section, and the detailed value in the local area was not unknown in this study. Figure 5.11 shows the low-permeability layer was interbedded between 15 and 20 m in depth the high-permeable gravel deposits. Information about the interbedding fine layer, instead of anisotropy in cells, was probably required for obtaining plausible realizations. The example results calculated in the isotropic condition were shown in Appendix II. The groundwater head contours were densely distributed in the thin layer, and the sharp fronts of water temperature accumulated in the shallow zone above about 15 m in depth. On the other hand, both of anisotropic cases also indicated insufficient agreements with the measurements, especially of the water temperature in the shallow wells. Consequently, information about both of trending heterogeneity and hydrogeological structure is required to obtain the plausible descriptions of complex groundwater flow and heat transport system.
Figure 5.12 Calculations vs measurements in hydraulic head, river leakage, and groundwater temperature, in the optimum realizations no. 16 in Case1a, no. 4 in Case1b, and no. 13 in Case1c.
(4) Comparison with high-resolution and block averaged model

Figure 5.13 shows plots of calculation obtained by using the same realizations of $K$ in the high-resolution model and the block averaged model. The isotropy results in Case1a and Case8a are compared using the optimal realization of $K$, no.11. The anisotropy results in Case1b and Case8b are compared using the optimal realization of $K$, no.4.

The groundwater level and temperature in most observation wells were largely different between the high resolution model and the block average model. The block averaged model led to less reasonable results than the high-resolution model. In particular, the groundwater temperature in BW3–4, which were most far from the river channel, was almost stable in the block averaged model. This was because the results were optimal in the high resolution model, but in the block averaged model. The geometric average and isotropy assumption in the block averaged model lost most of information about heterogeneity realized in the high resolution model. The upscaling procedure in this study might be excessively simplified in the focused recharge zone, and ideal procedure of upscaling should be conducted using a tensor of $K$, that is different in each cell (Zhang et al. 2006). If this can be done, more plausible realization can be expected. On the other hand, Table 5.5 shows that the numbers of optimal realizations were larger than those obtained in the high-resolution model. The superiority of the block-averaged model indicated that conventional geometric averaging was similarly effective in practice use.
Figure 5.13 Calculations vs measurements between original and block averaged models using the same realizations of hydraulic conductivity; no.16 in Case1a and no.4 in Case1b
5.4 Conclusions and Future Work

This chapter performed stochastic simulation through an incorporation of the exponential model of K and the geostatistical method to assess the requirements for modeling trending heterogeneity in order to describe the complexity of groundwater flows and solute transport in the focused recharge zone. To obtain more rigorous solutions, the computer program "SEAWAT" was used, in which fluid properties (density and viscosity) were dependent on groundwater temperature. For the data preparation, the water levels and the temperatures were measured with piezometers along the off-stream transect in the middle of the distinct losing section. The downward vertical flows of groundwater and the conduction-convection transport of heat were typically observed in the focused recharge zone.

The horizontal trend in hydraulic conductivity was analyzed by using previously conducted in situ measurements, and variogram analysis of residuals was also performed. The trend analysis of logK revealed the humped trend in the longitudinal (NS) direction as other alluvial fans indicated, while no trend in the orthogonal (EW) direction was obtained. The spatial variability in residual components of logK indicated the large difference of ranges in the variogram models between in the horizontal direction and in the vertical direction. This study only used the exponent model to realize trending heterogeneity in the two-dimensional model in the assumption that the lateral trend was constant.

Sequential Gaussian simulation then produced 100 realizations of hydraulic conductivity by using the vertical trend and the variograms of residuals. This study adopted 13 study cases, respectively, of different conditions such as trending or stationary heterogeneity, isotropy or anisotropy of hydraulic conductivity, river conditions (hydraulic conductivity and width), range of the variogram, anisotropy of thermal dispersivity, temperature dependence or independence of fluid properties, and model discretization. The optimum realizations were extracted from the 100 realizations in each study case using the criterion of RMSE and RMSN values.

The high-resolution model effectively realized various complex distributions of groundwater flow vectors and temperature contours. The calculated heads and temperatures based on the plausible realization satisfactorily corresponded to the measurements in the observation wells at
different locations and depths. Several optimal realizations of $K$ were obtained in the nonstationary condition, but no optimal realization was obtained in the stationary condition, even though the same 100 realizations of residuals were used in both conditions. This tendency was the same whether the model included isotropy, anisotropy, or large anisotropy. These simulation results indicate that modeling of trending heterogeneity was indispensable to obtain plausible descriptions of groundwater flows and solute transport in the focused recharge zone. In particular, in a comparison between isotropic, anisotropic, and highly anisotropic conditions under an assumption of nonstationary, the most plausible realizations of $K$ were obtained in the isotropic condition. Compared with other case studies of different conditions in the high-resolution model, the numbers of optimal realizations obtained were nearly the same as in cases under the nonstationary condition. This indicated that, compared with other factors, heterogeneity, that is whether there was trending heterogeneity or stationary heterogeneity, was more significant for modeling the groundwater flow system in the focused recharge zone.

The calculation of hydraulic head, river leakage, and groundwater temperature was compared in the optimal realizations of isotropy, anisotropy, and large anisotropy cases. Only the isotropy condition yielded the reasonable calculations of hydraulic head and groundwater temperature, and other anisotropic conditions resulted in the unacceptable discrepancy of temperature in the far- and shallow-well. The most plausible realization in isotropy condition suggested the low-permeable thin layer might be interbedded in the depth of 15−20m. The detailed information about hydro-facies is also important as well as trending heterogeneity in the gravel deposits.

The block-averaged models consequently provided smoother and more uniform descriptions of the groundwater flow and heat-transport system, indicating no preferential flows. However, the numbers of optimal realizations obtained were larger than those obtained in the high-resolution model. The superiority of the block-averaged model indicated that conventional geometric averaging was similarly effective for upscaling the model of the heterogeneous alluvial gravel deposits. Upscaling such as block averaging was needed to construct more regional model in the limitation of computational power. The upscaling process has commonly faced the groundwater studies, and the last chapter discussed the future direction to address the problem. The anisotropic condition in the block cells was a typical important factor, but the anisotropy ratio was constant.
in this analysis. In fact, the ratio was different from cell to cell as a result of heterogeneity. In other words, the upscaling procedure must be understood as a tensor. If this can be done, more plausible realization can be expected, and this will be pursued in future work.

This chapter applied two-dimensional vertical cross sectional model in the assumption that the major horizontal components of groundwater flow vector were perpendicular to the river channel. In more rigorous term, orthogonal flows from the upstream to the downstream affects on the groundwater flow and transport system. Alternative three-dimensional groundwater flow model is needed to discuss the importance of trending heterogeneity in more detail.
6 Conclusions and future research directions

6.1 Conclusions

Water is indispensable to living and its value is increasing, especially in arid and semi-arid regions. Among various geologic settings, alluvial coarse deposits form abundant reservoirs of groundwater around the world. However, the capacity is exhaustible because of area limitations. Furthermore, such reservoirs are susceptible to contamination and dewatering due to their high permeability. Alluvial coarse deposits consist of poorly sorted gravel deposits, and are bounded by steep land slope surfaces. Hence, the geologic heterogeneity is typically large and trending. Geostatistical approaches have been widely used as a powerful method for addressing uncertainty in the heterogeneity of various geologic settings. However, trending heterogeneity cannot be addressed by conventional geostatistical methods, which require an assumption of stationarity. Consequently, geostatistical reservoir modeling of alluvial coarse deposits has proved especially difficulty. A standard approach to nonstationary problems is to separate the attribute into a global trend component and a residual component, but the global trend has rarely been determined because of insufficient measurements of the attribute, especially in the deep parts of the reservoir.

The study area covered in this dissertation was a focused recharge zone beneath and around a losing river. In the focused recharge zone, water that infiltrated from the losing river had primarily vertical flow components, and the flow vectors varied in space and time, depending on the trending heterogeneity. If the zone has trending heterogeneity, for example, a coarsening-upward trend, the groundwater flows will accumulate in the shallower zone, and then groundwater temperature will be indicated by typical contours reflected directly from the trending heterogeneity. The representative zone was just a portion of the regional system of groundwater flows, but detailed research in the zone enabled the importance of trending heterogeneity in the groundwater flow system to be assessed by restricting various uncertain factors in groundwater models to only trending heterogeneity of the deposits.

Targeting the Toyohira River alluvial fan (Sapporo, Hokkaido, Japan), this dissertation presented well data analysis, flow measurements, permeability modeling, and stochastic simulations. First, vertical hydraulic gradient was mapped based on groundwater table elevation throughout the fan. Uncertainty of water-level data in individual wells and boreholes was addressed in this study by the
following means: data filtering based on long-term water-level variations, kriging interpolation assuming nonstationary conditions, and cross-validation.

A synoptic survey of the river flow was also performed to determine the magnitude and distribution of seepage loss from the Toyohira River. Synoptic surveys must usually contend with uncertainty in discharge measurements, especially in gravel-bed rivers with unsteady turbulent flow and rough boundaries. In this work, the uncertainty was reduced as much as possible by combining a handheld acoustic flow velocimeter and detailed arrangements of verticals for measurements of flow and depth. As a result of the improvements, the relative uncertainty of discharge measurements was only 2–4%.

This dissertation also has established the permeability model of the alluvial fan gravel deposits through the use of relatively undisturbed cores collected from the fan. The packing of fine sediments between gravel grains was qualitatively indicated by a newly defined index, the matrix packing level. The permeability model admitted a well-defined relation between slug test results and core properties at a given depth. Then, the profiles of core properties at three locations that differed in topography—the apex (BW5), the mid-fan (BW3), and the distal part (BW7)—were translated into profiles of hydraulic conductivity. The moving average method was also performed to reduce the uncertainty in the estimated values. Consequently, a common depth dependence of the permeability in the apex and the mid-fan was formulated as an exponential model of hydraulic conductivity.

Finally, stochastic simulation was performed to assess the requirements for modeling trending heterogeneity in order to describe the complexity of groundwater flows and solute transport in the focused recharge zone. To obtain more rigorous solutions, the computer program “SEAWAT” was used, in which fluid properties (density and viscosity) were dependent on groundwater temperature. For the data preparation, the water levels and the temperatures were measured with piezometers along the off-stream transect in the middle of the distinct losing section. Next, the horizontal trend in hydraulic conductivity was analyzed by using previously conducted in situ measurements, and variogram analysis of residuals was also performed. Sequential Gaussian simulation then produced 100 realizations of hydraulic conductivity by using the vertical trend and the variograms of residuals. This study adopted 13 study cases, respectively, of different conditions such as trending or stationary heterogeneity, isotropy or anisotropy of hydraulic conductivity, river conditions (hydraulic
conductivity and width), range of the variogram, anisotropy of thermal dispersivity, temperature
dependence or independence of fluid properties, and model discretization.

In summary, this thesis has revealed the hydrologic and hydrogeologic characteristics of the
groundwater flow system of the Toyohira River alluvial fan, particular around the focused recharge
zone. The finds are summarized as follows.

1) The resulting vertical hydraulic gradient and groundwater table elevation maps indicated the
hydrology of the fan featured downward groundwater flows, probably due to the effects of
urbanization. The negative peak of vertical hydraulic gradient along the losing river in the mid-fan
was associated with both the focused recharge and the dewatering by the subway lines crossing
below the zone.

2) The distinct losing section was found to be located in the section KP 15.5–17.0 (about 1.5 km
long), and the rate of water exchange was estimated at about 1 m$^3$/s, which corresponded to about
80% of the total pumping of groundwater throughout Sapporo City. This means that the focused
recharge plays an important role in maintaining the groundwater reservoir.

3) The permeability model of the alluvial fan gravel deposits was established as a function of
effective grain size ($d_{20}$) and length fraction of low packing levels in relatively undisturbed cores.
The profiles of estimated hydraulic conductivity $K$ indicated clear decreasing trends in the fan
deposits with depth at the apex and the mid-fan, while no vertical trend was indicated in the distal
part.

4) The decreasing trend of permeability was formulated as an exponential model. The exponential
decay constant of 0.11 m$^{-1}$ was 10- to 1000-fold of that of consolidated rocks reported in the
literature. The primary reason for the large value was depositional processes such as progradation.
Furthermore, post-depositional processes such as fine sediment infiltration might be a secondary
reason.

5) The longitudinal cross section of the Toyohira River alluvial fan was generated by using profiles
of moving average $\overline{Y}_{MA}$. The moving average boundaries of $\overline{Y}_{MA} = -4$ and $\overline{Y}_{MA} = -3$ revealed the
hydrogeologic structures in the monotonic gravel sequences: an aquifer with a high infiltration rate
(Holocene no. IIa); a depth-dependent heterogeneous aquifer (Holocene no. IIb); and a stationary
permeable aquifer (Pleistocene no. III).
6) There were wide variations in hydraulic head and groundwater temperature near the losing river, depending on the location and depth of the observation well. The seasonal envelope in the groundwater temperature profiles was above a depth of about 30 m. These observations indicated that the downward flows of groundwater were largely attributable to the focused recharge zone.

7) The horizontal trend in hydraulic conductivity in the fan showed a humped trend as has been observed in other alluvial fans. Variogram analysis also revealed large anisotropy of spatial variability, and the theoretical models fitted were spherical models with a range of 1,000 m in the lateral direction and 20 m in the vertical direction.

8) The high-resolution model effectively realized various complex distributions of groundwater flow vectors and temperature contours. The calculated heads and temperatures based on the plausible realization satisfactorily corresponded to the measurements in the observation wells at different locations and depths. Several optimal realizations of $K$ were obtained in the nonstationary condition, but no optimal realization was obtained in the stationary condition, even though the same 100 realizations of residuals were used in both conditions. This tendency was the same whether the model included isotropy, anisotropy, or large anisotropy. These simulation results indicate that modeling of trending heterogeneity was indispensable to obtain plausible descriptions of groundwater flows and solute transport in the focused recharge zone. In particular, in a comparison between isotropic, anisotropic, and highly anisotropic conditions under an assumption of nonstationary, the most plausible realizations of $K$ were obtained in the isotropic condition.

9) Compared with other case studies of different conditions in the high-resolution model, the numbers of optimal realizations obtained were nearly the same as in cases under the nonstationary condition. This indicated that, compared with other factors, heterogeneity, that is whether there was trending heterogeneity or stationary heterogeneity, was more significant for modeling the groundwater flow system in the focused recharge zone.

10) The block-averaged models consequently provided smoother and more uniform descriptions of the groundwater flow and heat-transport system, but the numbers of optimal realizations obtained were larger than those obtained in the high-resolution model. The superiority of the block-averaged model indicated that conventional geometric averaging was similarly effective for upscaling the model of the heterogeneous alluvial gravel deposits. The anisotropic condition in the block cells was
a typical important factor, but the anisotropy ratio was constant in this analysis. In fact, the ratio was different from cell to cell as a result of heterogeneity. In other words, the upscaling procedure must be understood as a tensor. If this can be done, more plausible realization can be expected, and this will be pursued in future work.

### 6.2 Future research directions

The geostatistical reservoir model gave plausible realizations of the complex system of groundwater flow and heat transport in the focused recharge zone of the Toyohira River alluvial fan. However, an assumption of the vertical cross-sectional two-dimensional model was that the orthogonal flows from upstream to downstream were negligible. However, this assumption is not necessarily valid in alluvial coarse deposits because of the steep terrain in the longitudinal direction. Thus, a next study is to extend the two-dimensional cross-sectional model to a three-dimensional local model around the focused recharge zone, and to a three-dimensional basin model of the entire fan. Figure 6.1 shows a schematic three-dimensional basin model of the alluvial fan. The geostatistical process presented in this thesis also enables stochastic realizations of $K$ to be produced throughout the fan; however, plausible realizations cannot be obtained if a number of realizations are generated without incorporating uncertain modeling factors that were assumed to be negligible in the focused recharge zone. Lastly, some research directions are discussed in terms of several modeling factors; hydrogeologic sequences, diffuse recharge, urbanization effects, and upscaling procedure.

![Figure 6.1 Conceptualization of three-dimensional basin model of alluvial fan](image)

**Humped trend in the longitudinal direction**

**Exponentially decreasing trend in the vertical direction**
(1) Hydrogeologic sequences

In geology, sequences are generally defined as a relatively conformable succession of genetically related strata bounded by unconformities and their correlative conformities (Mitchum et al. 1977). Here, hydrogeologic sequences are those divided based typically on hydrogeologic features and hydraulic properties. This dissertation assumed that the focused recharge zone consisted of only monotonic sequences of gravel deposits, but the stochastic simulation showed that the plausible realization of $K$ might include a thin low-permeability layer. Alluvial aquifer systems commonly consist of such mesoscopic hydrogeologic settings. For example, shallow groundwater flows in alluvial coarse deposits are generally affected by typical hydrologic and hydrogeologic zones, for example, in buried valleys that generally form preferential flows (e.g., Woessner 2000; Rossi et al. 1994). The variogram approach used in this thesis is available to quantify geologic heterogeneity, but might be overly simplified when hydrogeologic sequences of different scales are incorporated into the aquifer model. In addition, sequential Gaussian simulation is less applicable to modeling preferential pathways in analysis domains because the spatial variability and random generators lead to disorder in spatial patterns.

Alternatively, indicator methods in geostatistics are frequently used to impart a greater degree of geologic structure into models (Koltermann and Gorelick 1996; Journel et al. 1998; Proce et al. 2004; Fleckenstein et al. 2006). Other approaches are the incorporation of zonal and geostatistical approaches (Eaton 2006) and the determination of large-scale boundaries through interpolation of geologic information. Also, a Markov chain model could also be applied with a transition probability of an indicator to simulate complex alluvial depositional systems (Weissman and Fogg 1999; Ye and Khaleel 2008).

Geophysical surveys such as ground-penetrating radar (Bennett et al. 2006) and electrical measurements (Ezersky 2008) might provide useful information about hydrogeologic sequences. Moreover, deterministic depositional models of alluvial fans might be effective for determining highly permeable zones. Accordingly, future work on basin-scale reservoir modeling of alluvial coarse deposits needs to incorporate such a variety of geostatistical methods, field measurements, and depositional models.
(2) Diffuse recharge

In such a regional three-dimensional model, it is indispensable to estimate diffuse recharge from precipitation and snowmelt. However, determining diffuse recharge is generally difficult in groundwater modeling because the recharge rates vary substantially depending on elevation, geology, land surface slope, vegetation, and other factors (Lee et al. 2005). The rate also varies largely in the hydrologic cycle, and climate change also affects diffuse recharge through long-term trends. In the Toyohira River alluvial fan, for example, the season of maximum precipitation is expected to change from spring to autumn by the end of this century under global warming (Hu et al. 2010b).

Water-budget methods are general approaches to determine diffuse recharge as a residual in the water budget equation, but other components in the equation, such as evapotranspiration, are rarely estimated without uncertainty and error on a regional scale. The method has proved especially difficulty in urbanized areas, owing to complex land cover, unknown underground drainage, and the heat island effect.

Alternatively, a water-fluctuation method is more straightforward because the method is based on only the premise that groundwater levels rise in unconfined aquifers (Healy 2010). In particular, there are long-term variations of groundwater level in the observation wells throughout the Toyohira River alluvial fan. However, the method fundamentally needs the simplifying assumption that vertical flows of groundwater can be neglected; the assumption is not valid in most of alluvial fans. In the future work, theoretical or experimental improvements in the water-fluctuation method are needed so that it is applicable to even vertical flow conditions.

(3) Urbanization effect

In heavily urbanized and built-up areas such as the Toyohira River alluvial fan, a number of pumping wells and underground constructions dewater the aquifer, and a variety of contaminants harm groundwater quality (e.g., Takizawa 2008; Kasper et al. 2010). Heat is also utilized as a tracer of urbanization effect in groundwater flow system (Taniguchi and Uemura 2005). Such urbanization effects are usually seen in the groundwater flow system as negatives. Complete information about
artificial constructions and activities throughout the region is rarely available, and so large
uncertainty is commonly encountered in groundwater modeling of urbanized areas. In the Toyohira
River alluvial fan, there are two uncertain factors regarding urbanization: the subway lines and the
pumping wells. The monthly subway drainage amounts are recorded at each station by Sapporo City,
and the subway lines can be modeled as tunnel models by using the records. Modeling of numerous
pumping wells is more problematic because only a portion of individual wells are characterized in
terms of location, well depth, and pumping rate. Stochastic simulation of the well location and
pumping program might be effective for assessing urbanization dewatering.

(4) Upscaling procedure

The permeability model in this thesis represented the core-scale permeability of gravel deposits.
Such small-scale information was entered in the high-resolution two-dimensional model without
modification. On the other hand, the grid-spacing in the three-dimensional basin model will need to
be much larger, at least tens or hundreds of meters, due to limitations of computational power.
Reconciling hydraulic data from different scales is a longstanding problem in reservoir
characterization (Deutsch 2002). In this study, the block-averaged model was prepared by the
conventional method where geometric averages of $K$ in each block cell were entered, and the
discrepancies between the calculations and the measurements were obtained within the acceptable
levels. In more rigorous terms, however, the actual $K$ value in each block cell is more anisotropic, as
might be theoretically represented as a tensor.

The scale-up procedure is to transform a deposit-scale model to the dimensions of a sedimentary basin.
Upscaling occurs when a global equivalent conductivity $K^*$ is computed for a heterogeneous deposits
(Figure 6.2). Deutsch (2002) pointed out the following limitation: the upscaling procedure is applied
to stationary random function models of variables that are averaged linearly and characterized by a
variogram alone. Zhang et al. (2006) also suggested that equivalent conductivity for select units
exhibits a scale effect and that field-scale representative elementary volume thus does not exist. The
upsampling problem is probably most problematic in three-dimensional basin reservoir modeling of
the alluvial fan, and this problem warrants further study in future work.
Figure 6.2 Schematic diagram illustrating the scale-up procedure and the upscaling analysis (Zhang et al. 2006)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Conductivity</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel scale (≈100 sand grains)</td>
<td>□ □</td>
<td>not defined</td>
</tr>
<tr>
<td>Local scale (scaled-up pixel, local REV)</td>
<td></td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>5 m</td>
<td>(each $K$ represents a local-scale, homogeneous and isotropic porous medium)</td>
</tr>
<tr>
<td></td>
<td>100 m</td>
<td></td>
</tr>
<tr>
<td>Global scale (a stratigraphic unit consisting of many local REV)</td>
<td>$K^*$</td>
<td>$K^* = \begin{bmatrix} K_x &amp; K_0 \ K_0 &amp; K_y \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(global $K^<em>$ is an equivalent conductivity for a stratigraphic unit; global $K^</em>$ arises due to heterogeneity of local $K$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hydrogeologic Framework Models</td>
</tr>
</tbody>
</table>

Note: The diagram shows the scale-up procedure and upscaling analysis with pixel, local, and global scales, illustrating the transition from local REV (Random Elementary Volume) to a global REV.
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A.1 Governing equation of groundwater flow

Groundwater flow occurs because of the difference in energy of the water from one point to another. The flow energy of water at a given point consists of potential energy, elastic energy and kinetic energy. In general, the kinetic energy can be negligible because the groundwater flow velocity is very low. The convenient way to measure the energy of the water is to measure the groundwater level or hydraulic head in a piezometer (a cased well opened only over a very short section of its length). The level to which water rises in the piezometer with reference to a datum such as sea level is the hydraulic head. The hydraulic head is mathematically expressed as a sum of elevation head (potential energy per unit weight of water) and pressure head (elastic energy):

\[ h = z + \bar{Y} \]  

(A.1.1)

where \( h \) is the hydraulic head [L], \( z \) is the elevation head [L], \( \bar{Y} \) is the pressure head [L]. The difference in hydraulic head between two points implies a hydraulic gradient. The gradient is along the direction of the lower head. The horizontal component of the hydraulic gradient in a given area can be measured by installing three or more piezometers to the same level in the ground, measuring the hydraulic head in each piezometer, and contouring these head values. It follows that the gradient is in the direction perpendicular to the hydraulic head, or equipotential contours, toward the decreasing hydraulic head. The fluid flux \( q \) [LT\(^{-1}\)] (often referred to as the Darcy flux) is given by Darcy’s law:

\[ q = - K \cdot \nabla h = - \left[ \begin{array}{ccc} K_x & K_{xy} & K_{xz} \\ K_{yx} & K_y & K_{yz} \\ K_{zx} & K_{zy} & K_z \end{array} \right] \left( \frac{\partial h}{\partial x}, \frac{\partial h}{\partial y}, \frac{\partial h}{\partial z} \right) \]  

(A.1.2)

\[ K = \left( \frac{\rho g}{\mu} \right) \cdot kr \]  

(A.1.3)

\[ q = - \left( \frac{kkr}{\mu} \right) (\nabla p + \rho g) \]  

(A.1.4)

The formulation of the general groundwater flow equation in porous media is based on mass conservation and Darcy’s law, and can be represented in three dimensions as follows (e.g. Bear 1979; Mercer and Faust 1981; de Marsily 1986):

\[ \frac{\partial}{\partial x} \left( K_x \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_{xy} \frac{\partial h}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_{xz} \frac{\partial h}{\partial z} \right) = \pm R \frac{\partial}{\partial t} S_s \frac{\partial h}{\partial t} \]  

(A.1.5)
where $K_x$, $K_y$ and $K_z$ [LT$^{-1}$] are the hydraulic conductivities (or permeability) along the $x$, $y$ and $z$ coordinates, respectively, assumed to be the principal directions of anisotropy; $h$ [L] is the hydraulic head given by $h=p/\rho g + z$, that is to say, a sum of pressure head and elevation head, $p$ is pressure, $\rho$ is the density of water and $g$ is gravitational acceleration at an elevation $z$ (i.e. the water level measured in piezometers; $R$ [T$^{-1}$] is an external volumetric flux per unit volume entering or exiting the system; and $S_s$ [LT$^{-1}$] is the specific storage coefficient.

The governing equation of groundwater flow indicates that conceptualization of groundwater flow system corresponds to determination of variability of hydraulic properties and recharge flux in space and time. The hydraulic properties, even though only in saturated zone, consist of hydraulic conductivity, specific storage, water contents, total and effective porosity, and others. The hydraulic conductivity is definitely most important because its magnitude proportionally affects on Darcy’s flux, and the variation ranged in over 14 orders of magnitude due to various factors in geologic material (Figure A. 1). In addition, Hydraulic conductivity depends on scale, that is, microscale (e.g., drilling cores; several meters or less), mesoscale (e.g., facies; 10 to 100 m), and macroscale (basin scale, 100 m or more) as shown in Figure A. 2. The discrepancy between the different discretized models shows a direction of upscaling in groundwater modeling of alluvial coarse deposits. Thus, uncertainty in spatial variability of hydraulic conductivity faces groundwater modeling study.
Figure A. 1 Range of Values of Hydraulic Conductivity and Permeability (Freeze and Cherry 1979)

Figure A. 2 Conceptual position of a representative elementary volume (REV V3 or V4) larger than the microscopic scale, and within the macroscopic size domain (Bear 1972)
A.2 Gravitational flow system of groundwater in an alluvial fan

Hydraulic head is represented as a sum of two components: elevation head and pressure head as described in previous section. Infiltrated water in high land at precipitation has relatively high value of elevation head, and groundwater flows laterally to lower land and vertically to deeper zone. Thus, groundwater flow system is actually three dimensional. Hubbert (1940) was the first to present a graphics of a typical flow net. Tóth (2009) mathematically represented groundwater flow system by analytical solutions of boundary-value problems using Laplace’s equation. Tóth (2009) also divided groundwater flow system into local, intermediate, and regional flow systems, as shown in Figure A.

3. Groundwater flow becomes more complex as the topography and geology become more complex. Local topography creates local ground water flow systems. The groundwater at a greater depth still eventually reaches the major valley through the regional groundwater system. Also, geologic structure may affect on the groundwater flow patterns. The groundwater tends to flow along high-permeable zones and across low-permeable zone.

Figure A. 3 Hierarchically nested gravity flow systems of groundwater in drainage basin with complex topography (Tóth 2009)
The mechanism of groundwater flow from apex to distal part in an alluvial fan is firstly described in Tolman (1937). An alluvial fan is hydrologically divided into four areas; I) intake area; II) Upper conduit zone; III) Lower conduit or Pressure zone; IV) Discharge zone. Intake area is shown as a belt covering the upper, where influent stream seepage is usually the chief source of supply of unconfined and confined groundwater. Upper conduit zone starts at the upper edge of a confining formation, and furnishes a less satisfactory water supply than the downstream zone due to the long distance of water table below the surface. Lower conduit or pressure zone is the zone in which the water in wells originally rose to or above the surface. Discharge Zone is the leaking portion of the pressure zone, and may play out entirely due to the constituent materials may gradually increase in fineness. Confined water moves down the conduits and is discharged by leakage to the surface throughout the entire discharge zone. On the other hand, free water moves down the water-table slope to the point where it intersects the surface, and is discharged at the upper edge of the swamp or spring.

Figure A. 4 Hydrologic structure of an alluvial fan, a) planar- and b) cross- sectional explanation (Tolman 1937)
A.3 Facies model in coarse alluvial deposits

Facies model is commonly used to analysis sedimentary structure in various consolidated and unconsolidated sediments. Monotonic and no-migration sequences in alluvial coarse deposits can be subdivided as shown in Table A. 1 (Rust 1979). Among various facies, clast-supported and matrix-supported gravel are of typical importance in coarse alluvial deposits (Figure A. 5). Clast supported means the clasts in the sediments, i.e. pebbles, rocks, boulders etc., are touching each other, indicating energetic aqueous transport while sand is still carried in suspension; as flow velocity decreases, sand infiltrates into the spaces between the larger particles. Among the depositional processes, sieve deposits form as lobes of the fans which receive little sand or mud from their source areas. Open framework gravel (OFG) added into facies model is paid special attention in various studies of sedimentary and hydrology studies (Jussel et al. 1994; Heinz 2003; Lunt et al. 2004; Zappa et al. 2006; Lunt and Bridge 2007; Ferreira et al. 2010; dell’Arciprete et al. 2012). OFG includes connective and open voids between gravels, such that its hydraulic conductivity is extremely high, although OFG has a distribution that is only centimeters or decimeters thick.

Matrix-supported gravels are subdivided into two types: stratified sand matrix, and unstratified silty sand matrix. The former indicates aqueous lower transport, but at a low energy level in which sand and finer gravel particles are deposited together (Gp). The latter type of matrix support points to deposition from massive flows, which in the alluvial context are debris flow (Gms). Matrix-supported Gravel has relatively low permeability because the open spaces next to large particles are occupied by smaller particles. These facies change discontinuously laterally in cross sections and cause abrupt variations in hydraulic conductivity. Depositional and post-depositional process of high-energy flow leads to complex sequences consisting of various facies, such that geologic heterogeneity in alluvial coarse deposits is inherently large and trending.
Table A. 1 Principal facies in coarse alluvial deposits (Rust 1979)

<table>
<thead>
<tr>
<th>Major facies</th>
<th>Gm:</th>
<th>Horizontally bedded clast-supported gravel, commonly imbricate.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gms:</td>
<td>Muddy matrix-supported gravel; lacks imbrication and internal stratification.</td>
</tr>
<tr>
<td></td>
<td>Gt:</td>
<td>Trough cross-bedded clast-supported gravel.</td>
</tr>
<tr>
<td>Minor facies</td>
<td>Gp:</td>
<td>Planar cross-bedded gravel, transitional from clast-supported through sand matrix-supported to sand (facies Sp).</td>
</tr>
<tr>
<td></td>
<td>Sh:</td>
<td>Horizontally stratified sand.</td>
</tr>
<tr>
<td></td>
<td>St:</td>
<td>Trough cross-stratified sand.</td>
</tr>
<tr>
<td></td>
<td>Sp:</td>
<td>Planar cross-stratified sand.</td>
</tr>
<tr>
<td></td>
<td>Fm:</td>
<td>Massive fine sandy mud or mud.</td>
</tr>
<tr>
<td></td>
<td>Fl:</td>
<td>Laminated or cross-laminated very fine sand, silt or mud.</td>
</tr>
<tr>
<td></td>
<td>P:</td>
<td>Concretionary carbonate (pedogenic).</td>
</tr>
</tbody>
</table>

Figure A. 5 Schematic facies model of an alluvial fan (Rust 1979)
A.4 Spatial trend of hydrogeology in an alluvial fan

Trending heterogeneity is also recognized in coarsening/thickening or fining/thinning sequences owing to progradation, retrogradation, and basin subsidence. Consequently, hydraulic conductivity overall decreases downward with the grain size gradually decreases. This is called as trending heterogeneity (Freeze and Cherry 1979). In proximal parts the predominant facies is clast-supported coarse gravel (Gm), but in distal parts is sand matrix-supported gravel to sand (Gp to Sp). The fining-downward trend is generally recognized in an alluvial fan (Figure A. 6 A), and the downward trend of hydraulic conductivity $K$ is corresponding (Figure A. 6 B). Another humped heterogeneity (Figure A. 6 C) is alternatively seen in the literature (Cehrs 1979). The humped heterogeneity indicates that the transmissivity reaches at highest values in the mid-fan area as a result of sorting trends, in other words, mid-fan to lower fan sheet flood and channel bar deposits (Gcsu, Gm, Smh, St, Sp) are much better sorted than upper-fan debris/mud flows (Gms, D).

Coarsening- and fining-upward trends are also typically seen in alluvial fans as a result of interactions of progradation, retrogradation, and basin subsidence (Figure A. 6 D and E). The vertical trend of grain size may positively correlate to the depth dependence of $K$. However, field studies rarely give a unique depth dependence of $K$ at a particular site, especially in alluvial shallow aquifers, because geologic heterogeneity prevents detection of a specific trend from a large variability in $K$. In addition, the depth dependence of $K$ in unconsolidated gravel deposits has rarely been discussed because porosity reduction by compaction is of less importance in clean coarse sediments than in fine sediments as shown in Figure A. 7. Another reason is that the relations between porosity and $K$ are seldom adhered in natural coarse sediments (Morin 2006; Kresic 2007). Therefore, most previous studies (e.g., Hails 1976) applied the contention that little compaction occurs in clean gravels after deposition, unless great pressure in the magnitude of which is not generally known, is applied. However, $K$ in unconsolidated gravel deposits varies greatly even under a slight change in porosity (Koltermann and Gorelick 1995; Major 1997; Major 2000; Kamann et al. 2007). All of those studies concluded that $K$ is highly dependent on depth in unconsolidated gravel deposits. However, the trends were usually shown only graphically, and more quantitative characteristics about the trends (e.g., the decay exponents) were not typically determined.
Figure A. 6 Spatial trends in grain size and aquifer parameters in alluvial fan aquifers (Neton et al. 1994)

Figure A. 7 Upward-directed compaction flow calculated for a standard porosity-depth curve for normally consolidated, argillaceous sediments (Einsele 2000)
A.5 Interaction between surface water and groundwater

Direct exchanges of water between streams (or rivers) and groundwater occur in three basic ways. Streams can gain water from ground-water inflow through their streambed, they can lose water through their streambed to ground water, or they may do both: gaining water in some reaches and losing it in others (Winter et al. 1998). Woessner (2000) classified four types of interactions between a stream and groundwater: (1) gaining, where the groundwater flows into the groundwater; (2) losing, where the water in the stream drains into the aquifer; (3) flow through, where the ground water flows into the stream on the one side of the channel and out of the stream on the other side of the channel; and (4) parallel, where the ground water flows in the aquifer beneath the stream and in the direction as the stream without entering or leaving the stream.

Figure A.8 Fluvial plain water and stream channel interactions showing channel cross sections classified as: (a) gaining; (b) and (c) losing; (d) parallel-flow; (e) flow-through. The stream is shaded. The water table and stream stage (thicker lines), groundwater flow (arrows), and equipotential lines (dashed) are shown. Cross sections A, B, C, and E are constructed parallel to ground water flow; D is perpendicular to ground water flow (Woessner 2000)
A.6 A plot method for detection of recharge/discharge zone

The vertical component of hydraulic gradient at a given location can be measured by installing several piezometers to different depths and measuring the hydraulic head at each piezometer. Ground water flows in the direction of decreasing hydraulic head. The gradient direction indicates the potential for ground water flow in that direction. However, the sufficient number of piezometers is not installed in most sites, so the information about vertical flows of groundwater actual flow direction is obtained in scattered locations. One traditional approach is to plot well depth versus depth to static water level from the groundwater table (Freeze and Cherry 1979). Under the assumption of a single topographic region, the plot determines whether the region is a recharge or discharge area. However, recharge and discharge areas in a basin are typically complex, and so it is not known a priori whether the site can be treated as a single topographic region. In the plot method, the groundwater table is a common datum surface, but the depth to the groundwater table is not uniform on such a regional scale, and varies depending on topography, geology, and other factors.

Figure A. 9 Generalized plot of well depth versus depth to static water level (Freeze and Cherry 1979)
A.7 Mann-Kendall test and Sen’s slope estimation

Mann-Kendall test (Mann 1945; Kendall 1975) and Sen’s slope estimation (Sen 1968) are widely used to test for randomness against trends in ecology, hydrology and climatology (e.g., Wen and Chen 2006; Soderberg and Remy 2007). In Mann-Kendall tests, no trend or trend were statistically tested whether the null hypothesis $H_0$ of no trend, i.e. the observations are randomly ordered in time, were rejected or not. Mann-Kendall test Static $S$ value and its variance, VAR($S$) were respectively calculated by annual mean water levels during the analysis periods. The standard test statistic $Z$ value is obtained as:

$$Z = \begin{cases} \frac{S-1}{\sqrt{\text{VAR}(S)}} & \text{if } S > 0 \\ 0 & \text{if } S = 0 \\ \frac{S+1}{\sqrt{\text{VAR}(S)}} & \text{if } S < 0 \end{cases}$$  \hspace{1cm} (A.7.2)

A positive (negative) value of $Z$ indicates an upward (downward) trend. To test for either an upward or downward monotone trend (a two-tailed test) at $\alpha$ level of significance, $H_0$ was rejected if the $|Z| > Z_{1-\alpha/2}$, where $Z_{1-\alpha/2}$ was obtained from the standard normal cumulative distribution tables. Sen’s slope was also calculated using a linear trend model, and an estimate of the slope $Q_i$ is obtained by:

$$Q_i = \frac{x_{j-k} - x_k}{j-k}, i = 1, 2, \ldots N, j > k$$  \hspace{1cm} (A.7.3)

The statistical trend analysis can be archived using a free Excel macro (Salmi et al. 2002.)
A.8 Geostatistics for groundwater modeling

(1) Zonal approach versus statistical approach

Hydraulic head are observed by piezometer, but constructing a piezometer is effortful and ineconomical. In situ measurements of hydraulic conductivity are directly obtained by various methods such as multiple pumping tests, slug tests, flow meter tests and permeameter tests. These methods commonly require boreholes, of which constructions are uneconomical and effortful. Completely three-dimensional information about hydraulic properties is never obtainable, and thus numerous methods have been developed to interpolate between data values and to use geologic, hydrologic, and geophysical information to create images of aquifer properties (Koltermann and Gorelick 1996).

Two approaches to address such large uncertainty in hydraulic and hydrogeologic parameters are traditionally attempted; zonal (deterministic) approach and statistical (geostatistical) approach (Eaton 2006). In zonal approach, aquifer system is conceptualized as a series of layers in the term of hydrogeologic uniformity. The hydraulic properties in each homogeneous layer are only "optimum" values such as means, and parameter calibration is often conducted to obtain sufficient agreement between measurements and estimates. The zonal approach is deterministic and straightforward, so applied in most practice. The approach requires hydrogeologic boundaries that divide the target aquifer into several homogeneous layers. However, such boundaries are rarely found in monotonic gravel sequences. In addition, trending heterogeneity proves especially difficulty to advance the assumption that the gravel aquifer consists of several homogeneous layers. Thus, zonal approach is not useless for groundwater modeling in coarse alluvial aquifer.

The stochastic approach is precisely addressing the uncertainty of regional variables in a rational, quantitative framework by using probability theory. Regionalized variable \( z(x) \) is considered to be a realization of a random function \( Z(x) \). The advantage in this approach is that we shall only try to characterize simple features of the random function \( Z(x) \) and not those of particular realizations \( z(x) \). The stochastic modeling of subsurface hydrogeology has become a subject of wide interest and intensive research (Koltermann and Gorelick 1996; Dagan 1997). The approach is also adopted by many disciplines in physics and engineering a long time ago, such as time series analysis in predicting floods and other extreme events. However, subsurface modeling of including groundwater flow deals mainly with spatial variability, the uncertainty of which is of a more
complex nature.

(2) Statistical assumptions

Stationarity and ergodicity are also necessary to make stochastic approach useful (de Marsily 1986). Stationarity assumes that any statistical property of the geologic material (e.g., mean, variance) is stationary in space, i.e. does not vary with a translation. In more rigorous terms, strong stationarity means that all the probability distribution functions (pdf) are invariant under the translation. In the case of geostatistics, weak stationary is at least required where only the first two moments are stationary: expected value is constant, i.e., $E[Z(x)] = m$; covariance is not a function $x$ but a function only of the lag $h$, i.e. $\text{Cov}(h) = E[(Z(x - m) (Z(x+h) - m)]$.

Ergodicity also implies that the unique realization available behaves in space with the same pdf as the ensemble of possible realizations. In other words, by observing the variation in space of property, it is possible to the pdf in the random function for all realizations. In most applications, it is assumed that stochastic realizations match model statistics exactly. However, the assumption is rarely achieved, nor should it. For example, multiple SGS realizations reproduce variogram, which have discrepancies with the inherent variogram model. This is called ergodicity fluctuation (Deutsch and Journel 1998). The ergodicity fluctuation depends on several factors such as simulation algorithm, the density of conditioning data, and the size of the simulation grid. Goovearts (1997) also suggests that data that are subject to measurement error. The fluctuation of the realization variogram is generally important when the range of the variogram model is large with respect with the size of the simulated area. Furthermore, the ergodic hypothesis, i.e. the ensemble average is statistically equivalent to the spatial average of a variable in one realization, is assumed to hold (Dagan, 1997). In addition, the validity of the ergodic hypothesis has been questioned for highly heterogeneous media (Sposito 1998).

(3) Variogram analysis

Spatial variability or auto-correlation structure of regional variable, $Z(x)$, where $x$ denotes the point in the geometric space, is often characterized by a function of only a distance vector $h = x_1 - x_2$; a covariance $C(h)$ or a variogram $\gamma(h)$ as:

$$C(h) = E[Z(x + h) Z(x)] - m^2 \quad (A.8.1)$$

$$\gamma(h) = 1/2 \text{Var}[Z(x + h) - Z(x)] = 1/2 E[(Z(x + h) - Z(x))^2] \quad (A.8.2)$$
where $m$ denotes constant mean, i.e. $E[z(x)] = m$. In the second-order stationary hypothesis; (1) $E[z(x)] = m$ (constant mean) and (2) the function of autocovariance only depends on the distance and not on the points of reference, a relation between the covariance and the variogram is written as: $\gamma(h) = C(0) - C(h)$. A variogram is also estimated under a less stringent hypothesis, called the “intrinsic hypothesis.” Traditionally, the variogram has been used for modeling spatial variability rather than the covariance although kriging systems are more easily solved with the covariance matrices (Deutsch and Journel 1998).

![Diagram of covariance and variance](image)

**Figure A. 10** (a) the pair of covariance and variance with the same parameters, (b) parameters in variogram: is $C$ is the sill (total variance), $B$ is the nugget (variance of the spatially uncorrelated portion of the field) and $a$ is the practical range that is the distance over which the field is correlated

The variogram models are determined by fitting to experimental variogram, which characterized the spatial variability of the data. Experimental variogram is defined as a half of the average squared difference between two attributed values as:

$$
\gamma(d) = \frac{1}{2N(d)} \sum_{i=1}^{N(h)} [z(x_i + d) - z(x_i)]^2 \quad (A.8.3)
$$

where $N(h)$ is the number of pairs, $z(x_i)$ is the target variable at the position $x_i$. The separation vector $h$ is specified with some direction and lag distance $h$. Considering scattered measurements at scatter locations (a) as shown in Figure A. 11, variogram model is performed using as following steps: (b) all possible pairs of points are considered: (c) experimental variogram is produced by averaging over given classes of lag distances between the measurement locations: (d) theoretical variogram models are estimated through parameter optimizations to match experimental variogram. Anisotropy may
show different sensitivity with directions (Figure A. 12). This means that a large amount of measurements are required to reveal the spatial variability, and to confirm the validity of variogam model. For example, Journel und Huijbregts (1978) suggest that the number of pairs in a distance class should not be less than about 30 to 50. In aquifer characterization, the number of hydraulic properties is often unobtainable. Theoretical models are needed to satisfy statistical condition in mathematics. The spherical model, the exponential model, and the Gaussian model are, respectively, represented as:

\[
\gamma(h) = \begin{cases} 
  B 
  & , h = 0 \\
  B + (C - B) \left[ \frac{3}{2} \left( \frac{h}{a} \right) - \frac{1}{2} \left( \frac{h}{a} \right)^3 \right] 
  & , 0 < h < a \\
  C 
  & , h \geq a 
\end{cases} \tag{A.8.4}
\]

\[
\gamma(h) = \begin{cases} 
  0 
  & , h = 0 \\
  B + (C - B) \left[ 1 - \exp \left( - \frac{3h}{a} \right) \right] 
  & , h > 0 
\end{cases} \tag{A.8.5}
\]

\[
\gamma(h) = \begin{cases} 
  0 
  & , h = 0 \\
  B + (C - B) \left[ 1 - \exp \left( - \frac{3h}{a} \right) \right] 
  & , h > 0 
\end{cases} \tag{A.8.6}
\]

where \(B\) is the nugget effect, \(C\) is the partial sill, the range \(a\) is the practical range, \(h\) is the separated distance.
Figure A. 11 Illustrative process of variogram modeling (Hengel 2007)

Figure A. 12 Some typical horizontal-to-vertical anisotropy ratio conceptualized from available literature and experience. Such generations can be used to verify actual calculations and supplement very sparse data (Deutsch 2007)
Kriging is an optimal interpolation procedure developed by Matheron as the "theory of regionalized variables." It was called kriging in recognition of Krige, which first proposed the origin of this method. Kriging provides best unbiased linear estimates (BLUE) at any no measurement data points, and also satisfies conditional condition, in which Kriging estimates at measurement points are exactly equal to the measurements. Kriging also infers uncertainty (i.e. variance) besides estimates at each desired points, while other deterministic estimation (e.g. IDW) cannot. In addition, linear estimation procedure is easy to theoretically understood, and input in various available software and GIS.

In geostatistics, the geological phenomenon is considered as a function of space and/or time. Let \( z(x) \) represent any random function of the spatial coordinates \( z \) with measured values at \( N \) locations in space \( z(x_i) (i = 1, 2, 3, \ldots, N) \), and suppose that the value of the function \( z \) has to be estimated at the point \( x_0 \). Each measured value \( z_1, z_2, z_3, \ldots, z_N \) contributes in part to the estimation of the unknown value \( z_0 \) at location \( x_0 \).

Taking this into account, and assuming a linear relation between \( z_0 \) and \( z_i \), the estimated value of \( z_0 \) can be defined as (Ahmed et al. 2010):

\[
z^*(x_0) = \sum_{i=1}^{N} \lambda_i z_i
\]

or

\[
z^*(x_0) = \sum_{i=1}^{N} \lambda_i(x_i)
\]

(A.8.7)

where \( z^*(x_0) \) is the estimation of function \( z(x) \) at the point \( x_0 \) and \( \lambda_i \) are weighting coefficients. To ensure an unbiased and optimal predictor the following two conditions need to be satisfied:

1. The expectant difference between the estimated value and the true (unknown value (the expected value of the estimation error should be zero, i.e.

\[
E[z^*(x_0) - z(x_0)] = 0
\]

(A.8.8)

This unbiasedness condition is often referred to as the universality condition.

2. The condition of optimality means that the variance of the estimation error should be a minimum, i.e.

\[
\sigma_k^2(x_0) = \text{var}[z^*(x_0) - z(x_0)] \text{ is a minimum}
\]

(A.8.9)

Substituting Equation (8.7) into Equation (8.8) we get

\[
\sum_{i=1}^{N} \lambda_i = 1
\]

(A.8.10)

Expanding Equation (8.9) then leads to
\[
\sigma_k^2(x_0) = \sum_{i=1}^{N} \lambda_i \sum_{j=1}^{N} \lambda_j E[z(x_i)z(x_j)] + E[z^*(x_0)^2] - 2 \sum_{i=1}^{N} \lambda_i E[z(x_i)z^*(x_0)]
\]  

(A.8.11)

Introducing the formulae of covariance, we get

\[
\sigma_k^2(x_0) = \sum_{i=1}^{N} \lambda_i \sum_{j=1}^{N} \lambda_j C(x_i,x_j) + C(0) - 2 \sum_{i=1}^{N} \lambda_i C(x_i,x_0)
\]

where \( C(x_i,x_j) \) is the covariance between points \( x_i \) and \( x_j \).

The best unbiased linear estimator is the one which minimizes \( \sigma_k^2(x_0) \) under the constraint of Equation (5.4). Thus, introducing Lagrange multipliers and adding the term \( 2\mu \left( 1 - \sum_{i=1}^{N} \lambda_i \right) \), we obtain

\[
Q = \sum_{i=1}^{N} \lambda_i \sum_{j=1}^{N} \lambda_j C(x_i,x_j) + C(0) - 2 \sum_{i=1}^{N} \lambda_i C(x_i,x_0) + 2\mu - 2\mu \sum_{i=1}^{N} \lambda_i
\]

(A.8.12)

Making partial differential equations of \( Q \) with respect to \( E_i \) and \( E \) and equating them to zero minimizes Equation (8.12) leading to the kriging equations:

\[
C(x_i,x_0) = -\mu + \sum_{j=1}^{N} \lambda_j C(x_i,x_j)
\]

(A.8.13)

\[
\sum_{j=1}^{N} \lambda_j = 1
\]

(A.8.14)

Substituting Equation (8.13) into Equation (8.14) yields the variance of the estimation error:

\[
\sigma_k^2(x_0) = C(0) + \mu - \sum_{i=1}^{N} \lambda_i C(x_i,x_0)
\]

(A.8.15)

The square root of this equation gives the standard deviation \( \sigma_k(x_0) \), which means that, with 95% confidence, the true value will be within \( z^*(x_0) \pm 2 \sigma_k(x_0) \).

If the covariance cannot be defined we can apply the kriging equation:

\[
\gamma(x_i,x_0) = \mu + \sum_{j=1}^{N} \lambda_j \gamma(x_i,x_j)
\]

(A.8.16)

where \( \gamma(x_i,x_j) \) is the variogram between points \( x_i \) and \( x_j \). The variance of the estimation error then becomes

\[
\sigma_k^2(x_0) = \mu - \sum_{i=1}^{N} \lambda_i \gamma(x_i,x_0)
\]

(A.8.17)
Equation (8.16) in conjunction with (8.14) represents a set of \((N + 1)\) linear equations with \((N + 1)\) unknowns, which on solution yield the coefficients \(E\). Once these are known, equations (8.7), (815) and/or (8.17) can be evaluated. Compared other interpolation techniques (e.g., IDW), kriging is advantageous because it considers (Journel and Huijbregts 1978); 1) the number and spatial configuration of observation points; 2) the position of data points within the region of interest; 3) the distances between the data points with respect to the area of interest; and 4) the spatial continuity of the interpolated variable.

(5) Nonstationary problems

In nonstationary problems the mathematical expectation of \(z\) is no longer a constant: \(E[z(x)] = m(x)\), and the variogram cannot be calculated directly from the data since \(m(x)\) is unknown. Nonstationary problems in geostatistics have been discussed in the literature (e.g., de Marsily 1986; Goovaerts 1997; Deutsch and Journel 1998; Wackernagel 2003).

There are several procedures for solving nonstationary problems. One simple assumption is "locally stationary" as \(E[z(x)] = m(s) \mathbb{I}\), where \(A'\) is a certainly local field, and the variogram stays isotropic. Kriging with moving neighborhood is conducted by setting a search radius less than the distance in which the stationary assumption is satisfied.

Figure A. 13 Kriging with a moving neighborhood (de Marsily 1986)

Another way is to assume that the mathematical expectation \(m(x)\), i.e., global trend, is known or estimated and to krig the residuals \(z(x) - m(x)\) under the assumption that the residuals are stationary. The mathematical expression might also be known for physical reasons, and then the constants of this expression may be fitted on the model. A variety of kriging techniques are developed to represent global drift using auxiliary variable, for example, porosity for hydraulic conductivity or
ground surface elevation for groundwater table elevation. The techniques are classified into co-kriging based and regression-kriging based (Hengl 2007). Cokriging is reserved for linear regression that also uses data defined on target variable and auxiliary variables. Cokriging needs auxiliary variables at not all grid nodes. This is a main advantage to use cokriging, however determination of cross-variogram is generally an effortful process. If auxiliary variables are obtained at all grid nodes, and correlated with the target variable, the latter is generally preferred over the former. In regression-kriging based approach, the regionalized variable is conceptualized as a sum of a deterministic component (drift), a spatial auto-correlation component and a purely random component as (Figure A. 14):

$$z(x) = m(s) + e'(s) + e''(s) \quad \text{(A.8.18)}$$

where $z(x)$ is the target variable at the location $s$, $e'(s)$ is the spatial auto-correlation component, and $e''(s)$ is the purely random component. Regression-kriging based approach is also divided into Universal kriging (UK), kriging with external drift (KED), and Regression kriging (RK), of which prediction processes are different but should give the same predictions and prediction error (Hengl 2007). Universal kriging and kriging are performed in which kriging weights and drift parameters in both kriging methods are simultaneously solved in the kriging system. The kriging system in both methods requires in advance the covariance of residuals, which are obtained by subtracting the drift by the variable, but this poses a conflict because drift parameters are determined after kriging.

Alternatively, the drift and residuals are fitted separately and then summed; this approach is applied in various techniques such as residual kriging, kriging combined with regression, and regression kriging. The applicability also has been indicated through comparison studies (e.g., Knotters et al. 1995; Hengl 2007; Nikroo et al. 2010). The formulas and parameters of drift are firstly determined by ordinary least squares (OLS). Statistically, unbiased parameters of drift are also determined by the iterative process of generalized least squares (GLS; Cressie 1993; Hengl 2007). GLS is a sophisticated but laborious process. The first OLS drift should be satisfactory but slightly inferior (Kitanidis 1993; Minasny and McBratney 2007). RK is direct and powerful method to address non-stationary problem, but discrepancies between final estimates and measurements are significantly caused if drift model is not enough satisfied. This means adequate model of drift is key point to obtain accuracy of final estimates.
(6) Conditional simulation

A problem with kriging is that, while it acknowledges uncertainty, it underestimates variability - that is, kriging estimates are too smooth. This also leads to the prediction of overly smooth features far away from the points of observation (see Figure A. 15c). Often, one is not as interested in obtaining the "optimum" estimate as in reproducing spatial variability. This is squarely the objective of conditional simulation. Here, "simulation" refers to the generation of fields with the desired variability patterns, while 'conditional' refers to the constraint that any simulation should coincide with measured values at measurement point.

Algorithms include nearest neighbors, turning bands, lower-upper (LU Cholesky decomposition), spectral domain fast Fourier methods, and sequential Gaussian simulation (Koltermann and Gorelick 1996). Among these methods, sequential Gaussian simulation is the most powerful of the Gaussian random field generator algorithms. The Gaussian distribution is defined by only mean and variance of the target variables, corresponding that second-ordinary stationarity hypothesis is simultaneously established. In sequential Gaussian algorithms, grid nodes at which values have not yet been assigned are selected at random, and one value is drawn a random on the local conditional probability distribution. The mean and variance in local conditional probability distribution is estimated using kriging estimation of nearby data at previously simulated grid and conditional grid.
The process is repeatedly performed until simulation values at all desired nodes are determined. As a result, it generates conditional realizations, and can generate very large random fields at irregular grids as well as regular grids. Subsurface hydraulic conductivity frequently follows a log-normal distribution, and in other words log\(K\) is normal (e.g. Freeze and Cherry 1979; Domenico and Schwartz 1998). Sequential Gaussian simulation (SGS) is one method that seeks to overcome these problems. The underlying principle is that the error variance at each estimated point, \(\sigma_{SK}\), often referred to as the kriging variance, can be calculated from

\[
\sigma_{SK}(x_0) = \text{Cov}(0) - \sum_{i=1}^{k} \lambda_i \text{Cov}(x_0, x_i) \quad (A.8.19)
\]

With SGS, the value estimated by Equation (8.7) is treated as the expectant. SGS then makes a stochastic estimate of the value by adding a residual sampled from a Gaussian distribution of variance, \(\sigma_{SK}^2\), as obtained from Equation (8.19) (hence Gaussian simulation). This value is then added to the collection of observations (i.e. the right-hand side of Equation (8.7)). This procedure is repeated sequentially for each desired value of \(x_0\). It should be appreciated that the matrices in the kriging equation also become increasingly larger with each estimate. Consequently, these calculations become very computationally intensive and one needs special algorithms to make them feasible (Gomez-Hernandez and Journel 1993).

Figure A. 15 Comparison between methods to handle spatial variability (after Carrera and Mathias 2010)
A.9 Theory of heat transport in groundwater

If the properties of fluid and geologic material are independent of temperature, the
three-dimensional heat transport equation under the can be written as (Domenico and Schwartz
1998):

\[
\frac{k_e}{\rho} \nabla^2 T - \frac{\rho_w c_w}{\rho} \nabla \cdot (Tq) = \frac{\partial T}{\partial t} \tag{A.8.20}
\]

where \( T \) is the temperature; \( t \) is time; \( \rho_w \) and \( c_w \) are, respectively, density and specific heat of the
fluid and \( \rho \) and \( c \) are, respectively, density and specific heat of the geologic material (bulk values); \( q \)
is the seepage velocity or specific discharge vector; and \( k_e \) is a term that includes the effective
thermal conductivity of the geologic material (bulk value).

Recent studies, however, suggest the importance of temperature dependence with respect to
solution robustness in groundwater modeling (Ma and Zheng 2010; Engeler et al. 2011). SEAWAT
used in this study also calculates groundwater flow and temperature transport with greater accuracy
by using iterative processes. The variable-density solute-transport and ground-water flow equation
(tensors and vectors shown in bold) is represented as:

\[
\nabla \left[ \rho \frac{\mu}{\mu} K_0 \left( \nabla h_0 + \frac{\rho}{\rho_0} \nabla \right) \right] = \rho \frac{S_{s,0}}{\mu} \frac{\partial h_0}{\partial t} + \theta \frac{\partial C}{\partial t} + \rho \frac{q_s}{\mu} \tag{A.8.21}
\]

where \( \rho_0 \) is the fluid density \([\text{ML}^{-3}]\) at the reference concentration and reference temperature; \( \mu \) is dynamic
viscosity; \( K_0 \) is the hydraulic conductivity tensor of material saturated with the reference fluid; \( h_0 \) is the
hydraulic head measured in terms of the reference fluid of a specified concentration and temperature (as the
reference fluid is commonly freshwater); \( S_{s,0} \) is the specific storage, defined as the volume of water released
from storage per unit volume per unit decline of \( h_0 \); \( t \) is time; \( \theta \) is porosity; \( C \) is salt concentration \([\text{ML}^{-3}]\);
and \( q_s \) is a source or sink \([\text{T}^{-1}]\) of fluid with density \( \rho_s \).

Equation (8.21) represents solute transport, not only heat transport under the variable condition of
density and viscosity. The fluid density and viscosity can be calculated using concentrations from one or
more solute species. These equations of state relate the density and viscosity terms in equation 1 to one or
more of the MT3DMS species concentrations \((C^k)\). Equation (8.21) can also be used to represent heat
transport. In this case, one of the MT3DMS solute species is used to represent temperature, and the
mathematical terms describing heat transport are converted into forms analogous to those used in Equation
By allowing one or more of the MT3DMS species to affect fluid density and viscosity, variable-density ground-water flow can be coupled with simultaneous solute and heat transport. SEAWAT utilized the density function of temperature as:

$$\rho = \rho_0 + \sum_{k=1}^{NS} \frac{\partial \rho}{\partial C^k} (C^k - C_0^k) + \frac{\partial \rho}{\partial T} (T - T_0) + \frac{\partial \rho}{\partial \ell} (\ell - \ell_0)$$  \hspace{1cm} (A.8.22)

where \( \frac{\partial \rho}{\partial \ell} \) can be calculated from the volumetric expansion coefficient for pressure, \( \beta_P \), using:

$$\frac{\partial \rho}{\partial \ell} = \rho_0^2 g \beta_P$$  \hspace{1cm} (A.8.23)

Dynamic viscosity is considered here to be a function of only temperature and solute concentration, which is the typical approach, and neglects the weak dependence of viscosity on fluid pressure. In SEAWAT, an alternative equation for dynamic viscosity has been implemented:

$$\mu = \mu_0(T) + \sum_{k=1}^{NS} \frac{\partial \mu}{\partial C^k} (C^k - C_0^k) = 239.4 \times 10^{-3} \cdot 10^{248.37 \cdot \frac{T}{1+133.83}}$$  \hspace{1cm} (A.8.24)
Appendix B

Comparison between calculated and measured values of groundwater temperature in study cases as

- **Case1a**: Trending heterogeneity and isotropy
- **Case1b**: Trending heterogeneity and anisotropy
- **Case1c**: Trending heterogeneity and large anisotropy

- **Case2a**: Stationary heterogeneity and isotropy
- **Case2b**: Stationary heterogeneity and anisotropy
- **Case2c**: Stationary heterogeneity and large anisotropy

- **Case3**: Case1b with tenth value in vertical hydraulic conductivity of riverbed
- **Case4**: Case1b with twice value in river width
- **Case5**: Case1b with isotropy condition in thermal diffusivity
- **Case6**: Case1b with tenth value in ranges in variograms
- **Case7**: Case1b with no-temperature dependence of fluid

- **Case8a**: Block averaged of Case1a
- **Case8b**: Block averaged of Case1b
Case 1a

BW3-1: Z = 15m

BW3-1: Z = 30m

BW3-1: Z = 60m

BW3-2: Z = 5m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 1b

BW3-1: Z = 15m

BW3-1: Z = 30m

BW3-1: Z = 60m

BW3-2: Z = 5m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 1c

BW3-1: $Z = 15m$

BW3-1: $Z = 30m$

BW3-1: $Z = 60m$

BW3-2: $Z = 5m$

BW3-4: $Z = 10.5m$

BW3-5: $Z = 4m$
Case 2a

BW3-1: Z = 15m

BW3-2: Z = 5m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 2b

BW3-1: \( Z = 15 \text{m} \)

BW3-1: \( Z = 30 \text{m} \)

BW3-1: \( Z = 60 \text{m} \)

BW3-2: \( Z = 5 \text{m} \)

BW3-4: \( Z = 10.5 \text{m} \)

BW3-5: \( Z = 4 \text{m} \)
Case 2c

BW3-1: Z = 15m

BW3-1: Z = 30m

BW3-1: Z = 60m

BW3-2: Z = 5m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 3

BW3-1: Z = 15m

BW3-4: Z = 10.5m

BW3-2: Z = 5m

BW3-5: Z = 4m

BW3-1: Z = 30m

BW3-1: Z = 60m
Case 4

BW3-1: Z = 15m

BW3-1: Z = 30m

BW3-1: Z = 60m

BW3-2: Z = 5m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 5

BW3-1: Z = 15m

BW3-1: Z = 30m

BW3-1: Z = 60m

BW3-2: Z = 5m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 6

BW3-1: Z = 15m

BW3-2: Z = 5m

BW3-3: Z = 30m

BW3-4: Z = 10.5m

BW3-5: Z = 4m

BW3-6: Z = 60m
Case 7

BW3-1: $Z = 15m$

BW3-1: $Z = 30m$

BW3-1: $Z = 60m$

BW3-2: $Z = 5m$

BW3-4: $Z = 10.5m$

BW3-5: $Z = 4m$
Case 8a

BW3-1: Z = 15m

BW3-2: Z = 5m

BW3-1: Z = 30m

BW3-1: Z = 60m

BW3-4: Z = 10.5m

BW3-5: Z = 4m
Case 8b

BW3-1: $Z = 15m$

BW3-2: $Z = 5m$

BW3-3: $Z = 30m$

BW3-4: $Z = 10.5m$

BW3-5: $Z = 60m$

BW3-6: $Z = 4m$
Appendix C

Simulation results of selected optimum in each study case at the last period \((t_i=264\text{day})\). Blue lines, red lines, and green arrows show groundwater head contours, temperature contours, and flow velocity vectors \((a: \text{directions and } b: \text{magnitudes})\), respectively.
Case 1a
Realization no.16; T=50 days; Maximum velocity = 260 m/d
Case 1a
Realization no. 16; T=150 days; Maximum velocity = 240 m/d
Case 1a
Realization no.16; T=264 days; Maximum velocity = 270 m/d
Case 1b
Realization no.4; T=50days; Maximum velocity = 130 m/d
Case 1b
Realization no.4; T=150 days; Maximum velocity = 110 m/d
### Case 1b

Realization no.4; T=264 days; Maximum velocity = 140 m/d

<table>
<thead>
<tr>
<th>Elevation (m asl)</th>
<th>Distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Diagram Description:
- The diagram illustrates the elevation changes and velocity vectors along the sections BW03-1 to BW03-5.
- The elevation data is plotted against the distance from the start point.
- The velocity vectors indicate the direction and magnitude of flow at various points along these sections.
- The river boundary is marked and is consistent across all sections.
Case 1c
Realization no. 13; $T=50$ days; Maximum velocity = 68 m/d
Case 1c
Realization no.13; T=150 days; Maximum velocity = 55 m/d
Case 1c
Realization no.13; T=264 days; Maximum velocity = 63 m/d
Case 3
Realization no. 4; $T=50$ days; Maximum velocity = 100 m/d
Case 3
Realization no.4; T=150 days; Maximum velocity = 120 m/d
Case 3
Realization no.4; T=264 days; Maximum velocity = 160 m/d
Case 4
Realization no.63; T=50days; Maximum velocity = 310 m/d
Case 4

Realization no.63; \( T=150 \) days; Maximum velocity = 270 m/d
Case 4

Realization no.63; T=264 days; Maximum velocity = 290 m/d
Case 5

Realization no.4; T=50 days; Maximum velocity = 130 m/d
Case 5
Realization no.4; T=150 days; Maximum velocity = 110 m/d
Case 5
Realization no.4; T=264 days; Maximum velocity = 140 m/d
Case 7
Realization no. 63; T = 50 days; Maximum velocity = 320 m/d
Case 7
Realization no. 63; $T=150$ days; Maximum velocity = 280 m/d
Case 7
Realization no.63; T=264 days; Maximum velocity = 300 m/d
Case 8a

Realization no.1; T=50 days; Maximum velocity = 97 m/d
Case 8a
Realization no.1; T=150days; Maximum velocity = 87 m/d
Case 8a

Realization no.1; T=264 days; Maximum velocity = 100 m/d
Case 8b
Realization no.17; T=50 days; Maximum velocity = 640 m/d
Case 8b
Realization no. 17; T=150 days; Maximum velocity = 390 m/d
Realization no. 17; T = 264 days; Maximum velocity = 650 m/d

Case 8b

Elevation (m asl)
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