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An automatic mesh generation method employing a dynamic bubble system can provide a high-quality mesh for electromagnetic finite element analysis. However, there is a problem that it takes very long time to compute bubbles' movement when a mesh with a huge number of elements is produced. It is possible to independently and simultaneously compute the bubbles' movement, therefore the computation of the bubbles' movement is suitable for a parallel computing. In order to shorten the computation time, the computation of bubbles' movement is parallelized with GPU. We propose a dynamic bubble system parallelized with GPU. As the result, the reduction of the computation time was achieved.
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I. INTRODUCTION

RECENTLY, Finite Element Analysis (FEA) is frequently done for design and performance survey of electromagnetic machines. As a preprocessing of FEA, mesh generation is necessarily required. It is well known that a mesh of good quality yields high analysis accuracy and short computation time. However, the mesh generation is usually very laborious and time consuming, especially in 3-D space. In order to solve the problem, a large number of methods for automatic mesh generation have been proposed. Among them, a 3-D automatic mesh generation method adopting a dynamic bubble system [1]-[3] is a promising mesh generation method. It is constructed with a dynamic bubble system and Delaunay division [4]. The dynamic bubble system generates a set of vertices inside an entire analysis region, and then the Delaunay division completes connection of the vertices to make a mesh.

The 3-D automatic mesh generation method employing the dynamic bubble system, proposed in [1], has a high ability to generate a high-quality mesh. On the other hand, it has a problem that it needs long computation time. That is, it requires a large computational cost to simulate bubbles’ movement, like an N-body problem. In the bubbles’ movement simulation, numerous bubbles move independently and simultaneously. Consequently, it is easily possible to parallelize the computation of the bubbles’ movement in order to shorten the computation time of mesh generation. Accordingly, we improve the 3-D automatic mesh generation method [1] by employing a Graphics Processing Unit (GPU) as a hardware device for the purpose of a parallel computing.

General-Purpose Computing on GPU (GPGPU) is a hardware acceleration device and recently has more than 500 cores. The GPGPU shows so high performance of a parallel computing that it can shorten the computation time of the bubbles’ movement mentioned above. So far, a few solvers with GPGPU for FEA have been proposed [5]-[8], however a method of mesh generation with GPU has not been reported yet.

Generally OpenMP or MPI is also used for parallel computing. However, since computation complexity on the movement of each bubble is very low and the number of bubbles is very large, the GPGPU is more suitable for the parallelized mesh generation using the dynamic bubble system than the OpenMP and the MPI.

In this paper, we propose a method to parallelize the dynamic bubble system with GPGPU and aim to accelerate an automatic tetrahedral mesh generation with keeping the quality of mesh.

II. DYNAMIC BUBBLE SYSTEM

A. Dynamic Bubble System

The dynamic bubble system [1] is a physical model using multiple bubbles. It generates and moves many bubbles in an analysis domain, and computes a dense disposition of them as possible. The disposition of nodes obtained by the dynamic bubble system has a smooth variation of sparse and dense. Therefore, it is promised that a high-quality mesh is generated [9], [10].

The bubble is usually a spherical particle which has a node at the center point, a radius, mass, and volume. The center location and radius of bubbles determine the bubbles’ motion with their interaction in the analysis domain, wherein the bubbles ultimately reach their stabilized disposition. The radius of each bubble is proportional to a desired mesh size, and each bubble acts on a force from other bubbles. Fig. 1 shows the procedure of the ordinary dynamic bubble system [1].

The ordinary dynamic bubble system has a problem that long computation time is necessary. Let the number of bubbles be N, and N × (N–1) computations is necessary in every time step. Consequently, the computation time explosively increases with increase of bubbles. However, recently, large-scale FEAs with several hundred thousand elements have been easily and frequently done, therefore the dynamic bubble system has to be improved to deal with several hundred thousand elements at least with short time as possible.
enforcing the system of (1) by iteration until a stable state is achieved.

The bubbles move until they reach the stable state. A filling ratio $Q$ is used as a stability criterion. $Q$ is defined as follows

$$Q = \frac{V_{\text{bubble}}}{V_{\text{region}}}$$

where $V_{\text{bubble}}$ is the volume of total bubbles and $V_{\text{region}}$ is the volume of the analysis region, respectively. $V_{\text{bubble}}$ is expressed as follows

$$V_{\text{bubble}} = \sum_{i=1}^{N} \alpha \left( V_i - \sum_{j=1}^{N} V_j \right)$$

where $V_j$ is the overlap volume of bubbles $i$ and $j$, $N$ is the total number of bubbles and $\alpha$ is the volume adjustment coefficient, respectively.

### III. BUBBLE SYSTEM PARALLELIZED WITH GPGPU

The calculation of a force between bubbles needs an $N$-loop computation when there are $N$ bubbles in an analysis region. On a CPU, the computation is performed in turn from 1 to $N$. On the other hand, a GPU can perform the computation in parallel as shown in Fig. 3.

The calculation of the force between bubbles is suitable for a parallel computing, and it is easily implemented with CUDA [11] for GPGPU. However, when only the force computation is parallelized with GPGPU, it takes very long time to communicate bubble data between a main memory for CPU and a device memory for GPU. Therefore, the amount of the data communicated between the main and the device memory has to be reduced in order to achieve to shorten the computation time. In this paper, not only the computation of the force between bubbles but also parallelizable processes are parallelized. Fig. 4 shows the flowchart of the proposed parallelized dynamic bubble system. A process concerned with a few bubbles, that is the “add and delete bubbles” process, is unsuitable for parallelization. Conversely, the other processes concerned with almost all the bubbles are exceedingly suitable for parallelization, so that all the processes except the “add and delete bubbles” process are parallelized, as shown in Fig. 4. Accordingly, it is very important to decide what process is parallelized or not, because it takes very long time to communicate data between
the main memory for CPU and the device memory for GPU.
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**Fig. 3.** Parallelization of loop statement with GPGPU.

**Fig. 4.** Flowchart of the parallelized dynamic bubble system.

### IV. COMPARISON OF COMPUTATION TIME IN CPU AND GPU

The usefulness of the automatic mesh generation employing the dynamic bubble system parallelized with GPGPU is verified on an example. An iron core model consisting of an iron core and a coil in 3-D space was meshed with a variety of number of elements. Fig. 5 shows the schematic drawing of the iron core model, and Fig. 6 shows one of meshes which were generated by the dynamic bubble system parallelized with GPGPU. In the GPU computation, the number of the threads which were launched on GPU was the number of the bubbles divided by 16.

Table I and Fig. 7 show the comparison of the computation time with a GPU (NVIDIA Tesla C2050) and with only a CPU (Intel Core i7 950 QuadCore 3.06 GHz). Here, a reduction rate \( \gamma \) defined as follows is used as an indicator of acceleration.

\[
\gamma = \frac{t_{CPU} - t_{GPU}}{t_{CPU}} \times 100
\]

where \( t_{CPU} \) and \( t_{GPU} \) are the computation time in the case of CPU and GPU, respectively. The speed-up ratio \( s \) is also defined as \( (t_{CPU}) / (t_{GPU}) \).

**TABLE I**

<table>
<thead>
<tr>
<th>Number of bubbles</th>
<th>Computation time of CPU [min.]</th>
<th>Computation time of GPU [min.]</th>
<th>Decreasing rate [%]</th>
<th>Speed-Up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>0.23</td>
<td>0.17</td>
<td>25.9</td>
<td>1.4</td>
</tr>
<tr>
<td>20,000</td>
<td>0.63</td>
<td>0.40</td>
<td>36.8</td>
<td>1.6</td>
</tr>
<tr>
<td>50,000</td>
<td>10.5</td>
<td>3.7</td>
<td>65.0</td>
<td>2.9</td>
</tr>
<tr>
<td>100,000</td>
<td>32.7</td>
<td>10.8</td>
<td>66.9</td>
<td>3.0</td>
</tr>
<tr>
<td>200,000</td>
<td>82.8</td>
<td>24.1</td>
<td>70.9</td>
<td>3.4</td>
</tr>
</tbody>
</table>

![Comparison of computation times with GPU and CPU](image2)

**Fig. 7.** Comparison of computation times with GPU and CPU.

Table II and Fig. 8 show the comparison of the computation time of each process in the case of 10,000 bubbles. Similarly, Table III and Fig. 9 show the comparison in the case of 200,000 bubbles. In both two cases, a high parallelization

In the case of small number of bubbles, a high rate of computation time reduction could not be attained. However, as the number of bubbles increases, the reduction rate gradually rises. It is achieved to drastically shorten the computation time of the dynamic bubble system by parallelizing with GPGPU when a sufficiently large number of elements are dealt with.
efficiency of the “compute the force between bubbles” and the “update information of bubbles” process is achieved, because these processes require an identical computation to all the bubbles. On the contrary, the reduction rate of the “calculate packing ratio” process is negative, because this process needs a different amount of computation to all the bubbles according to (5). Therefore, this process is unsuitable for a parallel computing when the number of bubbles is not so large. However, the “calculate packing ratio” process is performed in GPU in order to reduce the amount of data transferred between CPU and GPU.

The “other” process contains the rest of all the processes, such as the data transfer between CPU and GPU, the memory initialization, and so on, but all the contents of the “other” process in the computation with GPU do not accord with those with only CPU. The reason why the reduction rate of the “others” process also shows a negative value is that the GPU has to transfer data to the main memory for CPU. Data such as bubble arrangement information cannot be shared between the CPU and the GPU. The data has to be transferred at every step from CPU to GPU and from GPU to CPU. The transfer time is a hindrance to shorting computation time. On the other hand, the data transfer between CPU and GPU is unnecessary in the mesh generation with only CPU.

When the number of bubbles is large enough, it is achieved to shorten the computation time of all the process except the “others” process. Moreover, the ratio of the data transfer time to the time of the other process becomes small so that high parallelization efficiency is achieved.

V. CONCLUSIONS

In this paper, we propose an automatic mesh generation adopting a dynamic bubble system parallelized with GPGPU, and the acceleration of automatic mesh generation using a dynamic bubble system was achieved with the GPGPU. Since a few processes unsuitable for a parallel computing take very long time, a parallelization effect notably appears in case of a huge number of bubbles. We have achieved 70.9% reduction of the computation time by parallelizing with GPGPU.
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TABLE II

COMPUTATION TIME AND REDUCTION RATE OF 10,000 BUBBLES

<table>
<thead>
<tr>
<th>Number of bubbles</th>
<th>Computation time of CPU [sec.]</th>
<th>Computation time of GPU [sec.]</th>
<th>Reduction rate [%]</th>
<th>Speed-Up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>1.5×10⁶</td>
<td>100.0</td>
<td>6.2×10⁵</td>
<td></td>
</tr>
<tr>
<td>Updating information of bubbles</td>
<td>1.6</td>
<td>2.4×10⁵</td>
<td>64.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Add and delete bubbles</td>
<td>6.9×10⁵</td>
<td>7.1</td>
<td>91.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Calculate packing ratio</td>
<td>3.9</td>
<td>1.1</td>
<td>99.9</td>
<td>0.1</td>
</tr>
<tr>
<td>Others</td>
<td>1.5</td>
<td>2.9</td>
<td>90.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Total</td>
<td>8.3×10⁻¹</td>
<td>1.4</td>
<td>97.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Fig. 8. Comparison of computation times of each process with GPU and CPU in the case of 10,000 bubbles.

TABLE III

COMPUTATION TIME AND REDUCTION RATE OF 200,000 BUBBLES

<table>
<thead>
<tr>
<th>Number of bubbles</th>
<th>Computation time of CPU [sec.]</th>
<th>Computation time of GPU [sec.]</th>
<th>Reduction rate [%]</th>
<th>Speed-Up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>44.1</td>
<td>1.0×10²</td>
<td>100.0</td>
<td>2.8×10²</td>
<td></td>
</tr>
<tr>
<td>Updating information of bubbles</td>
<td>1.0</td>
<td>9.0×10¹</td>
<td>90.0</td>
<td>1.1×10¹</td>
</tr>
<tr>
<td>Add and delete bubbles</td>
<td>1.3×10⁵</td>
<td>2.1×10⁵</td>
<td>83.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Calculate packing ratio</td>
<td>27.0</td>
<td>20.8</td>
<td>35.9</td>
<td>1.3</td>
</tr>
<tr>
<td>Others</td>
<td>8.3×10⁻¹</td>
<td>1.4</td>
<td>97.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Total</td>
<td>8.3</td>
<td>24.1</td>
<td>71.0</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Fig. 9. Comparison of computation times of each process with GPU and CPU in the case of 200,000 bubbles.