A Method for Improving SVM-based Image Classification Performance Based on a Target Object Detection Scheme

Soh Yoshida (student member)†, Hiroshi Okada †, Takahiro Ogawa (member)†, Miki Haseyama (member)†

Abstract This paper presents a new method to improve performance of SVM-based classification, which contains a target object detection scheme. The proposed method tries to detect target objects from training images and improve the performance of the image classification by calculating the hyperplane from the detection results. Specifically, the proposed method calculates a Support Vector Machine (SVM) hyperplane, and detects rectangular areas surrounding the target objects based on the distances between their feature vectors and the separating hyperplane in the feature space. Then modification of feature vectors becomes feasible by removing features that exist only in background areas. Furthermore, a new hyperplane is calculated by using the modified feature vectors. Since the removed features are not part of the target object, they are not relevant to the learning process. Therefore, their removal can improve the performance of the image classification. Experimental results obtained by applying the proposed methods to several existing SVM-based classification method show its effectiveness.
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1. Introduction

Image classification, which assigns an image to its belonging class, is one of the fundamental problems in the field of computer vision. In order to realize image classification, a successful image representation and accurate classifiers are necessary.

In image representation, local features are typically extracted from images. Since SIFT1) and HOG2) are capable to capture distinctive details of the images, they have become popular features for image representation. However, since they are sensitive to noise, such features are rarely fed into classifiers directly3). Instead, a common strategy is to integrate the local features into a global image representation. Specifically, the Bag of Features (BoF) based approaches have been mainly applied because of their simplicity and effectiveness3), and have performed to yield good performance on many challenging classification tasks4)–9). In addition, further two improvements have been widely adopted. One is coding methods, which avoid information loss in the feature quantization for training BoF10)–11). The other is Spatial Pyramid Matching, which considers information about the spatial layout of local features12)–13). Although these improvements reduce the influence of noisy local features, there still exists a problem that classifiers are sensitive to them. Therefore, we need to reduce noisy features when learning a classifier for each class.

These noisy features tend to be extracted from areas which do not include target objects such as background areas. Thus, removal of areas other than the target objects in feature extraction step is effective for learning a classifier. However, since images are captured in various environments, object conditions, such as size, location and pose are generally unknown, and then, we have to estimate areas including target objects from only the provided training images.

In this paper, we propose a new method to improve the performance of SVM classification by removing non-relevant features to the target object. In the proposed method, we adopt the following two novel procedures: (i) detection of target objects and (ii) calculation of a hyperplane from modified feature vectors. First, in (i), areas including the target objects are detected by monitoring distances between their feature vectors and the separating hyperplane. This hyperplane is calculated by Support Vector Machine (SVM)14) using entire training images including the target objects. Since the monitored distance provides “the probability of membership in a particular class corresponding to the target object”15), the detection of the target objects becomes feasible. Therefore, in (ii), we can modify feature vectors by removing features that exist only in background areas. Then a new hyperplane can be also obtained as an updated classifier by using these feature vectors. Since the classifier can be obtained from the target objects, the other background areas do not affect the learning process. Then
the problems of the conventional methods, specifically sensitivity to noisy features are solved, and the performance of image classification can be improved.

This paper is organized as follows. Section 2 provides a brief review of SVM. Section 3 presents the proposed method, which improves the SVM-based image classification performance based on a target object detection scheme. Section 4 provides experimental results that verify the performance of the proposed method. Finally, Section 5 presents concluding remarks.

2. Support Vector Machine

This section briefly shows Support Vector Machine (SVM)\(^{(1)}\) for two-class classification. Given a training dataset consisting of \(N\) vectors \(\mathbf{x}_i \in \mathbb{R}^d (i = 1, 2, \cdots, N)\) and their corresponding class labels \(y_i \in \{-1, 1\}\), the feature vectors \(\mathbf{x}_i\) are mapped into a high-dimensional feature space to obtain \(\Phi(\mathbf{x}_i) \in \mathbb{R}^d (d' \gg d)\). Then the separation of the two different classes becomes feasible through an optimal hyperplane defined by a weight factor \(\mathbf{w} \in \mathbb{R}^d\) and a bias \(b \in \mathbb{R}\). Specifically, the optimal hyperplane is defined as:

\[
f^{\text{svm}}(\mathbf{x}) = \mathbf{w}^T \Phi(\mathbf{x}) + b, \tag{1}
\]

where \(\mathbf{x}\) is an input vector whose class label is unknown. The class label of \(\mathbf{x}\) is determined according to \(y = \text{sign}[f^{\text{svm}}(\mathbf{x})]\). If \(y\) is positive, \(\mathbf{x}\) belongs to the positive class whose label is 1. Otherwise, it belongs to the negative class of \(-1\).

The aim of SVM is finding the optimal hyperplane which minimizes the cost function consisting of two criteria, namely margin maximization and error minimization. The final result of Eq. (1) using a Lagrangian formulation is shown as follows\(^{(2)}\):

\[
f^{\text{svm}}(\mathbf{x}) = \sum_{i=1}^{N} \alpha_i y_i K(\mathbf{x}_i, \mathbf{x}) + b, \tag{2}
\]

where \(K(\cdot, \cdot)\) is a kernel function, which defines an inner product in the feature space \(\mathbb{R}^{d'}\). Next, the coefficients \(\alpha_i\) are obtained by solving the following convex Quadratic Programming (QP) problem:

Maximize \(\sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j y_i y_j K(\mathbf{x}_i, \mathbf{x}_j)\),

subject to \(\sum_{i=1}^{N} \alpha_i y_i = 0\), \(0 \leq \alpha_i \leq C\), \((i = 1, 2, \cdots, N)\),

where \(\alpha_i\) are the Lagrange multipliers and \(C\) is a constant which represents a tradeoff between the number of misclassified samples in the training set and separation of the rest samples with maximum margin.

It should be noted that the output values \(f^{\text{svm}}(\mathbf{x})\) in Eq. (2) is obtained based on the distance between \(\Phi(\mathbf{x})\) and the hyperplane, and it can represent the degree of how the input feature vectors are likely to positive examples\(^{(1)}\). Therefore, in this paper, we focus on the output values of \(f^{\text{svm}}(\mathbf{x})\) to realize target object detection by using these values.

3. Classification Performance Improvement Using Target Object Detection

This section shows the performance improvement method of image classification. Given a set of images, which contain positive examples including target objects and negative examples not including them, we first calculate a separating hyperplane of SVM as shown in the previous section. In order to improve the image classification performance, we adopt a target object detection scheme. Specifically, the proposed method performs the following two procedures:

\section*{Step 1 Detection of areas where target objects are included based on distances from the hyperplane of SVM}

First, in \textbf{Step 1}, local blocks, which contain the target object, are detected from the positive examples by using the hyperplane of SVM. These blocks are called “positive-blocks”, hereafter. Next, in \textbf{Step 2}, a new hyperplane is calculated by using modified feature vectors obtained from these positive-blocks. Since the classifiers can be obtained from only the target objects, the other background areas do not affect the learning process. Therefore, by automatically narrowing down the area where the target objects are located in the training images, the classification performance improvement can be realized.

In this section, we first explain the details of the SVM-based detection of the positive-blocks (\textbf{Step 1}) in 3.1. Secondly, we show the calculation of a new hyperplane of SVM by using the modified feature vectors of detected positive-blocks (\textbf{Step 2}) in 3.2. Finally, multiclass image classification using the proposed method is presented in 3.3.

\subsection*{3.1 Detection of Positive-Blocks}

In this subsection, we explain the detection of positive-blocks. Let \(F_{\text{pos}}^{\text{pos}}(i = 1, 2, \cdots, N)\) denote the positive examples, \(i.e.,\) images including target objects, in the training dataset, where \(N\) is the number of the positive examples. First, for each image \(F_{\text{pos}}^{\text{pos}}\), the proposed method clips local blocks of various sizes, and these clipped blocks are defined as \(g_{\text{pos}}^{\text{pos}}(s = 1, 2, \cdots, S, m = 1, 2, \cdots, M_{\text{pos}}^{\text{pos}})\). Note that since the notation of the clipped local blocks \(g_{\text{pos}}^{\text{pos}}\) is complicated, we explain its details below.

First, \(s\) represents an index which indicates a group which
has the same area, i.e., “the same number of pixels within clipped local blocks”. In our method, local blocks of various sizes and aspect ratios are clipped from each positive example $F_{j}^{pos}$. Then we group local images, whose areas are the same, together and represent this group as $A_i$ by using the index $s$ as shown in Fig. 1. In the proposed method, we set $S = 4$, i.e., the four groups $A_i(s = 1, 2, 3, 4)$ including different areas are used as shown in Table 1. For each group $A_i$, local blocks with several aspect ratios are obtained from the positive example $F_{j}^{pos}$. Specifically, we use local windows of nine kinds of aspect ratios shown in Table 2 and clip the local blocks $b_{l,s,m}^{pos}$ by using these local windows. Note that $M_{l,s}^{pos}$ represents the number of the clipped local blocks, whose group is $A_i(s = 1, 2, · · · , S)$, in the positive example $F_{j}^{pos}$. As described above, $M_{l,s}^{pos}$ local images have various aspect ratios, but the areas, i.e., the numbers of pixels, within the blocks are the same. In this way, we obtain $M_{l,s}^{pos}$ local blocks for each group $A_i$ from $F_{j}^{pos}$. This means $\sum_{l,s=1}^{S} M_{l,s}^{pos}$ local blocks are obtained for each positive example $F_{j}^{pos}$ as shown in an example of Fig. 1.

In the proposed method, we calculate feature vectors $x_{l,s,m}^{pos}$ from $b_{l,s,m}^{pos}$. Then, for each positive example $F_{j}^{pos}$, $S$ kinds of positive blocks $b_{l,s}^{pos}(s = 1, 2, · · · , S)$ are calculated. Specifically, for each group $A_i(s = 1, 2, · · · , S)$, its positive-block is obtained as follows:

$$b_{l,s}^{pos} = b_{l,s,m}^{pos},$$

where

$$m_{l,s}^{opt} = \arg \max_{m=1,2,...,M_{l,s}} f_{svm}(x_{l,s,m}^{pos}).$$

In the above equation, $f_{svm}(x_{l,s,m}^{pos})$ is the output value of SVM as shown in Eq. (2) of the previous section. Note that the hyperplane of the SVM is calculated from the positive examples $F_{j}^{pos}(i = 1, 2, · · · , N)$ and other negative examples. From Eq. (4), the proposed method selects the positive-block $b_{l,s}^{pos}$ for each group $A_i(s = 1, 2, · · · , S)$. Therefore, $S$ kinds of the positive-blocks are obtained for each positive example $F_{j}^{pos}$ as shown in Fig. 2.

As shown in the previous section, the output value $f_{svm}(x_{l,s,m}^{pos})$ is based on the distance between the vector $\Phi(x_{l,s,m}^{pos})$ and the hyperplane in the high-dimensional feature space. Furthermore, $f_{svm}(x_{l,s,m}^{pos})$ represents the degree of how the input feature vectors $x_{l,s,m}^{pos}$ are likely to the positive examples corresponding to the target object. Therefore, by selecting the local blocks whose outputs of SVM become maximum, the detection of the positive-blocks including the target objects becomes feasible.

### 3.2 Calculation of New Hyperplane from Modified Feature Vectors

This subsection shows the update of the hyperplane of SVM by using the positive-blocks $b_{l,s}^{pos}(i = 1, 2, · · · , N, s = 1, 2, · · · , S)$ detected in the previous subsection. As shown in Fig. 2, $S$ positive-blocks $b_{l,s}^{pos}(s = 1, 2, · · · , S)$ are detected for each positive example $F_{i}^{pos}$. They have different areas, i.e., different number of pixels, but tend to include the target object. Before updating the hyperplane of SVM, the proposed method adopts one procedure which selects one optimal positive-block from $b_{l,s}^{pos}(i = 1, 2, · · · , N, s = 1, 2, · · · , S)$ for each positive example $F_{i}^{pos}$. This procedure aims to select the smallest positive-block which circumscribes the target object. If the positive-blocks are larger than the target object, they also include other background areas. On the other hand, if positive-blocks are smaller than the target object, they may lose important information of the target object. Therefore, in the proposed method, we try to select the smallest positive-block circumscribing the target object. Specifically, as shown in Fig. 3, the smallest $s$ satisfying

$$f_{svm}(x_{l,s}^{pos}) - f_{svm}(x_{l,s+1}^{pos}) > 0.$$
is selected as \(s_{j}^{\text{opt}}\) to provide the optimal positive-block \(b_{i,j}^{\text{pos}}\), where \(s_{i,j}^{\text{pos}}\) is a feature vector of \(b_{i,j}^{\text{pos}}\). Generally, for \(s(s < s_{j}^{\text{opt}})\), their positive-blocks tend to include the background, and the output of SVM tends to become smaller. On the other hand, for \(s(s > s_{j}^{\text{opt}})\), their positive-blocks cannot include the whole area of the target object, and the output of SVM tends to also become smaller as shown in Fig. 3. Therefore, the proposed method selects \(s_{j}^{\text{opt}}\) by using Eq. (6).

In this way, we can obtain the optimal positive-block \(b_{i,j}^{\text{pos}}\) for each positive example \(F_{i}^{\text{pos}}\). Therefore, the proposed method updates the hyperplane of SVM from these positive-blocks \(b_{i,j}^{\text{pos}}(i = 1, 2, \ldots, N)\) circumscribing the target objects. Note that feature vectors obtained from \(b_{i,j}^{\text{pos}}\) correspond to the modified feature vectors in this paper. Then improvement of the classification performance can be expected by using the updated hyperplane.

### 3.3 Multiclass Image Classification

This subsection presents the multiclass classification based on the proposed method. Traditionally, the SVM-based multiclassification has been proposed\(^9\), and we also follow this scheme.

By using the procedures shown in the previous subsections, the proposed method can update the classifier from the positive-blocks \(b_{i,j}^{\text{pos}}\). In the multiclass classification problem including the two-class problem, we generally prepare training samples for each class. Given \(K\) classes, we denote each class as \(k(k = 1, 2, \ldots, K)\) and define its training examples as \(F_{i}^{k}(i = 1, 2, \ldots, N^{k})\) (\(N^{k}\) is the number of training examples belonging to class \(k\)).

First, for each class \(k\), we calculate an initial hyperplane \(H_{k}\) of SVM by using \(F_{i}^{k}(i = 1, 2, \ldots, N^{k})\) as positive examples and \(F_{i}^{k}(k' = 1, 2, \ldots, K|k' \neq k), i = 1, 2, \ldots, N^{k}\) as negative examples. Next, by using the obtained hyperplane \(H_{k}\), the calculation of the optimal positive-blocks \(b_{i,j}^{\text{pos}}\) is performed, and the updated hyperplane \(\hat{H}_{k}\) is obtained for each class \(k\). Note that the updated hyperplane is calculated by using \(b_{i,j}^{\text{pos}}\) as positive examples and \(F_{i}^{k}’(k' = 1, 2, \ldots, K)\) as negative examples. Then, for all classes \((k = 1, 2, \ldots, K)\), the proposed method can provide the classifiers which can consider their target objects.

Finally, the proposed method performs classification of a new sample by using the obtained hyperplane \(\hat{H}_{k}(k = 1, 2, \ldots, K)\). Given a feature vector \(x\) of a target sample whose belonging class is unknown, the proposed method determines its class \(\hat{k}\) as follows:

\[
\hat{k} = \arg \max_{k=1,2,...,K} f_{k}^{\text{svm}}(x),
\]

where \(f_{k}^{\text{svm}}(\cdot)\) is the function of class \(k\), i.e., it represents the hyperplane \(\hat{H}_{k}\). Then, by using Eq. (7), image classification becomes feasible.

### 4. Experimental Results

In this section, we verify the performance of the proposed method by using the general object datasets including Caltech 101\(^7\) and Caltech 256\(^6\).

#### 4.1 Datasets Used for Verification

In this subsection, we explain the details of the datasets Caltech 101 and Caltech 256, in which each image contains a certain object and a cluttered background. Their details are shown as follows.

(i) **Caltech 101**

This dataset (collected by Fei-Fei et al.\(^7\)) contains 9,144 images in 101 object categories including animals, vehicles, flowers, buildings, etc. The number of images per category varies from 31 to 800. The significance of this dataset is its large inter-class variability.

(ii) **Caltech 256**
This dataset (collected by Griffin et al.\textsuperscript{16}) contains 30,607 images from 256 object categories, and each category contains at least 80 images. Caltech 256 is an extension of Caltech 101. The significance of this dataset is its large inter-class variability, as well as a larger intra-class variability than Caltech 101. Furthermore, there is no alignment among the object categories.

**Fig. 4** gives some example images. Compared with Caltech 101, Caltech 256 presents much greater variation in object size, location and pose.

### 4.2 Image Classification Results

In this subsection, we first verify the efficiency of the target object detection realized by the proposed method. **Fig. 5** shows detection results of the optimal positive-blocks. As shown in this figure, it can be seen that the proposed method can detect blocks circumscribing the target objects.

Next, we show the image classification results obtained by using the two datasets, Caltech 101 and Caltech 256. We followed the experimental setup of Grauman and Darrell\textsuperscript{18} and J. Zhang et al.\textsuperscript{19}, namely, we trained on 30 images per class from each dataset.

**Table 3** Classiﬁcation accuracy (%) comparison on Caltech 101 and Caltech 256.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Datasets</th>
<th>Conventional method</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM\textsuperscript{10}</td>
<td>Caltech 101</td>
<td>44.8 ± 0.7</td>
<td>46.2 ± 0.9</td>
</tr>
<tr>
<td>SVM-KNN\textsuperscript{16}</td>
<td>Caltech 101</td>
<td>38.8 ± 0.6</td>
<td>39.9 ± 0.8</td>
</tr>
<tr>
<td></td>
<td>Caltech 256</td>
<td>10.1 ± 0.7</td>
<td>11.1 ± 0.5</td>
</tr>
<tr>
<td>SVM-KNN\textsuperscript{16}</td>
<td>Caltech 256</td>
<td>64.6 ± 0.3</td>
<td>65.3 ± 0.5</td>
</tr>
<tr>
<td></td>
<td>Caltech 101</td>
<td>32.3 ± 0.5</td>
<td>33.1 ± 0.8</td>
</tr>
<tr>
<td>Lazebnik SPM\textsuperscript{4}</td>
<td>Caltech 256</td>
<td>64.2 ± 0.3</td>
<td>65.6 ± 0.7</td>
</tr>
<tr>
<td></td>
<td>Caltech 101</td>
<td>31.1 ± 0.8</td>
<td>32.5 ± 0.6</td>
</tr>
<tr>
<td>Bosch SVM\textsuperscript{15}</td>
<td>Caltech 101</td>
<td>71.2 ± 0.3</td>
<td>72.8 ± 0.5</td>
</tr>
<tr>
<td></td>
<td>Caltech 256</td>
<td>36.3 ± 0.5</td>
<td>37.6 ± 0.7</td>
</tr>
</tbody>
</table>
class and tested on the rest. For efficiency, we limit the number of test images to 50 for Caltech 101 and 25 for Caltech 256 per class. Table 3 provides the resultant classification performance on these two datasets. Note that we repeated this verification three times and then calculated the average classification accuracy and the corresponding standard deviation.

As shown in Table 3, we applied the proposed method to several conventional classification methods based on SVM. In order to confirm the improvement by our method, we show the classification results with those of individual classification methods. Note that in this experiment, SVM in[10] and Support Vector Data Description(SVDD) in[15] adopted SIFT features for constructing their classifiers. The settings of SIFT features were based on those in[17]. In addition, experimental settings of SVM-KNN[16], Lazebnik SPM[4] and Bosch SVM[17] were followed in each reference.

When detecting positive-blocks by the proposed method, we used different image representation with those used in the conventional methods. Specifically, we used two representations[17], Pyramid Histogram Of visual Words (PHOW) and Pyramid Histograms Of Gradients (PHOG) which are calculated based on SIFT and HOG, respectively. Note that in this calculation, we used the same settings shown in[17]. In this experiment, HOG is discretized into 40 orientation bins. Furthermore, SPM kernel[4] with three levels of $1 \times 1$, $2 \times 2$ and $4 \times 4$ is adopted. After detecting the positive-blocks, we calculated the classifiers by the conventional methods based on the same conditions shown in the above.

From the results shown in Table 3, we can see that the use of the proposed method always outputs better performance than the individual one. In addition, for both datasets, we randomly select 5, 10, 15, 20, 25, 30 images for training, respectively, and test on the rest. In this experiment, we verify the robustness of the image classification performance based on the proposed and conventional methods for the number of training images. This verification scheme was adopted among several reports[4][14][16], and thus, we also adopted it in this experiment. Fig. 6 shows our results and the results obtained by others as the number of training images is varied.

It can be also seen that the performance improvement is realized by introducing our method into those SVM-based conventional classification methods.

From the above experimental results on the two datasets, we can verify the effectiveness of the proposed method. Then performance improvements of SVM-based classification methods can be achieved by the proposed method.

5. Conclusions

This paper has presented a method to improve performance of SVM-based classification, which contains a target object detection scheme. The proposed method is composed of two procedures, detection of target objects and calculation of a hyperplane from modified feature vectors. By using these procedures, we can obtain blocks circumscribing the target objects and calculate the new hyperplane of SVM by the modified feature vectors which extracted from these blocks. Then improvements of the classification performance becomes feasible by using the modified hyperplane. Experimental results using the two datasets, Caltech 101 and Caltech 256, have shown the effectiveness of the proposed method.
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