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Abstract

Comparisons of relative humidity (RH) measurements between the Meisei RS-06G radiosonde and a chilled-mirror hygrometer revealed that the RS-06G radiosonde shows a stepwise change of ~3% RH at 0°C (drying when air temperature is decreasing). This is due to a discontinuous correction factor in the processing software that compensates for the temperature dependence of the RH sensor. Results from chamber experiments regarding the temperature and RH dependence of RS-06G RH sensors under steady-state conditions showed a wet bias exceeding 7% RH below ~+10°C. As this result contradicted previous in-flight intercomparisons that used the original manufacturer’s correction, we investigated a possible additional dry bias caused by a thermal lag in the RH sensor. We speculated that the thermal lag of the RH sensor typically causes a dry bias during a tropospheric ascent, which largely compensates for the wet bias related to the temperature and RH dependence of the RH sensor. We observed that the experimental results of the temperature and RH dependence considering the thermal lag were in agreement with the extrapolation of the original manufacturer’s correction. Consequently, we proposed to extrapolate the original manufacturer’s correction, which is currently applied at temperatures between −40°C and 0°C, up to +14.5°C to resolve the artificial stepwise change at 0°C. Because the RS-06G radiosonde is a successor to the Meisei RS-01G and RS2-91 radiosondes, which have adopted the same RH sensor material installed since July 1999 and have used the same processing software, the current results should be applied to the data obtained by those radiosondes. The bias of RS-06G RH measurements using this new correction is estimated to be within 7% RH, which is within the manufacturer’s specifications, being drier at +40°C and wetter between −40°C and +10°C.
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1. Introduction

Relative humidity (RH) measurements from radiosondes are widely used in both operational and research applications. The Meisei RS-06G radiosonde is a successor to the Meisei RS-01G (introduced 2002) and Meisei RS2-91 (introduced 1991) rawinsonde, and it has been used operationally in Japan, Indonesia, Sri Lanka, and Taiwan. All of these models are currently in use, with the same RH sensor installed since July 1999 (Ishihara 2004), although the models have undergone changes in the sensor cap (Shimizu et al. 2008). For brevity, references in this paper to the RS-06G RH sensor also apply to the same sensor on the RS-01G and RS2-91 (only after the middle of 1999) models. During development of the balloon-borne chilled-mirror hygrometer (Sugidachi 2011), on the other hand, we used the RS-06G radiosonde and found that the RS-06G RH profiles always showed a stepwise change of ~3% RH at 0°C. Figure 1 shows an example of simultaneous soundings from the RS-06G and the cryogenic frostpoint hygrometer (CFH) (Vömel et al. 2007a), and the RS-06G RH profile shows a stepwise
drying (wetting) of ~3% RH at 3850 m, 4000 m, and 4600 m; i.e., at 0°C air temperature, when the temperature is decreasing (increasing) through 0°C. A similar stepwise change of this magnitude is commonly observed in RS-06G RH data from other soundings. This stepwise change is related to the correction of RS-06G RH measurements by the processing software to compensate for the temperature dependence of the RH sensor. The RS2-91 (and subsequently RS-01G and RS-06G) RH sensor is a thin-film capacitive sensor, in which a thin hydrophilic polymer layer on a glass substrate acts as the dielectric of a capacitor (Sakota et al. 1999). The capacitance changes in response to the number of water molecules permeating from ambient air into the polymer. The relationship between the capacitance and the RH of ambient air is determined by factory calibration procedures. As the individual thin-film capacitive RH sensors slightly differ, every RS2-91 (and subsequently RS-01G and RS-06G) RH sensor is calibrated in the factory at RH levels of 15%, 30%, 50%, 70%, 90%, and 95% RH at a constant air temperature of +25°C to obtain a set of instrument-specific calibration coefficients (Sakota et al. 1999). According to Ishihara (2004), RS2-91 started using a new RH sensor in July 1999, and the same sensor was used later in RS-01G and RS-06G models. After a moist bias was discovered, especially below freezing, the following temperature dependence correction has been applied, starting about February 2003, to all RH measurements at air temperatures between −40°C and 0°C obtained using these models:

\[
\Delta RH = K_0 + K_1 T + K_2 T^2
\]

\[
RH_{\text{corr}} = RH_0 - \Delta RH
\]

\[
(\text{−40°C} \leq T \leq 0°C)
\]

where \(\Delta RH\) (%) is the correction amount, \(T\) (°C) is the air temperature uncorrected for solar heating, \(RH_0\) (%) is the uncorrected RH, \(RH_{\text{corr}}\) (%) is the corrected RH, and \(K_i\) is a constant (\(K_0 = 2.86\), \(K_1 = -1.68 \times 10^{-1}\), \(K_2 = -2.02 \times 10^{-3}\)). While the Japan Meteorological Agency (JMA) only officially reports radiosonde RH measurements above −40°C, in RS-06G RH measurements for research applications, the correction in Eq. (1) is further extrapolated to below −40°C (Meisei 2012, personal communication). The largest correction factor is 6.4% RH at −40°C, and the smallest is 2.86% RH at 0°C. Therefore, the correction has a finite value of 2.86% RH at 0°C, causing an artificial stepwise
change of ~3% RH at 0°C, as shown in Fig. 1. Although the manufacturer claims that the accuracy of the RS-06G is 7% RH, this correction for the temperature dependence produces an unrealistic stepwise change at a key atmospheric level, the 0°C level, and this requires revision.

The atmospheric 0°C level (~3 km in mid-latitudes and ~5 km in the tropics) is the melting layer, where falling ice particles or snowflakes become liquid water (Houze 1993). This melting layer is important for precipitation processes and cloud dynamics. In radar meteorology, the melting layer is known as the bright band, and it produces intense radar echoes. Although atmospheric characteristics can significantly change at the 0°C level, the stepwise change of ~3% RH obtained using the RS-06G RH sensors is not realistic but is artificially generated as explained above. In this study, we investigate the temperature and RH dependence of the RS-06G RH sensor in a chamber for developing a more appropriate correction curve that is continuous at 0°C.

In general, thin-film capacitive RH sensors may be subject to several other sources of error, depending on the manufacturer and model of radiosondes, including a slow sensor response at low temperatures, contamination errors caused by supercooled cloud droplets, bias errors related to non-water molecules being absorbed into the hydrophilic polymer layer, and dry bias errors due to differences between the RH sensor temperature and the ambient air temperature caused by a thermal lag of the RH sensor during radiosonde ascent and by solar heating during daytime flights (e.g., Wang et al. 2002; Miloshevich et al. 2001; Vömel et al. 2007b; Yoneyama et al. 2008). Among these errors, the thermal lag of the RH sensor is caused by the finite time required for RH sensors to reach equilibrium with the changing ambient air temperature during flight (e.g., Morrissey and Brousaides 1970; Williams and Acheson 1976; WMO 2008). In this study, we also investigate the thermal lag of the RS-06G RH sensor using a laboratory-based thermostatic chamber test.

The remainder of this paper is organized as follows. Section 2 describes two experiments, and their results, which test the temperature dependence and thermal lag of the Meisei RS-06G RH sensor. Section 3 proposes a new correction for RS-06G RH measurements based on results from these two experiments and provides an example of the application of the new correction. Section 4 provides a summary and concluding remarks.

2. Experiments

2.1 Estimation of temperature dependence between −50 and +40°C

We estimated the temperature dependence of 10 RS-06G RH sensors by comparing them with reference instruments under various chamber conditions, at air temperatures from −50 to +40°C, and at RH levels from 20% to 80% (The Ishihara (2004) correction was derived using tests in a similar chamber). We built a special experimental setup for this experiment. Figure 2 shows the overall configuration of this experiment. Five RS-06G RH sensors and reference sensors were placed in a polyvinyl chloride (PVC) pipe with an inner diameter of 65 mm, which was then placed in the thermostatic chamber (Espec PSL-4KH). This chamber can control temperature between −70 and +150°C and humidity within 20–98% RH above −10°C. The internal volume of the chamber is 800 l. An RF-100 platinum resistance thermometer (Electric Temperature Instruments (ETI)) was used as a reference temperature sensor, and the FDW10 chilled-mirror hygrometer (Azbil Corporation; Ibeta and Kanai 2008) was used as a reference dew point sensor (see Table 1 for the manufacturer’s specifications for these instruments). An airflow of about 2 m s⁻¹ was produced within the pipe using a fan located at its entrance to ensure uniformity in the measurement air. Two sets of five RS-06G RH measurements were made. As stated in note (1) in Table 1, the first set of five radiosondes represented four manufacturing batches, and the second set of radiosondes was from the same batch. Figure 3 (bottom) shows the temperature and RH conditions for all measurements in this experiment. RH values are with respect to liquid water, and no experiments were performed with RH values supersaturated with respect to ice. For each set, the RH and temperature in the chamber were changed every 30 to 60 minutes under surface pressure conditions (~1000 hPa) to ensure a steady measurement condition. This made it possible to ignore errors derived from the slow sensor response and the thermal lag of the RH sensor. Readings were taken five times every 10 to 20 s for each set of conditions.

We analyzed the data that are not corrected using Eq. (1) (hereinafter referred to as “RS-06G RH₅”). We calculated the reference RH values from the reference temperature and reference dew point readings using Buck’s equations (Buck 1981; Appendix A), which is also used for the RS-06G calibration by the manufacturer (WMO 2011; Meisei 2012, personal communication). In the upper air observation, RH is
Fig. 2. Experimental setup in the thermostatic chamber. The bottom left picture shows the sensor probe of RS-06G in the PVC pipe. The bottom right picture shows the five RS-06G radiosondes and the two reference instruments set in the PVC pipe.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Manufacturer</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>thermistor</td>
<td>Meisei</td>
<td>±0.5°C(^\circ) C((2\sigma))</td>
</tr>
<tr>
<td>thin-film capacitive sensor</td>
<td>Meisei</td>
<td>±7% ((2\sigma))</td>
</tr>
<tr>
<td>chilled mirror hygrometer</td>
<td>Azbil Corporation</td>
<td>−40 to +100°C DP(^\circ) C</td>
</tr>
<tr>
<td>hygrometerthermometer</td>
<td>ETI</td>
<td>−199.9 to +199.9°C</td>
</tr>
<tr>
<td>platinum thermometer (PT100)</td>
<td>ETI</td>
<td>0.01°C ±0.05°C ((-30°C to +150°C))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±0.1°C ((\text{other conditions}))</td>
</tr>
</tbody>
</table>

1) Serial numbers (and the sensor age, months after the production date) of radiosondes used in the experiment are 100261 (0 months), 100262 (0 months), 100270 (9 months), 100977 (5 months), 101587 (2 months), 102259 (0 months), 102261 (0 months), 102262 (0 months), and 102263 (0 months).

2) °C DP represents dew/frost point temperature.
usually evaluated with respect to liquid water even at air temperatures below 0°C (WMO 2008). Accordingly, if the condensate on the mirror of the FDW10 is liquid water, 

\[ RH = 100 \frac{e_w(T_m)}{e_o(T_a)} \tag{2} \]

where \( e_w \) is the saturation vapor pressure of moist air with respect to water, \( T_m \) is the mirror temperature, and \( T_a \) is the air temperature. If the condensate on the mirror of the FDW10 is ice, 

\[ RH = 100 \frac{e_i(T_m)}{e_o(T_a)} \tag{3} \]

where \( e_i \) is the saturation vapor pressure of moist air with respect to ice.

The measurement uncertainties associated with these experiments are expressed according to the Guide to the Expression of Uncertainty in Measurement (GUM) (JCGM/WG1 2008). Conceivable measurement uncertainties in the reference RH are derived from the instrument performance, errors in reading, and spatial and temporal non-uniformity in the PVC pipe. The combined standard uncertainties are calculated from these sources of uncertainty. The error bars in Fig. 3 represent the 95% level of confidence (the coverage factor \( k = 2 \)). The expanded uncertainties of the reference RH level range between 0.7% and 3.2% RH. Meanwhile, the five readings of RS-06G RH\(_0\) values are closely comparable, with typical standard deviation of ~0.1% RH, an order of magnitude smaller than the measurement uncertainty of the reference RH. The error bars for the RS-06G RH\(_0\) values are omitted in Fig. 3. The calculation of the measurement uncertainties is described in detail in Appendix B.

Figure 3 shows the difference between the RS-06G RH\(_0\) and the reference RH values at each temperature and RH condition for all measurements. The values of RS-06G RH\(_0\) are wetter than the original manufacturer’s correction curve by 7% RH or more for some conditions below +10°C. The wet bias approaches 10% RH at high RH and low-temperature conditions.
conditions. In contrast, a small dry bias is found at +40°C. From these results, the RS-06G RH0 levels show a tendency toward a dry bias above about +25°C, and a wet bias below about +25°C. It should be noted again that the temperature of +25°C is the calibration condition used by the manufacturer. These results, the large bias of over 7% RH and the RH dependence, are surprising and will be further explored in the next section.

2.2 Estimation of thermal lag for the RS-06G RH sensor

Figure 3 showed that our measured values of RS-06G RH0 were significantly different from the original manufacturer’s correction curve, exceeding 7% RH under some conditions. However, such a large bias was not reported for in-flight intercomparisons with other radiosonde models (e.g., WMO 2011). We believe that this discrepancy arises because of differences in measurement conditions; i.e., in a chamber or in flights. Here we focus on the difference in air temperature conditions; air temperatures in our chamber experiments were stable by experimental design, while air temperatures in flights can dramatically change over a short period. If the thermal lag of the RH sensor is not negligible, the RH sensor temperature will not immediately correspond to the ambient air temperature. During an ascending flight through the troposphere, the RH sensor temperature would usually be warmer than the ambient air temperature. The warmer RH sensor would result in RH measurement results with a dry bias. Therefore, there is a possibility that RS-06G RH measurements always have a dry bias component in the troposphere. It should be noted that the RS-06G RH sensor is mounted in a sensor hood to minimize solar heating effects and contamination by supercooled cloud droplets and rain.

To estimate the dry bias component caused by the thermal lag of the RS-06G RH sensor, we investigate the response time of the RH sensor temperature to a stepwise air temperature change in a chamber. A thermistor, which is used as an air temperature sensor of the RS-06G, was used to measure the RH sensor temperature. The thermistor has a negligible heat capacity with a response time of 1.3 s at 1000 hPa even without airflow (Shimizu et al. 2008). Furthermore, the use of the same type of thermistors for the RH sensor and air temperatures minimizes error in the thermal lag evaluation. The thermistor was attached to the surface of the RH sensor using aluminum tape whose heat capacity is also sufficiently small. We measured the response time in the chamber as the air temperature was changed from 0°C to +10°C over a short period of around 100 s. This experiment was conducted under the following three conditions:

1. without the sensor hood;
2. with the sensor hood, and in an airflow perpendicular to the sensor arm; and
3. with the sensor hood, and in an airflow parallel to the sensor arm.

The airflow was ~3 m s⁻¹ for all conditions. The sensor in flights is usually exposed to a stronger airflow than these conditions, because the ascent rate of the radiosonde is usually set as ~6 m s⁻¹. However, we cannot replicate the flight condition of the radiosonde because of experimental constraints. Specifically, the maximum wind speed by the fan we used is ~3 m s⁻¹ at ~1000 hPa. Also, it is impossible for us to control the airflow under reduced pressure conditions. Thus, we conducted this experiment only under surface pressure and estimated the thermal lag in ascent flight using these experimental results and some assumptions.

Figure 5 shows the response time of the RH sensor temperature, $T_s$, and the applied measurement condition, $T_a$. On the basis of Newton’s law of cooling, the relationship between $T_s$ and $T_a$ can be written as

$$\tau \frac{dT_s(t)}{dt} + T_s(t) = T_a$$

(4)

where $\tau$ is the time constant. By replacing $dT_s(t)/dt$ with $(T_s(t) - T_s(t - \delta t))/\delta t$, where $\delta t$ is a finite time step, $T_s(t)$ is solved as

$$T_s(t) = T_a\delta t + \frac{T_s(t - \delta t)}{\tau + \delta t}$$

(5).

Figure 5 also shows the estimated RH sensor temperature, $T_{s, est}$, profile derived from Eq. (5) with a constant $\tau$ for each experiment; i.e., 10 s in Fig. 5(1), 25 s in Fig. 5(2), and 50 s in Fig. 5(3). We see that the assumed value of $\tau$ explains the evolution of $T_s$ reasonably well.

We also estimate the thermal lag of the RH sensor during actual flights. The thermal lag should depend on the heat transfer between the ambient air and the surface of the RH sensor. As air density decreases with height, the temperature difference between the ambient air and the RH sensor is expected to increase at higher altitudes. Williams and Acheson (1976) theoretically express the time constant, $\tau$, as

$$\tau = \frac{mc}{hA}$$

(6)

where $m$ is the mass of the sensor, $c$ is the specific heat,
$h$ is the convective heat-transfer coefficient, and $A$ is the total surface area of the sensor. Morrissey and Brousaides (1970) proposed that, assuming that the RH sensor is a flat plate with a zero angle of attack to airflow, $h$ can be calculated from

$$h = \frac{1}{L} \int_{0}^{L} 0.332kPr^{\frac{1}{3}} \left( \frac{\rho v'}{\mu} \right)^{\frac{1}{2}} \, dx$$

(7)

where $L$ is the width of the RH sensor, $k$ is the thermal conductivity of air, $Pr$ is the Prandtl number, $\rho$ is the density of air, $v'$ is the flow rate on the RH sensor, and $\mu$ is the viscosity coefficient. The values of $Pr$, $k$, and $\mu$ depend on air temperature. For the RS-06G RH sensor, $v'$ is not equal to the ascent rate $v$ because of the sensor hood and the irregular payload movement during flight. Here, we assume that $v'$ is proportional to $v$, that is,

$$v' = Cv$$

(8)

where $C$ is a constant that indicates the effect on how the ventilation changes by the sensor hood and airflow direction. Substituting Eqs. (7) and (8) into Eq. (6), $\tau$ can be rewritten as

$$\tau = C'k^{-1}Pr^{-\frac{1}{3}} \left( \frac{\mu}{\rho v'} \right)^{\frac{1}{2}}$$

(9)

where $C'$ is a constant depending on the RH sensor property and the $C$ value. To estimate $\tau$ during actual
flights, we calculate the $C'$ value by using the time constant obtained from the chamber experiment (Fig. 5). It is considered that the sensor hood may cause poorer ventilation, while the pendulum motion of the payload during ascent flights may cause better ventilation. We assume that the condition without the sensor hood [i.e., Fig. 5(1)] is the best-ventilated condition, because nothing blocks the airflow. On the other hand, we assume the condition with the sensor hood and in an airflow parallel to the sensor arm [i.e., Fig. 5(3)] as the worst-ventilated condition, because the sensor hood substantially obstructs the airflow. Given these assumptions, it is considered that the actual flight condition lies between the conditions in Fig. 5(1) and 5(3), i.e., we use the results from Fig. 5(1) and 5(3) as the upper and lower limits, respectively. The $C'$ values become 102 kg m$^2$ s$^{-2}$ K$^{-1}$ for Fig. 5(1), and 512 kg m$^2$ s$^{-2}$ K$^{-1}$ for Fig. 5(3). Assuming that the possible value of $C'$ at the flight condition is probable between these values (i.e., a rectangular distribution), the expected $C'$ value is the midpoint of the interval, 307 kg m$^2$ s$^{-2}$ K$^{-1}$. Then, the standard uncertainty, $u_c$ is

$$u_c = \frac{512 - 102}{2\sqrt{3}} = 118 \text{ kg m}^2\text{ s}^{-2}\text{ K}^{-1}$$

(10)

Also, we estimate $\tau$ during actual flights with an ascent rate of 6.0 $\pm$ 1.0 m s$^{-1}$. While the ascent rate of the radiosonde is usually set at ~6 m s$^{-1}$, the value may vary according to the meteorological condition by ~1.0 m s$^{-1}$ even in the troposphere. The standard uncertainty from the ascent rate fluctuation, $u_\tau$, is

$$u_\tau = \frac{1}{\sqrt{3}} = 0.58 \text{ m s}^{-1}$$

(11)

Using this $C'$ value, the ascent rate of 6.0 $\pm$ 1.0 m s$^{-1}$ and the atmospheric profile from the U. S. standard atmosphere (NOAA, NASA, and USAF 1976), we calculate $\tau$ and the temperature difference between the RH sensor and the ambient air, $\Delta T$, in the upper air (considering only the lag error of temperature response of the sensor substrate, not other errors mentioned above such as solar heating in daytime).

Finally, we estimate the uncertainty of $\tau$ using the law of propagation of uncertainty. The combined standard uncertainty of $\tau$, $u_\tau$, is written as

$$u_\tau = \sqrt{\frac{\partial \tau}{\partial C'}^2 u_c^2 + \frac{\partial \tau}{\partial \Delta T}^2 u_{\Delta T}^2}$$

(12)

To determine the expanded uncertainty, we use $k = 2$ as a coverage factor. Thus, the expanded uncertainty of RH, $U_\tau$, becomes

$$U_\tau = ku_\tau = 2u_\tau$$

(13)

Figure 6 shows the air temperature and density profiles from the U. S. standard atmosphere and the calculated values of $\tau$ and $\Delta T$. The light and dark gray lines show the expanded uncertainties estimated by Eq. (13). This figure suggests that $\Delta T$ is larger at higher altitudes; e.g., $0.9 \pm 0.7^\circ\text{C}$ at 5 km and $1.3 \pm 1.0^\circ\text{C}$ at 10 km. The RH sensor that is warmer because of the thermal lag indicates a RH drier than the actual RH, because the saturation vapor on the surface of the RH sensor is not $e(T_a)$ but $e(T_a + \Delta T)$, i.e.,

$$RH_{flight} = 100 \frac{e}{e_{(T_a + \Delta T)}}$$

(14)

where $RH_{flight}$ is the RH obtained from the RS-06G in flight, and $e$ is the vapor pressure of measurement air. On the other hand, the RH in a chamber, $RH_{chamber}$, is calculated by Eq. (2) or (3). Accordingly, the relationship between $RH_{chamber}$ and $RH_{flight}$ is

$$RH_{chamber} = RH_{flight} \times \frac{e(T_a + \Delta T)}{e(T_a)}$$

(15)

When $\Delta T > 0$, $RH_{flight}$ is drier than $RH_{chamber}$. Because the RS-06G RH sensor becomes $\Delta T > 0$ in tropospheric ascents as shown in Fig. 6, it is considered that the thermal lag could cause dry bias for the RS-06G RH measurements.

3. A new correction for RS-06G RH measurements

The results of these two experiments show that the RS-06G RH$_0$ value has a wet bias component caused by the temperature and RH dependence of the sensor material and a dry bias component related to the thermal lag of the RH sensor, which is warmer than the ambient air temperature during a tropospheric balloon ascent. It is expected that the two biases are, at least in part, canceled out during a flight, and the measurement accuracy of 7% RH ($k = 2$) proposed by the manufacturer is achieved. To fully characterize the sensor’s behavior in flight and to obtain a complete correction algorithm, we need to consider all other measurement errors, in addition to the two biases outlined above. Major errors include the slow response of the RH sensor at low temperatures (Miloshevich et al. 2004), and the solar heating dry bias (Vömel et al. 2007b; Yoneyama et al. 2008). Consequently, herein, we propose a simple correction to remove the artificial stepwise RH change at 0°C that results from the use of Eq. (1). We assume that the two biases discussed in
Section 2 are the major sources of error. As a test, we add the dry bias component to the wet bias component shown in Fig. 3. Using the relationship of Eq. (15), the correction factor during tropospheric ascents then becomes

$$\Delta RH = RH_{flight} - RH_{ref} = RH_0 \times \frac{e(T_a + \Delta T(T_a))}{e(T_a)} - RH_{ref}$$

(16).

Although $\Delta T(T_a)$ depends on the actual vertical gradients of air temperature and air density and the ascent rate of the radiosonde, we use the results in Fig. 6 for simplicity. Figure 7 shows $\Delta T(T_a)$ and corresponding linear fits. Figure 8 shows the RH difference between the reference RH and the corrected value by applying the correction for the thermal lag expressed by Eq. (16). Figure 8 also shows the original manufacturer’s correction curve extrapolated up to $+14.5^\circ$C. The upper limit of $+14.5^\circ$C is chosen, because the original manufacturer’s correction curve intersects $\Delta RH = 0$ at $+14.5^\circ$C. The marks in the figure indicate the value derived from $\Delta T_\tau$ in Fig. 7, and the light gray vertical bars indicate the uncertainties derived from $\Delta T_\tau \pm U_\tau$ in Fig. 7. We see that the corrected experimental results and the extrapolated correction curve show a better agreement above $0^\circ$C, as well as below $0^\circ$C. Consequently, we propose to extrapolate the original manufacturer’s correction up to $+14.5^\circ$C to resolve the artificial stepwise change at $0^\circ$C. Extrapolating the correction above $+14.5^\circ$C to
adjust for the dry bias at higher temperatures (Fig. 8) is not recommended, because biases with a zero correction, even at 40°C, are within specifications.

In addition, we observed that the RS-06G RH0 value has an RH dependence, as shown in Fig. 4. Equation (16) is effective at reducing the bias associated with the RH dependence below +20°C. Figure 9 shows the difference between the RS-06G RH0 corrected by Eq. (16) and the reference RH with respect to RH and the corresponding linear fit. The RH dependence corrected by Eq. (16) (i.e., Fig. 9) is smaller than in the uncorrected result (i.e., Fig. 4), except at +40°C.

Figure 10 shows the estimated bias in the RS-06G RH measurements during a tropospheric balloon ascent, that is, the result of subtracting the proposed correction amount from the results in Fig. 8. The error bars in Fig. 10 show the uncertainty \((k = 2)\), including that from the dry bias estimation, that from the reference RH in our chamber experiment, and that from the individual differences of the RS-06G RH sensor. Each component of the uncertainty \((k = 2)\) is estimated as 0.3% to 3.8% RH for the dry bias estimation, 0.7% to 3.3% RH for the reference RH, and 0.3% to 0.9% RH for the individual differences among the 10 sensors (two times the standard error). We find that the differences among the individual RS-06G RH sensors are very small. Figure 10 indicates that there remains a wet bias (<5% RH) at −40 to +10°C, but these biases are within 7% RH, which is the manufacturer’s specification. For daytime flights, solar heating is expected to cause an additional dry bias component. The RH profiles from the RS-06G in the World Meteorological Organization (WMO) radio-
sonde intercomparison campaign at Yangjiang in 2010 showed day-night differences (Figure 8.2.5, lower left, of WMO, 2011). The nighttime intercomparison results in WMO (2011) showed that the RS-06G RH measurements are ~5% RH higher than the CFH measurements in the middle troposphere; this is quantitatively consistent with our experiment results in Fig. 10. Meanwhile, the daytime intercomparison results in WMO (2011) showed that the RS-06G and CFH RH measurements agree within ~3% RH in the middle troposphere; this can be interpreted that during the daytime, an additional dry bias by solar radiation heating accidentally cancels out the wet bias at −40 to +10°C shown in Fig. 10.

Figure 11 shows the RH profile from Fig. 1 corrected using our new simple approach, and it shows that the stepwise change in RH has been eliminated.

4. Summary and concluding remarks

The stepwise change in the Meisei RS-06G RH measurements at 0°C (drying when air temperature is decreasing) is caused by a discontinuity in the original manufacturer’s correction algorithm, which is used to compensate for the temperature dependence of the RH sensor. We re-estimated the temperature and RH dependence of the RS-06G RH sensors in laboratory experiments and found wet biases exceeding 7% RH that had not been found in past in-flight intercomparisons. We further investigated a dry bias component caused by the thermal lag of the RH sensor. We speculated that these two biases significantly cancel each other out during tropospheric flights, and the accuracy of ±7% RH claimed by the manufacturer is achieved. We saw that the experimental results of the temperature and RH dependence considering the thermal lag agreed with extrapolating the original manufacturer’s correction above and below 0°C. Consequently, we proposed to extrapolate the original manufacturer’s correction up to +14.5°C to resolve the artificial stepwise change at 0°C. The remaining biases of the corrected RS-06G RH are generally within 7% RH, with small wet biases at −40 to +10°C and small dry biases at +40°C. In addition, solar heating may cause an additional dry bias of 5%–10% RH on daytime flights that would shift the obtained RH values even closer to the true RH below ~+10°C.

The new correction should be applied to the RH measurements using the RS2-91 (only after the middle of 1999), RS-01G, and RS-06G radiosondes at least
until the development of a more accurate correction. Operational soundings made with RS2-91, RS-01G, and RS-06G radiosondes are identified in text format soundings by instrument codes 47, 55, and 30, respectively, in the 31313 section (Code Table 3685 in WMO, 1995). For users of either current or archived soundings, perform the following steps:

1. From the 31313 section of the original sounding (usually reported in part TTBB, or possibly several sounding parts), if the instrument and sounding system codes are 74702, 55504, 55508, 75508, or 73008, continue to step 2. Besides most Japanese stations, this includes 12 stations in Indonesia, 1 station in Sri Lanka, and 2 stations in Taiwan reporting one or more of the above codes starting between 2004 and 2010 (Aerological Observatory 2012, personal communication; Meisei 2012, personal communication). If the 31313 section is completely omitted or is any other value, it is unlikely that the RS-06G humidity sensor is used.

2. If the code is 74702 (RS2-91), the old humidity sensor is used before July 1999 at JMA stations and before about the beginning of 2000 at stations 47580 and 47681 (Japanese Self-Defense Forces stations) and 89532 (Syowa, Antarctica) (Schroeder 2008). If the new sensor is used, continue to step 3. None of the corrections in this paper apply to the old humidity sensor.

3. At any station except 47991 before approximately February 2003 (station 47991 before August 2003), the new sensor is used with no correction. Apply the manufacturer correction (1) at all temperatures up to +14.5°C.

4. After the date in step 3, the correction is applied up at temperatures up to 0°C; thus, apply (1) at all temperature levels from +0.1 to +14.5°C to eliminate the RH discontinuity.

Of the errors affecting RH sensors listed in the introduction, this study addresses calibration errors from the inaccurate temperature and RH dependence of the sensor material and dry bias from the lag of temperature change of the sensor substrate during flight. Since the thermal lag depends on actual flight conditions, further studies of actual flights are required. In addition, other error sources should be considered to develop a more accurate correction.
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Appendix A

Several equations exist for the vapor pressure of water or ice (Murphy and Koop 2005). Here we use Buck’s equations (Buck 1981), because they are used by the manufacturer to calibrate the RS-06G sensor. Buck’s equations are written as

\[ e_w = f_w \times 6.1121 \exp \left( \frac{17.502T}{240.97 + T} \right) \]  \hspace{1cm} (A.1)

\[ e_i = f_i \times 6.1115 \exp \left( \frac{22.452T}{272.55 + T} \right) \]  \hspace{1cm} (A.2)

and

\[ f_w = 1.0007 + (3.46 \times 10^{-6}P) \]  \hspace{1cm} (A.3)

\[ f_i = 1.0003 + (4.18 \times 10^{-6}P) \]  \hspace{1cm} (A.4)

where \( e_w \) and \( f_w \) are the water vapor pressure and the enhancement factor over the surface of liquid water, respectively, while \( e_i \) and \( f_i \) are those over the surface of ice, respectively. Units are °C for temperature, \( T \), and mb (=hPa) for pressure, \( P \). \( f_w \) and \( f_i \) correct the differences of saturation vapor pressure between pure water vapor and moist air. This correction is a weak function of temperature and pressure, averaging \( f \sim 1.005 \) near sea level. However, in the manufacturer’s calibration and in this study, the enhancement factor is set to \( f = 1 \). This approximation holds with an error 0.5% or less (WMO 2008).

Appendix B

We estimate the measurement uncertainties associated with this study by following the guidelines in JCGM/WG1 (2008).

First, we attempt to identify the likely sources of uncertainty and express them as a standard uncertainty.
In this study, the major elements of the conceivable uncertainties are from each instrument’s performance, spatial and temporal non-uniformity in the chamber, and reading errors. The accuracy of the RF-100 is ±0.1°C according to the manufacturer’s specifications. We assume that the true value exists within a rectangular ±0.1°C distribution. Consequently, the standard uncertainty of the reference temperature measurement \( u_T \) becomes

\[
 u_T = \frac{0.1}{\sqrt{3}} = 0.058°C \quad (B.1).
\]

For the reference dew point sensor FDW10, the accuracy is ±0.5°C. The standard uncertainty of the reference dew point measurements is \( u_{u0} \), which is

\[
 u_{u0} = \frac{0.5}{\sqrt{3}} = 0.29°C \quad (B.2).
\]

To assess the uncertainty from the spatial and temporal non-uniformity in the PVC pipe, we measure the temperature and RH at three points within the pipe using the same RS-06G and obtain temperatures of +17.6°C, +17.7°C, and +17.7°C, and RH levels of 27.1%, 27.3%, and 27.1%, respectively. These RH values correspond to dew point temperatures of approximately −1.6°C, −1.4°C, and −1.5°C. Temporal fluctuations during measurement are small and stable and remain within ±0.02°C. Consequently, we assume that the spatial and temporal non-uniformity of temperature do not exceed 0.1°C; i.e., the air temperatures in the PVC pipe remain within a rectangular ±0.05°C distribution, and thus, the standard uncertainty \( u_T \) becomes

\[
 u_T = \frac{0.05}{\sqrt{3}} = 0.029°C \quad (B.3).
\]

We assume that the uncertainty of the dew point temperatures due to the spatial and temporal non-uniformity would not exceed 0.2°C; i.e., the dew point temperatures in the PVC pipe remain within a rectangular ±0.1°C distribution; thus, the standard uncertainty \( u_{u1} \) becomes

\[
 u_{u1} = \frac{0.1}{\sqrt{3}} = 0.058°C \quad (B.4).
\]

To estimate the reading errors, we complete five replicate readings for every condition and take their average as the measurement value. For temperature measurements, the standard uncertainties \( u_{u2} \) from the readings become

\[
 u_{u2} = \frac{s}{\sqrt{n}} = 0.029 \text{ to } 0.071°C \quad (B.5)
\]

where \( s \) is the standard deviation, and \( n \) is the frequency of measurement (i.e., \( n = 5 \)). For dew point measurements, the standard uncertainties \( u_{u2} \) from the readings become

\[
 u_{u2} = \frac{s}{\sqrt{n}} = 0.029 \text{ to } 0.13°C \quad (B.6).
\]

Next, we determine the combined standard uncertainty from these three separate factors. The combined standard uncertainty of temperature measurement, \( u_r \), is

\[
 u_r = \sqrt{u_{u0}^2 + u_{u1}^2 + u_{u2}^2} = 0.065 \text{ to } 0.096°C \quad (B.7).
\]

The combined standard uncertainty of dew point measurement, \( u_w \), is

\[
 u_w = \sqrt{u_{u0}^2 + u_{u1}^2 + u_{u2}^2} = 0.29 \text{ to } 0.32°C \quad (B.8).
\]

Furthermore, we calculate the combined standard uncertainty of RH using the law of propagation of uncertainty. The combined standard uncertainty of RH, \( u_{Rh} \), is written as

\[
 u_{Rh} = \sqrt{\left( \frac{\partial RH}{\partial T} \right)^2 u_T^2 + \left( \frac{\partial RH}{\partial T_m} \right)^2 u_{T_m}^2} = 0.36% \text{ to } 1.7% \text{ RH} \quad (B.9).
\]

To determine expanded uncertainty, we use \( k = 2 \) as level of confidence. Thus, the expanded uncertainty of RH, \( U_{Rh} \), becomes

\[
 U_{Rh} = k \times u_{Rh} = 0.72% \text{ to } 3.4% \text{ RH} \quad (B.10).
\]

The values of \( U_{Rh} \) for each condition are shown in Fig. 3.
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