Stability of a boundary spike layer for the Gierer–Meinhardt system
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We consider the activator-inhibitor Gierer–Meinhardt reaction-diffusion system of biological pattern formation in a closed bounded domain. The existence and stability of a boundary spike-layer solution to the Gierer–Meinhardt model, and it, so-called shadow limit, is analysed. In the limit of small activator diffusivity, together with a large inhibitor diffusivity, an equilibrium boundary spike-layer solution is constructed that concentrates at a non-degenerate critical point \( P \) of the boundary. By non-degenerate we mean that every principal curvature of the boundary has a local maximum at \( P \), and hence the mean curvature at the boundary has a local maximum at \( P \). Rigorous results for the stability of such a boundary spike-layer solution are given.

1 Introduction

In this paper we are concerned with the existence and the stability of stationary solutions for the multi-dimensional reaction-diffusion system

\[
\frac{\partial A}{\partial t} = \varepsilon^2 \Delta A - \mu A + \frac{A^p}{H^q}, \quad \sigma \frac{\partial H}{\partial t} = \frac{1}{\tau} \Delta H - vH + \frac{A^r}{H^s}, \quad \text{in } \Omega \times \mathbb{R}_+,
\]

\[
\frac{\partial A}{\partial n} = \frac{\partial H}{\partial n} = 0 \quad \text{on } \partial \Omega \times \mathbb{R}_+.
\]

Here \( \Omega \subset \mathbb{R}^N \) is a bounded domain with smooth boundary \( \partial \Omega \), and \( \frac{\partial}{\partial n} \) denotes the outer normal derivative. This system (1.1) was proposed by Gierer & Meinhardt [4] to model biological pattern formation. The unknowns \( A = A(x,t) \) and \( H = H(x,t) \) denote the concentrations of the biochemicals called an activator and an inhibitor, and \( \varepsilon, \tau, \sigma, \mu \) and \( v \) are positive constants. Here \( \mathbb{R}_+ := \{ a \mid a > 0 \} \), and \( 1 < p < (\frac{N+2}{N-2})_+ \), that, \( 1 < p < +\infty \) for \( N = 1 \) or \( 2 \), and \( 1 < p < (\frac{N+2}{N-2}) \) for \( N \geq 3 \). We assume that the exponents \( p, q, r \) and \( s \) satisfy

\[
p > 1, \quad q > 0, \quad r > 0, \quad s \geq 0 \quad \text{and} \quad 0 < \frac{p-1}{q} < \frac{r}{s+1}.
\]

To guarantee a certain symmetry of an operator on functional spaces, we will assume throughout this paper that

\[
r = p + 1.
\]
For ease of notation, we define $\gamma$ as
\[
\gamma := \frac{qr}{p-1} - (s+1) \quad \text{(1.3)}
\]
It is easy to see that $\gamma$ is positive by assumption (1.2).

Numerical simulations of the Gierer–Meinhardt system (1.1) indicate that when $\varepsilon \tau > 0$ is small, this system seems to have stable stationary solutions with the property that the activator concentration is localized around a finite number of points in $\Omega$. Moreover, the pattern exhibits a “point-condensation phenomenon”: as $\varepsilon$ decreases, the activator concentration becomes increasingly localized to narrow regions around some points. As $\varepsilon$ tends to 0 these localized region shrink to a few points where the maximum value of the activator concentration tends to infinity.

There is also a solution where the activator concentration is localized around one point on the boundary of $\Omega$. This steady state is usually called a boundary spike layer.

We define the variables $u$ and $v$ as
\[
\begin{align*}
    u &= \left( \frac{\mu^{s+1}}{v^q} \right)^{1/(p-1)} A \\
    v &= \left( \frac{\mu^r}{v^{p-1}} \right)^{1/(p-1)} H.
\end{align*}
\]
Then $u$ and $v$ satisfy
\[
\begin{align*}
    \frac{\partial u}{\partial t} &= \varepsilon^2 Au - u + \frac{u^p}{v^q}, \\
    \frac{\partial v}{\partial t} &= \tau \Delta v - v + \frac{u^r}{v^s} \\
    \frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0 \quad \text{on } \partial \Omega \times \mathbb{R}_+.
\end{align*}
\]
The parameters $\varepsilon/\sqrt{\mu}$, $(\mu/v)\sigma$, $\nu \tau$ and $\mu t$ are re-labelled with $\varepsilon$, $\sigma$, $\tau$ and $t$. We call (1.4) the full system. For reductions from general forms of the Gierer–Meinhardt system, see Ward & Wei [19].

If $\tau$ tends to zero, then the diffusion coefficient of the second equation of this system tends to infinity. Therefore, we can expect that $v(x, t)$ tends to a spatially homogeneous function $\xi(t)$ which depends only on $t$. Then integrating both sides of the second equation of the system (1.4) over $\Omega$ together with the Neumann boundary condition, we obtain the system
\[
\begin{align*}
    \frac{\partial u}{\partial t} &= \varepsilon^2 Au - u + \frac{u^p}{\xi^q}, \\
    \sigma \frac{d\xi}{dt} &= -\xi + \frac{1}{\xi^s} \int_{\Omega} u'(y, t) dy \\
    \frac{\partial u}{\partial n} &= 0 \quad \text{on } \partial \Omega \times \mathbb{R}_+.
\end{align*}
\]
Following Nishiura [8], we call the system the shadow system.

Ni et al. [13] showed that the so-called least-energy pattern, which corresponds to one of the boundary spike layer solutions of the shadow system (1.5), is weakly stable if the condition (A0) holds. Moreover, they showed that the least-energy pattern is stable if the domain is an annulus. The stability of an interior spike equilibrium was also discussed by several authors [9, 18, 19, 20].

We now make one remark on the technique of the proofs that we use in the paper. In our analysis of the stability of steady state solutions in the shadow system (see subsection 2.3) the key assumption (A0) leads to a certain linear operator that is self-adjoint. For
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the full Gierer–Meinhardt system, without assumption (A0), the linearized operator is not self-adjoint and the analysis is more difficult. In the case of the full system (1.4) complex eigenvalues should be considered. The main technical results of this paper are Lemmas 4.4 and 4.6 dealing with complex eigenvalues.

In the present paper, we prove the stability of the boundary spike layer for the full system (1.4). We prove that there is a constant \( \alpha > 0 \) such that a linearized operator \( (L_{\varepsilon, \tau} - \lambda) \) of the full system (1.4) at a boundary spike layer is invertible in a certain functional space for all \( \lambda \in A_\varepsilon \), where

\[
A_\varepsilon := \{ \lambda \in \mathbb{C} | \text{Re}(\lambda) > -\alpha \}. \tag{1.6}
\]

This paper is organized as follows: in §2 we state some results for a single semilinear elliptic equation (2.1) and formulate main results, namely Theorems A, B and C, which are concerning with the existence of a boundary spike layer of (1.4) (Theorem A) and the stability of a boundary spike layer of the full system (1.4) and of the shadow system (1.5) (Theorems B and C respectively). A brief sketch of the proof of these theorems is given. In §3 we derive useful equalities which are used thereafter in §4 and 5. We also give asymptotics for the eigenvalues of some problems (Lemmas 3.1 and 3.3). In §4 we consider the invertibility of the linear operator \( (L_{\varepsilon, 0} - \lambda) \) for \( \lambda \in A_\varepsilon \) and prove Theorems A and C. In §5 we show that the linear operator \( (L_{\varepsilon, \tau} - \lambda) \) is close in some sense to the linear operator \( (L_{\varepsilon, 0} - \lambda) \). Using this fact, we construct the inverse of \( (L_{\varepsilon, \tau} - \lambda) \) for all \( \lambda \in A_\varepsilon \). This completes the proof of Theorem B. Some conclusion are made in Section 6.

2 Main results

2.1 Main theorems

Firstly, we define the functional spaces \( X, Y \) and \( C^{2+d}_N \) as

\[
X := L^2(\Omega), \quad Y := \left\{ u(x) \in H^2(\Omega) \left| \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega \right. \right\}
\]

and

\[
C^{2+d}_N := \left\{ u(x) \in C^2(\Omega) \left| u, \frac{\partial u}{\partial x_j}, \frac{\partial^2 u}{\partial x_j \partial x_k} \in C^d(\Omega) (1 \leq j, k \leq N), \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega \right. \right\}.
\]

Here \( x = (x_1, x_2, \cdots, x_N) \) and \( 0 < d < 1 \). The functional space \( C^d(0 < d < 1) \) is a standard Hölder space consisting of the functions that are uniformly Hölder continuous with exponent \( d \) in \( \Omega \) [5]. By \( \langle \cdot, \cdot \rangle \) we denote the inner product in \( X \) as \( \langle u, v \rangle := \int_{\Omega} u(x)v(x)dx \), and \( \|u\|_X^2 = \langle u, u \rangle \).

Before we state our main results, we recall some results for the existence of a boundary spike layer for the shadow system (1.5) [15]. Let \( \hat{u}(x) = \xi^{-\frac{d}{d+1}}u(x) \); then \( (u, \xi) \in Y \times \mathbb{R} \) is a solution for the shadow system (1.5) if and only if \( (\hat{u}, \hat{\xi}) \in Y \times \mathbb{R} \) satisfies

\[
\varepsilon^2 \Delta \hat{u} - \hat{u} + \hat{u}^p = 0 \quad \text{in } \Omega, \quad \hat{u} > 0 \quad \text{on } \Omega \quad \text{and} \quad \frac{\partial \hat{u}}{\partial n} = 0 \quad \text{on } \partial \Omega, \tag{2.1}
\]

and

\[
\xi^{-\gamma} = \int_{\Omega} \hat{u}^\gamma dx. \tag{2.2}
\]

From now on, we assume that \( (\hat{u}_\varepsilon, \xi_\varepsilon) \) is a solution for (2.1) and (2.2).
The problem (2.1) has been well-studies, and a number of important results were obtained [3, 6, 7, 10, 11, 15]. Here we recall a simplified version of these results [3, 6], which are sufficient for our purpose.

**Proposition 2.1** [15, 6, 3] Let \( P_0 \in \partial \Omega \). Suppose that \( P_0 \) is a critical point of the mean curvature function \( H(P) \). Then if \( \varepsilon \) is sufficiently small, there exists a solution \( \hat{u}_\varepsilon \) for (2.1) such that \( \hat{u}_\varepsilon \) has only one local (and hence, global) maximum point \( P_\varepsilon \). Moreover, \( P_\varepsilon \to P_0 \in \partial \Omega \) as \( \varepsilon \to 0 \). Therefore \((\hat{\xi}_\varepsilon^{\frac{1}{p-1}}, \hat{u}_\varepsilon(x), \hat{\xi}_\varepsilon)\) is a boundary spike layer for (1.5).

Wei [15] proved Proposition 2.1 under the condition that \( P_0 \) is a non-degenerate critical point of the mean curvature function \( H(P) \). Li [6] has relaxed the non-degeneracy condition. Del Pino et al. [3] proved the existence of the boundary spike layer for semilinear elliptic equations with a general nonlinearity.

**Definition 2.2** Let \( H(P) \) be a mean curvature at \( P \in \partial \Omega \), and let \( G(P) := \left( \hat{\partial}_j \hat{\partial}_k H(P) \right) \), where \( \hat{\partial}_i \) (\( i = 1, 2, \ldots, N - 1 \)) denotes the \((N - 1)\)-tangential derivatives. We will call here the point \( P_0 \) a non-degenerate local maximum point of every principal curvature of \( \partial \Omega \) if the matrix \(-G(P_0)\) is positive definite.

We are now in a position to state our main results.

**Theorem A** Suppose that the condition (A0) holds, \( N \geq 2 \), \( P_0 \in \partial \Omega \) is a non-degenerate local maximum point of every principal curvature of \( \partial \Omega \), and \((\hat{u}_\varepsilon(x), \hat{\xi}_\varepsilon)\) is a solution for (2.1) and (2.2) such that the maximum point \( P_\varepsilon \) of \( \hat{u}_\varepsilon(x) \) tends to \( P_0 \) as \( \varepsilon \to 0 \). Then for any small \( \varepsilon > 0 \), there is a \( \tau_* = \tau_*(\varepsilon) > 0 \) and an analytic mapping \( \tau \mapsto (u_{\varepsilon,\tau}(x), v_{\varepsilon,\tau}(x)) \) from \([0, \tau_*)\) into \( C^2_N(\Omega) \times C^2_N(\Omega) \) such that

(i) \((u_{\varepsilon,\tau}(x), v_{\varepsilon,\tau}(x))\) is a solution for (1.4),

(ii) \((u_{\varepsilon,0}(x), v_{\varepsilon,0}(x)) = (\hat{\xi}_\varepsilon^{\frac{1}{p-1}}, \hat{u}_\varepsilon(x), \hat{\xi}_\varepsilon)\).

In the case \( N = 1 \), Takagi [14] proved existence of a boundary spike layer for the full system (1.4) and the shadow system (1.5). For \( N = 2 \) or 3, Del Pino et al. [2] proved the existence of a boundary spike layer for the original Gierer–Meinhardt system (1.5) \((p, q, r, s) = (2, 1, 2, 0)\) in the case that the critical point of the mean curvature function is not necessarily non-degenerate.

Throughout the present paper we denote \((u_{\varepsilon,\tau}, v_{\varepsilon,\tau})\) and \((u_{\varepsilon,0}, v_{\varepsilon,0})\) as the boundary spike layer solutions for the full system (1.4) and the shadow system (1.5) respectively. In particular, \((u_{\varepsilon,0}, v_{\varepsilon,0}) = (\hat{\xi}_\varepsilon^{\frac{1}{p-1}}, \hat{u}_\varepsilon, \hat{\xi}_\varepsilon)\).

**Remark 2.3** Theorem A indicates that \((u_{\varepsilon,\tau}, v_{\varepsilon,\tau})\) tends to \((u_{\varepsilon,0}, v_{\varepsilon,0})\) in \( C_N^{2+d} \times C_N^{2+d} \) as \( \tau \to 0 \). Thus \( \|u_{\varepsilon,\tau}\|_{L^p} \) and \( \|v_{\varepsilon,\tau}\|_{L^q} \) are bounded for small \( \tau \). Since \( \lim_{\tau \to 0} \|v_{\varepsilon,\tau} - \hat{\xi}_\varepsilon\|_{L^s} = 0 \) and \( \hat{\xi}_\varepsilon \neq 0 \), \( \|v_{\varepsilon,\tau}\|_{L^s} \) is uniformly bounded away from zero for small \( \tau \). Thus \( \|u_{\varepsilon,\tau}^{p-1}/v_{\varepsilon,\tau}^{s}\|_{L^q} \) and \( \|u_{\varepsilon,\tau}^{-1}/v_{\varepsilon,\tau}^s\|_{L^q} \) are bounded for small \( \tau \). This fact will be used below in Sections 3, 4 and 5.
Let $\nu^{(n)}_{\varepsilon,0}$ $(n \geq 1)$ be the $n$-th eigenvalue of the operator $L_{\varepsilon,0}$ defined by (2.4) below under the Neumann boundary condition repeated according to its multiplicity.

**Theorem B** Suppose that the condition (A0) holds. Then for any small $\varepsilon > 0$ there is $\tau_* = \tau_*(\varepsilon) > 0$ such that a boundary spike layer $(u_{\varepsilon,\tau}(x), v_{\varepsilon,\tau}(x))$ for the full system (1.4) is stable for all $0 < \tau < \tau_*$, if the three conditions

(A1) $\sigma \nu^{(1)}_{\varepsilon,0} < 1 + s$, \hspace{1cm} (A2) $\sigma < \frac{(s + 1)^2}{(p + 1)q} \int_{\Omega} \hat{u}_\varepsilon^{p+1} dx$ and \hspace{1cm} (A3) $\sigma < \frac{(p + 1)q \kappa}{(p - 1)^2} \int_{\Omega} \hat{u}_\varepsilon^2 dx$

hold. Here $\hat{u}_\varepsilon$ is a solution for (2.1) and $\kappa = \min\{\nu^{(1)}_{\varepsilon,0}, (\nu^{(2)}_{\varepsilon,0})^2, (\nu^{(1)}_{\varepsilon,0} - \nu^{(2)}_{\varepsilon,0})^2\}$.

Moreover, in the case $N = 1$, (A2) and (A3) hold if the following (A2)' and (A3)'

(A2)' $\sigma < \frac{(3p + 1)(s + 1)^2}{q(p + 1)^3}$ \hspace{1cm} and \hspace{1cm} (A3)' $\sigma < \frac{2q \kappa}{(p - 1)^2}$

respectively hold.

In particular, the boundary spike layer given by Theorem A is stable if $\sigma$ is sufficiently small.

In this theorem and Theorem C below, by the term “stability” we mean that there is $\alpha > 0$ such that the set $A_\alpha$ defined by (1.6) is in the resolvent set of the corresponding linearized operator.

For the case $N = 1$ a detailed analysis of the stability of a multispike equilibrium solution for the full system was made by Ward & Wei [19]. In particular, they determined conditions for which a symmetric $k$-spike equilibrium solution for the full system is stable.

For the case $N = 1$, the first and the second eigenvalues $\nu^{(1)}_{\varepsilon,0}$ and $\nu^{(2)}_{\varepsilon,0}$ are given in Proposition 2.8.

**Theorem C** Suppose that the conditions (A0), (A1), (A2) and (A3) hold. For small $\varepsilon > 0$, if either

(i) $N = 1$, or
(ii) $N \geq 2$, and $P_0$ is a non-degenerate local maximum point of every principal curvature of $\partial \Omega$,

then a boundary spike layer $(u_{\varepsilon,0}(x), v_{\varepsilon,0}(x))$ for the shadow system (1.5) is stable.

Moreover, for $N = 1$, (A2) and (A3) hold if (A2)' and (A3)' hold.

In particular, if $\sigma$ is sufficiently small, then (A1), (A2) and (A3) are satisfied, and the boundary spike layer is stable.

There are some results on the stability of an interior spike for the shadow system. Wei [16] showed the metastability of a single interior spike for the shadow system provided that either $r = 2$ and $1 < p \leq 1 + 4/N$ or $r = p + 1$ and $1 < p < ((N + 2)/(N - 2))_+$. 
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hold. That is, the real part of every eigenvalue of the associated linearized operator with positive real part is exponentially small. In general, steady states of (1.4) and (1.5) undergo a Hopf bifurcation as \( \sigma \) increases. Ward & Wei [20] analyzed the eigenvalues of the linearized operator at an interior spike for the shadow system and showed that for \( r = 2 \) and \( 1 < p \leq 1 + 4/N \) eigenvalues cross into the right half-plane of the complex plane as \( \sigma \) increases. They also found an upper and a lower bound for the critical value of \( \sigma \).

### 2.2 The existence of a boundary spike layer

Provided that \( \tau \) is small, we can construct a boundary spike layer for the system (1.4), perturbing a boundary spike layer for the shadow system (1.5).

We decompose the functional space \( C^{2+d} \) in two subspaces \( W_1 \) and \( W \),

\[
C^{2+d} = W_1 \oplus W,
\]

where \( W_1 = \text{span} \{1\} \), \( W := C^{2+d}_N \cap Z \) and \( Z = \{ u \in C^d(\Omega) \mid \int_\Omega u(x)dx = 0 \} \). We also decompose the unknown function \( v(x) \) as \( v(x) = \xi + \zeta(x) \), where \( \xi = \int_\Omega v(x)dx \) and \( \zeta(x) \in W \).

We define a map \( \mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3) : \mathbb{R} \times \mathbb{R} \times C^{2+d}_N \times W_1 \times W \rightarrow C^d \times W_1 \times Z \) as

\[
\mathcal{F}_1(\epsilon, \tau, u, \xi, \zeta) = \epsilon^2 \Delta u - u + \frac{u^p}{(\xi + \zeta)^q},
\]

\[
\mathcal{F}_2(\epsilon, \tau, u, \xi, \zeta) = \int_\Omega \left( \xi + \zeta - \frac{u^p}{(\xi + \zeta)^q} \right) dx,
\]

\[
\mathcal{F}_3(\epsilon, \tau, u, \xi, \zeta) = \Delta \zeta - \tau Q \left( \xi + \zeta - \frac{u'^p}{(\xi + \zeta)^q} \right).
\]

Here \( Q \) is the projection operator in \( C^d \) onto \( Z \). When \((\epsilon, \tau, u, \xi, \zeta)\) satisfies \( \mathcal{F}(\epsilon, \tau, u, \xi, \zeta) = 0 \), then \((u, \xi + \zeta) \in C^{2+d}_N \times C^{2+d}_N \) is a solution for the full system (1.4). Let \((u_{0,0}, v_{0,0})\) be a solution for the shadow system (1.5). Then \( \mathcal{F}(u_{0,0}, 0, u_{0,0}, v_{0,0}, 0) = 0 \). The mapping \( \mathcal{F} \) is analytic. Therefore if \( D(\mathcal{F}(u_{0,0}, v_{0,0}, 0, 0)) \) is invertible, then by the implicit function theorem for small \( \tau \) there is a boundary spike layer \((u_{0,\tau}, v_{0,\tau})\) for the problem (1.4) which is close to the boundary spike layer \((u_{0,0}, v_{0,0})\) for the shadow system (1.5) in \( C^{2+d}_N \times C^{2+d}_N \). It is shown in §4 that the linear operator \( D\mathcal{F} \) is invertible provided that the assumptions of Theorem A are satisfied.

### 2.3 The stability of a boundary spike layer

We consider the stability of the boundary spike layer solution, assuming that this solution exists. We linearize (1.4) at \((u_{\epsilon, \tau}, v_{\epsilon, \tau})\) and consider the eigenvalue problem

\[
\mathcal{L}_{\epsilon, \tau} \begin{pmatrix} w \\ z \end{pmatrix} = \begin{pmatrix} L_{\epsilon, \tau} & -\frac{q u_{\epsilon, \tau}}{v_{\epsilon, \tau} + 1} \\ \frac{r u_{\epsilon, \tau}}{\sigma v_{\epsilon, \tau}^3} & \frac{M_{\epsilon, \tau}}{\sigma} \end{pmatrix} \begin{pmatrix} w \\ z \end{pmatrix} = \lambda \begin{pmatrix} w \\ z \end{pmatrix} \text{ for } (w, z) \in Y \times Y.
\]
Here
\[ L_{ε,τ} := ε^2 A - 1 + \frac{pu_{ε,τ}^{p-1}}{v_{ε,τ}^q} \quad \text{and} \quad M_{ε,τ} := \frac{1}{τ} A - 1 - \frac{su_{ε,τ}^p}{v_{ε,τ}^{p+1}}. \] (2.3)
For the case \( τ \to 0 \), this eigenvalue problem reduces to
\[ L_{ε,0} (w) \eta \begin{pmatrix} L_{ε,0} & -qu_{ε,0} \\ \frac{r u_{ε,0}^{-1}}{σ \xi^8} & 1 + s \end{pmatrix} \begin{pmatrix} w \\ η \end{pmatrix} = \lambda \begin{pmatrix} w \\ η \end{pmatrix} \] for \((w, η) \in Y \times \mathbb{R} \).

Here
\[ L_{ε,0} := ε^2 A - 1 + \frac{pu_{ε,0}^{p-1}}{v_{ε,0}^q}. \] (2.4)
We show that there is \( α > 0 \) such that \((L_{ε,τ} - λ)\) is invertible for all \( λ \in A_α \). Let \((f, g) \in X \times X \) and consider the problem
\[ (L_{ε,τ} - λ) \begin{pmatrix} w \\ z \end{pmatrix} = \begin{pmatrix} f \\ g \end{pmatrix}. \] (2.5)
This system is equivalent to the system
\[ (L_{ε,τ} - λ)w - qu_{ε,τ}^p z = f, \quad \left( λ - \frac{M_{ε,τ}}{σ} \right) z - \frac{1}{σ} \frac{ru_{ε,τ}^{p-1}}{v_{ε,τ}^s} w = -g. \] (2.6)
The operator \((λ - M_{ε,τ}/σ)\) is invertible for \( λ \in A_α \) provided that \( α \) is small, and therefore
\[ z = - \left( λ - \frac{M_{ε,τ}}{σ} \right)^{-1} [g] + \left( λ - \frac{M_{ε,τ}}{σ} \right)^{-1} \left[ \frac{1}{σ} \frac{ru_{ε,τ}^{p-1}}{v_{ε,τ}^s} w \right]. \] (2.7)
Substituting (2.7) in the first equation of (2.6) gives
\[ (A_{ε,τ,λ} - λ)w = F(f, g), \] (2.8)
where
\[ (A_{ε,τ,λ} - λ)w := (L_{ε,τ} - λ)w - qu_{ε,τ}^p \left( λ - \frac{M_{ε,τ}}{σ} \right)^{-1} \left[ \frac{1}{σ} \frac{ru_{ε,τ}^{p-1}}{v_{ε,τ}^s} w \right]. \] (2.9)
and
\[ F(f, g) := f - qu_{ε,τ}^p \left( λ - \frac{M_{ε,τ}}{σ} \right)^{-1} [g]. \] (2.10)
It is noteworthy that \( λ \) appears in \( A_{ε,τ,λ} \). If \((A_{ε,τ,λ} - λ)\) is invertible, then (2.8) can be solved with respect to \( w \), and \( z \) can be found then by a backward substitution. Therefore \((L_{ε,τ} - λ)(ε L(Y \times Y, X \times X))\) is invertible.
We have to show now that \((A_{ε,τ,λ} - λ)\) is invertible. Let \( μ_{ε,τ}^{(n)} (n \geq 1) \) be the \( n \)-th eigenvalue of \( M_{ε,τ}/σ \) defined by (2.3) under the Neumann boundary condition, repeated according to its multiplicity, and let \( ψ_{ε,τ}^{(n)} \) be the eigenfunction corresponding to \( μ_{ε,τ}^{(n)} \) and satisfying
\[\|\psi_{e,t}^{(n)}\|_X = 1.\] From the eigenfunction expansion of \((\lambda - M_{e,t}/\sigma)^{-1}\), we have
\[
(\lambda - M_{e,t}/\sigma)^{-1} = \sum_{n \geq 1} \left< \cdot, \psi_{e,t}^{(n)} \right>_{\lambda - \mu_{e,t}^{(n)}} \psi_{e,t}^{(n)}.
\]

We decompose the operator \((\lambda - M_{e,t}/\sigma)^{-1}\) in two parts,
\[
(\lambda - M_{e,t}/\sigma)^{-1} = \frac{1}{\lambda - \mu_{e,t}^{(1)}} \psi_{e,t}^{(1)} + \left(\lambda - \frac{M_{e,t}}{\sigma}\right)^\dagger \left[ \cdot \right].
\] (2.11)

Here
\[
(\lambda - M_{e,t}/\sigma)^\dagger \left[ \cdot \right] = \sum_{n \geq 2} \left< \cdot, \psi_{e,t}^{(n)} \right>_{\lambda - \mu_{e,t}^{(n)}} \psi_{e,t}^{(n)} \cdot X 
\rightarrow \cap \text{span} \left< \psi_{e,t}^{(1)} \right> \perp.
\] (2.12)

We will prove that \(\mu_{e,t}^{(n)}\) satisfies
\[
\lim_{\tau \to 0} \sigma \mu_{e,t}^{(1)} = -1 - s, \quad \lim_{\tau \to 0} \mu_{e,t}^{(n)} = -\infty \quad \text{for} \quad n \geq 2.
\] (2.13)

On the other hand, from (2.12) it follows that
\[
\left\| \left(\lambda - \frac{M_{e,t}}{\sigma}\right)^\dagger \right\|_{\mathcal{S}(X,X)} \leq \frac{1}{\text{Re}(\lambda) - \mu_{e,t}^{(2)}} \quad \text{for} \quad \text{Re}(\lambda) > \mu_{e,t}^{(2)}.
\] (2.14)

Here \(\| \cdot \|_{\mathcal{S}(X,X)}\) denotes the operator norm. From (2.14) and (2.13), it is easy to see that
\[
\lim_{\tau \to 0} \left\| \left(\lambda - \frac{M_{e,t}}{\sigma}\right)^\dagger \right\|_{\mathcal{S}(X,X)} = 0 \quad \text{uniformly for all} \quad \lambda \in \Lambda_{\alpha}.
\] (2.15)

Moreover, we can see by (2.11) that \((\lambda - M_{e,t}/\sigma)\) is invertible for \(\lambda \in \Lambda_{\alpha}\) provided that \(\tau > 0\) is sufficiently small.

We decompose \(A_{e,t,\lambda}\) as
\[
A_{e,t,\lambda} = L_{e,t} + B_{e,t,\lambda} + R_{e,t,\lambda}.
\]

Here
\[
B_{e,t,\lambda} := -\frac{q u_{e,t}^p}{(\lambda - \mu_{e,t}^{(1)}) v_{e,t}^{q+1}} \left< 1 \frac{r u_{e,t}^{-1}}{v_{e,t}^s}, \psi_{e,t}^{(1)} \right> \psi_{e,t}^{(1)}
\]
and
\[
R_{e,t,\lambda} := -\frac{q u_{e,t}^p}{v_{e,t}^{q+1}} \left( \lambda - \frac{M_{e,t}}{\sigma} \right)^\dagger \left[ 1 \frac{r u_{e,t}^{-1}}{v_{e,t}^s}, w \right].
\] (2.16)

Since for small \(\tau > 0\) \(\|u_{e,t}^p/v_{e,t}^{q+1}\|_{L^\infty}\) and \(\|u_{e,t}^{-1}/v_{e,t}^s\|_{L^\infty}\) are bounded, it is easy to see by (2.15) that
\[
\|R_{e,t,\lambda}\|_{\mathcal{S}(X,X)} \to 0 \quad \text{as} \quad \tau \to 0.
\] (2.17)

(For the details, see the proof of Lemma 5.2.)
Let \((f, l) \in X \times \mathbb{R}\). To study the stability of the boundary spike layer for the shadow system (1.5), we will consider the problem

\[
(\mathcal{L}_{\varepsilon, 0} - \lambda) \begin{pmatrix} w \\ \eta \end{pmatrix} = \begin{pmatrix} f \\ l \end{pmatrix}.
\]

This system is equivalent to

\[
(L_{\varepsilon, 0} - \lambda)w - \frac{q u_0^\varepsilon}{s \varepsilon + 1} \eta = f, \quad \frac{r}{s \varepsilon} \langle u_0^{-1} \varepsilon, w \rangle - (\sigma \lambda + 1 + s) \eta = l.
\]

Solving the second equation of (2.19) with respect to \(\eta\), we obtain

\[
\eta = \frac{1}{\sigma \lambda + 1 + s} \left\langle \frac{r u_0^{-1}}{s \varepsilon}, w, 1 \right\rangle - \frac{l}{\sigma \lambda + 1 + s}.
\]

Here we use the equality \(\frac{r}{s \varepsilon} \langle u_0^{-1} \varepsilon, w \rangle = \left\langle \frac{r u_0^{-1}}{s \varepsilon}, w, 1 \right\rangle\). Substituting (2.20) into the first equation of (2.19), we obtain

\[
(A_{\varepsilon, 0, \lambda} - \lambda)w = \tilde{F}(f, l).
\]

Here

\[
A_{\varepsilon, 0, \lambda} := L_{\varepsilon, 0} + B_{\varepsilon, 0, \lambda},
\]

\[
B_{\varepsilon, 0, \lambda}w := -\frac{q u_0^\varepsilon}{(\sigma \lambda + 1 + s) s \varepsilon + 1} \left\langle \frac{r u_0^{-1}}{s \varepsilon}, w, 1 \right\rangle
\]

and

\[
\tilde{F}(f, l) := f - \frac{q u_0^\varepsilon}{(\sigma \lambda + 1 + s) s \varepsilon + 1}.
\]

Notice that the eigenvalue \(\lambda\) appears in \(A_{\varepsilon, 0, \lambda}\).

We study the invertibility of \((A_{\varepsilon, 0, \lambda} - \lambda)\) by using the Sherman-Morrison formula. If \((A_{\varepsilon, 0, \lambda} - \lambda)\) is invertible for \(\lambda \in A_\varepsilon \setminus \mathbb{R}\) (see Lemma 4.4), we consider the case that \(\lambda \in \mathbb{R}\). Since

\[
B_{\varepsilon, 0, \lambda}w = \beta \langle w, \Phi \rangle \Phi,
\]

where \(\beta = -qr / \left( (\sigma \lambda + 1 + s) s \varepsilon + s + 1 \right) \) and \(\Phi = u_0^\varepsilon\), the rank of the operator \(B_{\varepsilon, 0, \lambda}\) is one. It is important to note that the assumption (A0) guarantees that \(B_{\varepsilon, 0, \lambda}\) is self-adjoint provided that \(\lambda \in \mathbb{R}\). When \(\lambda\) is not an eigenvalue of \(L_{\varepsilon, 0}\), we can express \((A_{\varepsilon, 0, \lambda} - \lambda)^{-1}\) by the Sherman-Morrison formula as

\[
(A_{\varepsilon, 0, \lambda} - \lambda)^{-1} = \left( I + (L_{\varepsilon, 0} - \lambda)^{-1} B_{\varepsilon, 0, \lambda} \right)^{-1} (L_{\varepsilon, 0} - \lambda)^{-1}
\]

\[
= \left( I - \frac{(L_{\varepsilon, 0} - \lambda)^{-1} B_{\varepsilon, 0, \lambda}}{h(\lambda)} \right) \frac{1}{h(\lambda)} (L_{\varepsilon, 0} - \lambda)^{-1},
\]

where

\[
h(\lambda) = 1 + \beta \langle (L_{\varepsilon, 0} - \lambda)^{-1} \Phi, \Phi \rangle.
\]
If \( h(\lambda) \neq 0 \), then \((A_{\varepsilon,0}, -\lambda) - \lambda)\) is invertible. If \( h(\lambda) = 0 \), then \((L_{\varepsilon,0}, -\lambda) - \lambda)\) is invertible if and only if \( h(\lambda) \neq 0 \) provided that \( \lambda \) is not an eigenvalue of \( L_{\varepsilon,0} \). Detailed analysis will be done in Lemmas 4.1, 4.2 and 4.3.

We now study the eigenvalues of \( L_{\varepsilon,0} \). Assume that \( U(x) \) is a boundary spike layer for the system

\[
\Delta U - U + U = 0 \quad \text{in} \quad \mathbb{R}^N_+ \quad \frac{\partial U}{\partial x_N} = 0 \quad \text{on} \quad \partial \mathbb{R}^N_+ \quad U > 0 \quad \text{and} \quad U \in H^1(\mathbb{R}^N_+) \quad (2.25)
\]

and \( U'(|x|) \) denotes the radial derivative of \( U \) with respect to \(|x|\).

**Proposition 2.4** For \( N \geq 2 \), and \( \mathbb{R}^N_+ = \{ x = (x_1, x_2, \cdots, x_N) \in \mathbb{R}^N | x_N > 0 \} \), The eigenvalue problem

\[
\Delta \phi - \phi + pU^{p-1}\phi = \rho \phi \quad \text{in} \quad \mathbb{R}^N_+ \quad \frac{\partial \phi}{\partial x_N} = 0 \quad \text{on} \quad \partial \mathbb{R}^N_+ \quad \text{and} \quad \phi \in H^1(\mathbb{R}^N_+) \quad (2.26)
\]

admits the set of eigenvalues

\[
\rho_1 > 0, \rho_2 = \cdots = \rho_N = 0, \rho_{N+1} < 0, \cdots.
\]

**Proposition 2.5** [17] Let \( \hat{u}_\varepsilon \) be a boundary spike layer for (2.1) for \( N \geq 2 \). Then for \( \varepsilon \) sufficiently small, the eigenvalue problem

\[
\varepsilon^2 \Delta \phi_\varepsilon - \phi_\varepsilon + p\hat{u}_\varepsilon^{p-1}\phi_\varepsilon = \theta_\varepsilon \phi_\varepsilon \quad \text{in} \quad \Omega \quad \frac{\partial \phi_\varepsilon}{\partial n} = 0 \quad \text{on} \quad \partial \Omega \quad (2.27)
\]

admits exactly \((N-1)\) eigenvalues \( \theta^{(1)}_\varepsilon \leq \theta^{(2)}_\varepsilon \leq \cdots \leq \theta^{(N-1)}_\varepsilon \) in the interval \( [\frac{1}{2}\rho_{N+1}, \frac{1}{2}\rho_1] \), where \( \rho_1 \) and \( \rho_{N+1} \) are given by Proposition 2.4.

Moreover,

\[
\frac{\theta^{(j)}_\varepsilon}{\varepsilon^2} \to \eta_0 \lambda_j, \quad j = 1, 2, \cdots, N-1,
\]

where \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{N-1} \) are the eigenvalues of the matrix \( G(P_0) \) defined by Definition 2.2, and

\[
\eta_0 = \frac{N}{N+1} \left( \int_{\mathbb{R}^N} (U(|x|))^2 x_N dx \right) > 0.
\]

**Remark 2.6** We remark that if every principal curvature has a non-degenerate local maximum at \( P_0 \in \partial \Omega \), then all eigenvalues of the matrix \( G(P_0) \) defined in Definition 2.2 are negative.

Using a scaling argument and a diagonal argument, we can see that each eigenvalue of (2.27) tends to an eigenvalue of (2.26) as \( \varepsilon \to 0 \). Thus if \( \lambda_j \) is negative for all \( j \in \{1, 2, \cdots, N-1\} \), then for small \( \varepsilon > 0 \) only the first eigenvalue of (2.27) is positive. Suppose that the contrary is true. Then there is a positive eigenvalue that is not principal for small \( \varepsilon > 0 \). That eigenvalue should tend to either \( \rho_1 \), or 0 as \( \varepsilon \to 0 \). This is a contradiction.
Corollary 2.7 For $N \geq 2$, suppose that all the assumptions of Remark 2.6 hold. Then for small $\varepsilon > 0$ only the first eigenvalue of (2.27) is positive, and all other eigenvalues are negative, that is, $v^{(1)}_{\varepsilon,0} > 0$ and $v^{(n)}_{\varepsilon,0} < 0$ for $n \geq 2$. In particular, for small $\varepsilon > 0$ zero is not an eigenvalue. Therefore, $L_{\varepsilon,0}$ is invertible under the Neumann boundary condition.

In the case $N = 1$, the spectrum of $L_{\varepsilon,0}$ consists of the odd-numbered eigenvalues of the linearized operator at an interior one-spike equilibrium. Therefore, we easily obtain the following proposition [1].

Proposition 2.8 [1] For $N = 1$, for $p > 1$ and for $\varepsilon \to 0$, the two largest eigenvalues of a linearized operator at a boundary spike layer $L_{\varepsilon,0}$, satisfy the asymptotic formulae

$$v^{(1)}_{\varepsilon,0} = \frac{1}{4}(p - 1)(p + 3) + O\left(\exp\left(-\frac{3}{\varepsilon}\right)\right)$$

and

$$v^{(2)}_{\varepsilon,0} = \begin{cases} \frac{1}{4}(p - 1)(p - 5) + O\left(\exp\left(-\frac{3}{\varepsilon}\right)\right), & \text{if } p < 3; \\ < -\frac{1}{2}, & \text{if } p \geq 3. \end{cases}$$

Therefore for $N = 1$ the same conclusion as Corollary 2.7 holds.

We now return to the analysis of $A_{\varepsilon,\tau,\lambda}$. We show that $(A_{\varepsilon,\tau,\lambda} - \lambda)$ is close to $(A_{\varepsilon,0,\lambda} - \lambda)$. We have

$$A_{\varepsilon,\tau,\lambda} - A_{\varepsilon,0,\lambda} = (L_{\varepsilon,\tau} - L_{\varepsilon,0}) + (B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda}) + R_{\varepsilon,\tau,\lambda}. \tag{2.28}$$

Here

$$(L_{\varepsilon,\tau} - L_{\varepsilon,0})w = p \left(\frac{u^p_{\varepsilon,\tau} - u^p_{\varepsilon,0}}{v^q_{\varepsilon,\tau} - v^q_{\varepsilon,0}}\right)w, \tag{2.29}$$

$$(B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda})w = -\frac{qu^p_{\varepsilon,\tau}}{(\lambda - \mu^{(1)}_{\varepsilon,\tau})v^q_{\varepsilon,\tau}} \left\{ \frac{1}{\sigma} ru^{p-1}_{\varepsilon,\tau}w, \psi^{(1)}_{\varepsilon,\tau} \right\} \psi^{(1)}_{\varepsilon,\tau} + \frac{qu^p_{\varepsilon,0}}{(\sigma \lambda + 1 + s)\xi^{q+1}_{\varepsilon}} \left\{ ru^{p-1}_{\varepsilon,0}w, 1 \right\}, \tag{2.30}$$

and $R_{\varepsilon,\tau,\lambda}$ is defined by (2.16). We see by Theorem A and Lemma 3.3 below that $\lim_{\tau \to 0} \|u_{\varepsilon,\tau} - u_{\varepsilon,0}\|_{C^0} = 0$, $\lim_{\tau \to 0} \|v_{\varepsilon,\tau} - \xi_{\varepsilon}\|_{C^0} = 0$, $\lim_{\tau \to 0} \left\|\left(\psi^{(1)}_{\varepsilon,\tau}\right)^2 - 1\right\|_{X} = 0$ and $\lim_{\tau \to 0} \sigma\mu^{(1)}_{\varepsilon,\tau} = -1 - s$. Therefore, $(L_{\varepsilon,\tau} - L_{\varepsilon,0})$ and $(B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda})$ converge to zero uniformly for $\lambda \in A_\varepsilon$ in the sense of the operator norm. We can see by (2.17) that $R_{\varepsilon,\tau,\lambda}$ tends to zero uniformly for $\lambda \in A_\varepsilon$. Thus $L_{\varepsilon,\tau} - L_{\varepsilon,0}$ and $(B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda})$ converge to zero uniformly for $\lambda \in A_\varepsilon$. Therefore, (2.27) that $R_{\varepsilon,\tau,\lambda}$ tends to zero uniformly for $\lambda \in A_\varepsilon$. Thus $L_{\varepsilon,\tau} - L_{\varepsilon,0}$ and $(B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda})$ converge to zero uniformly for $\lambda \in A_\varepsilon$ (see Lemma 5.1). The operator $(A_{\varepsilon,\tau,\lambda} - \lambda)^{-1}$ can be constructed by perturbing $(A_{\varepsilon,0,\lambda} - \lambda)^{-1}$. We have

$$(A_{\varepsilon,\tau,\lambda} - \lambda)^{-1} = (I + T)^{-1}(A_{\varepsilon,0,\lambda} - \lambda)^{-1} \in \mathcal{L}(X, X), \tag{2.31}$$

where $T = (A_{\varepsilon,0,\lambda} - \lambda)^{-1}(A_{\varepsilon,\tau,\lambda} - A_{\varepsilon,0,\lambda})$, and $I \in \mathcal{L}(X, X)$ is the identity operator. The operator $(I + T)^{-1}$ is invertible and $(I + T)^{-1}$ can be expressed by a Neumann series (see
We will prove that this condition holds in Lemma 5.2 below.

3 Preliminaries

The equalities

\[ u_{\varepsilon,0}^p = \frac{\varepsilon p}{p-1} I_{\varepsilon,0}[u_{\varepsilon,0}] \quad (3.1) \]

and

\[ \varepsilon^{s+1} = \int_{\Omega} u_{\varepsilon,0}^r dx \quad (3.2) \]

can be obtained by direct calculations.

Let \( \mu_{n,\varepsilon}^{(n)} \) (where \( n \geq 1 \)) be the \( n \)-th eigenvalue of the operator \( M_{\varepsilon,\tau}/\sigma \) defined by (2.3) under the Neumann boundary condition, repeated according to its multiplicity, and let \( \psi_{n,\varepsilon}^{(n)} \) be the eigenfunction corresponding to \( \mu_{n,\varepsilon}^{(n)} \).

Lemma 3.1 Let \( \varepsilon > 0 \) be small. Then for each \( n \geq 2 \),

\[ \lim_{\tau \to 0} \mu_{n,\varepsilon}^{(n)} = -\infty \quad \text{uniformly for small } \sigma. \quad (3.3) \]

Proof Since \( su_{\varepsilon,\tau}/v_{\varepsilon,\tau}^{s+1} > 0 \), and by the comparison theorem of the eigenvalues, \( \mu_{1,\varepsilon}^{(2)} < \tilde{\mu}_{1,\varepsilon}^{(2)} \), where \( \tilde{\mu}_{1,\varepsilon}^{(2)} \) is the second eigenvalue of the eigenvalue problem

\[ \frac{1}{\tau} A\psi - \psi = \sigma \tilde{\mu}_{1,\varepsilon} \psi \quad \text{in } \Omega \quad \text{and} \quad \frac{\partial \psi}{\partial n} = 0 \quad \text{on } \partial \Omega. \]

Let \( \hat{\mu}^{(2)} \) be the second eigenvalue of the Laplace operator under the Neumann boundary condition. Then \( \sigma \hat{\mu}^{(2)} = -1 + \hat{\mu}^{(2)}/\tau \). The theory of partial differential equations of the second order yields that the first eigenvalue of the Laplace operator is simple. Since \( \hat{\mu}^{(1)} = 0 \), we have \( \hat{\mu}^{(2)} < \hat{\mu}^{(1)} = 0 \). Therefore

\[ \sigma \hat{\mu}^{(2)} = -1 + \frac{\hat{\mu}^{(2)}}{\tau} \to -\infty \quad \text{as } \tau \to 0. \]

The proof is completed.

Lemma 3.2 Let \( \varepsilon > 0 \) be small. Then \( \sigma \mu_{1,\varepsilon}^{(1)} \) is bounded for small \( \tau \).

Proof By Remark 2.3, for small \( \tau \) there exists \( M > 0 \) such that \( 0 \leq su_{\varepsilon,\tau}/v_{\varepsilon,\tau}^{s+1} \leq M \). It follows from the comparison principle of eigenvalues that \( \mu^{(1)} \leq \sigma \mu_{1,\varepsilon}^{(1)} \leq \overline{\mu}^{(1)} \), where \( \mu^{(1)} \) and \( \overline{\mu}^{(1)} \) are respectively the first eigenvalues of the eigenvalue problem

\[ \frac{1}{\tau} A\phi - \phi - M\phi = \mu \phi \quad \text{in } \Omega \quad \text{and} \quad \frac{\partial \phi}{\partial n} = 0 \quad \text{on } \partial \Omega, \]
and
\[ \frac{1}{\tau} \Delta \overline{\phi} - \overline{\phi} = \overline{\mu} \overline{\phi} \text{ in } \Omega \quad \text{and} \quad \frac{\partial \overline{\phi}}{\partial n} = 0 \text{ on } \partial \Omega. \]

Since \( \mu^{(1)} = -1 - M \) and \( p^{(1)} = -1 \), we obtain the desired conclusion. \( \square \)

**Lemma 3.3** For \( \varepsilon > 0 \) be small,
(i) \( \lim_{\tau \to 0} \left\| (\psi^{(1)}_{\varepsilon, \tau})^{2} - 1 \right\|_{X} = 0 \) and
(ii) \( \lim_{\tau \to 0} \sigma \mu^{(1)}_{\varepsilon, \tau} = -1 - s \)
hold.

**Proof** Let \((\text{span } \langle 1 \rangle)^{\perp}\) be the orthogonal complement space of the space \(\text{span } \langle 1 \rangle\) in \(L^{2}(\Omega)\). We decompose the first eigenfunction as
\[ \psi^{(1)}_{\varepsilon, \tau} := \overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau} \in (\text{span } \langle 1 \rangle) \oplus (\text{span } \langle 1 \rangle)^{\perp}, \]
where \(\overline{\psi}_{\varepsilon, \tau} = \int_{\Omega} \psi^{(1)}_{\varepsilon, \tau} dx\) and \(\psi^{\perp}_{\varepsilon, \tau} = \psi^{(1)}_{\varepsilon, \tau} - \overline{\psi}_{\varepsilon, \tau}\). In particular, \(\int_{\Omega} \psi^{\perp}_{\varepsilon, \tau} dx = 0\). Since \(\psi^{(1)}_{\varepsilon, \tau}\) is the eigenfunction corresponding to \(\mu^{(1)}_{\varepsilon, \tau}\), we have
\[ \frac{1}{\tau} \Delta \psi^{(1)}_{\varepsilon, \tau} - \psi^{(1)}_{\varepsilon, \tau} - s \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} \psi^{(1)}_{\varepsilon, \tau} = \sigma \mu^{(1)}_{\varepsilon, \tau} \psi^{(1)}_{\varepsilon, \tau}. \quad (3.4) \]

Therefore, \(\overline{\psi}_{\varepsilon, \tau}\) and \(\psi^{\perp}_{\varepsilon, \tau}\) satisfy
\[ \frac{1}{\tau} \Delta \psi^{\perp}_{\varepsilon, \tau} - (\overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau}) - s \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} (\overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau}) = \sigma \mu^{(1)}_{\varepsilon, \tau} (\overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau}). \quad (3.5) \]

Integrating both sides of (3.5), and using the equality \(\int_{\Omega} \Delta \psi^{\perp}_{\varepsilon, \tau} dx = 0\), we obtain
\[ \overline{\psi}_{\varepsilon, \tau} \left( 1 + \sigma \mu^{(1)}_{\varepsilon, \tau} + s \int_{\Omega} \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} \psi^{\perp}_{\varepsilon, \tau} dx \right) = -s \int_{\Omega} \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} \psi^{\perp}_{\varepsilon, \tau} dx. \quad (3.6) \]

By contradiction, we will show that
\[ 1 + \sigma \mu^{(1)}_{\varepsilon, \tau} + s \int_{\Omega} \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} dx \neq 0. \quad (3.7) \]

Suppose that the equality holds. If \(\overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau}\) is an eigenfunction, then \(c \overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau} \quad (c \in \mathbb{R})\) is also an eigenfunction. Since the first eigenvalue \(\mu^{(1)}_{\varepsilon, \tau}\) is simple, the dimension of the eigenspace corresponding to \(\mu^{(1)}_{\varepsilon, \tau}\) is one. Therefore, \(\overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau}\) and \(c \overline{\psi}_{\varepsilon, \tau} + \psi^{\perp}_{\varepsilon, \tau}\) should be parallel for all \(c \in \mathbb{R}\). Hence \(\psi^{\perp}_{\varepsilon, \tau} = 0\) and \(\overline{\psi}_{\varepsilon, \tau} = 0\), and hence (3.7) holds.

By (3.6), we have
\[ \overline{\psi}_{\varepsilon, \tau} = -s \int_{\Omega} \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} \psi^{\perp}_{\varepsilon, \tau} dx \left( 1 + \sigma \mu^{(1)}_{\varepsilon, \tau} + s \int_{\Omega} \frac{u^{\varepsilon}_{\varepsilon, \tau}}{v^{\varepsilon}_{\varepsilon, \tau}} dx \right). \]
On the other hand, by (3.5) we have

\[
\frac{1}{\tau} A \psi_{\varepsilon,\tau} = \left( 1 + \sigma \mu_{\varepsilon,\tau}^{(1)} + s \frac{u_{\varepsilon,\tau}}{v_{\varepsilon,\tau}^{s+1}} \right) \left( \bar{\psi}_{\varepsilon,\tau} + \psi_{\varepsilon,\tau}^{\perp} \right).
\]

Owing to (3.6), we can solve the above equation with respect to \( \psi_{\varepsilon,\tau}^{\perp} \) on the left-hand side. We have

\[
\psi_{\varepsilon,\tau}^{\perp} = \tau A^{-1} \left( 1 + \sigma \mu_{\varepsilon,\tau}^{(1)} + s \frac{u_{\varepsilon,\tau}}{v_{\varepsilon,\tau}^{s+1}} \right) \left( \bar{\psi}_{\varepsilon,\tau} + \psi_{\varepsilon,\tau}^{\perp} \right),
\]

(3.8)

where \( A^{-1} \) denotes the inverse of the operator \( A \in \mathcal{L}(Y, X) \) under the Neumann boundary condition. Therefore, we have

\[
\| \psi_{\varepsilon,\tau}^{\perp} \|_Y \leq \tau \| A^{-1} \|_{\mathcal{L}(X, Y)} \left\| 1 + \sigma \mu_{\varepsilon,\tau}^{(1)} + s \frac{u_{\varepsilon,\tau}}{v_{\varepsilon,\tau}^{s+1}} \right\|_{L^\infty} \| \bar{\psi}_{\varepsilon,\tau} + \psi_{\varepsilon,\tau}^{\perp} \|_X.
\]

By Lemma 3.2, there exists \( C > 0 \) independent of \( \tau \) such that

\[
\left\| 1 + \sigma \mu_{\varepsilon,\tau}^{(1)} + s \frac{u_{\varepsilon,\tau}}{v_{\varepsilon,\tau}^{s+1}} \right\|_{L^\infty} \leq C \text{ for small } \tau.
\]

Here \( \| A^{-1} \|_{\mathcal{L}(X, Y)} \) is bounded, and \( \| \bar{\psi}_{\varepsilon,\tau} + \psi_{\varepsilon,\tau}^{\perp} \|_X = 1 \). Hence, by (3.8),

\[
\| \psi_{\varepsilon,\tau}^{\perp} \|_Y \leq C \tau.
\]

Therefore for \( \tau \to 0 \) we have the limits

\[
\int_{\Omega} (\psi_{\varepsilon,\tau}^{\perp})^2 \, dx \leq C \tau^2 \to 0 \text{ as } \tau \to 0,
\]

(3.9)

and

\[
\frac{1}{\tau} \int_{\Omega} (\nabla \psi_{\varepsilon,\tau}^{\perp})^2 \, dx \leq C \tau \to 0 \text{ as } \tau \to 0.
\]

(3.10)

Since \( 1 = \bar{\psi}_{\varepsilon,\tau}^2 + \int_{\Omega} (\psi_{\varepsilon,\tau}^{\perp})^2 \, dx \), we see that as \( \tau \to 0 \)

\[
\bar{\psi}_{\varepsilon,\tau}^2 = 1 - \int_{\Omega} (\psi_{\varepsilon,\tau}^{\perp})^2 \, dx \to 1.
\]

(3.11)

Thus the proof of (i) is completed.

We will show that

\[
\int_{\Omega} \frac{u_{\varepsilon,\tau}^{(1)}}{v_{\varepsilon,\tau}^{s+1}} (\psi_{\varepsilon,\tau}^{(1)})^2 \, dx \to 1 \text{ as } \tau \to 0.
\]

(3.12)

We have

\[
\int_{\Omega} \frac{u_{\varepsilon,\tau}^{(1)}}{v_{\varepsilon,\tau}^{s+1}} (\psi_{\varepsilon,\tau}^{(1)})^2 \, dx - 1 = \int_{\Omega} \frac{u_{\varepsilon,\tau}^{(1)}}{v_{\varepsilon,\tau}^{s+1}} (\psi_{\varepsilon,\tau}^{(1)})^2 \, dx - \int_{\Omega} \frac{u_{\varepsilon,\tau}^{(1)}}{v_{\varepsilon,\tau}^{s+1}} \, dx
\]

(3.13)

\[
= \int_{\Omega} \frac{u_{\varepsilon,\tau}^{(1)}}{v_{\varepsilon,\tau}^{s+1}} \left\{ (\psi_{\varepsilon,\tau}^{(1)})^2 - 1 \right\} \, dx + \int_{\Omega} u_{\varepsilon,\tau}^{(1)} \left( \frac{1}{v_{\varepsilon,\tau}^{s+1}} - \frac{1}{\varepsilon_{\varepsilon,\tau}^{s+1}} \right) \, dx
\]

\[
= I_1 + I_2.
\]
where we use (3.3). By Remark 2.3, we obtain

\[ I_2 \to 0 \quad \text{as} \quad \tau \to 0. \tag{3.14} \]

Furthermore, we have

\[ |I_1| \leq \int_{\Omega} \left( \frac{u_e^{e, \tau}}{\psi^{e, \tau + 1}} \right)^2 \left( \psi^{(1)}_{e, \tau} \right)^2 \, dx \leq \left\| \frac{u_e^{e, \tau}}{\psi^{e, \tau + 1}} \right\|_{L^\infty} \int_{\Omega} \left( \psi^{(1)}_{e, \tau} \right)^2 + 1 \, dx, \]

and then

\[ \int_{\Omega} \left( \psi^{(1)}_{e, \tau} \right)^2 + 1 \, dx = \int_{\Omega} \left[ \psi^{2}_{e, \tau} + 2 \psi^{e, \tau} \psi^{\perp}_{e, \tau} + (\psi^{\perp}_{e, \tau})^2 \right] \, dx \leq |\Omega| \left| \psi^{2}_{e, \tau} - 1 \right| + 2 \left| \psi^{e, \tau} \right| + \int_{\Omega} (\psi^{\perp}_{e, \tau})^2 \, dx \leq |\Omega| \left| \psi^{2}_{e, \tau} - 1 \right| + 2 \left| \psi^{e, \tau} \right| + \left( |\Omega| \int_{\Omega} (\psi^{(1)}_{e, \tau})^2 \, dx \right)^{1/2} + \int_{\Omega} (\psi^{\perp}_{e, \tau})^2 \, dx, \tag{3.15} \]

where we use Hölder’s inequality. By (3.9) and (3.11), the left-hand side of (3.15) tends to zero as \( \tau \to 0 \). Thus \( I_1 \to 0 \) as \( \tau \to 0 \) as well, and hence by (3.14) and (3.15) the equation (3.12) holds. Multiplying the both sides of (3.4) by \( \psi^{(1)}_{e, \tau} \) and integrating, we have

\[ \sigma \mu^{(1)}_{e, \tau} = -1 - s \int_{\Omega} \frac{u_e^{e, \tau}}{\psi^{e, \tau + 1}} \left( \psi^{(1)}_{e, \tau} \right)^2 \, dx - \frac{1}{\tau} \int_{\Omega} \left| \nabla \psi^{(1)}_{e, \tau} \right|^2 \, dx. \]

We can see by (3.10) and (3.12), that \( \sigma \mu^{(1)}_{e, \tau} \to -1 - s \) as \( \tau \to 0 \). The proof of (ii) is completed. \( \square \)

**Remark 3.4** The theory of partial differential equations of the second order shows that the first eigenfunction \( \psi^{(1)}_{e, \tau} \) does not change its sign. Henceforth, we can assume that \( \psi^{(1)}_{e, \tau} \to 1 \) in X as \( \tau \to 0 \).

**Remark 3.5** If \( \tau > 0 \) is small, then there is \( \alpha > 0 \) such that \( (\lambda - M_{e, \tau}/\sigma) \) is invertible for \( \lambda \in A_\alpha \). By Lemma 3.3, \( A_\alpha \) is in the resolvent set of \( M_{e, \tau}/\sigma \) provided that \( \alpha \) and \( \tau \) are sufficiently small.

**Lemma 3.6** For \( N = 1 \), (A3) holds if (A3)' holds.

**Proof** Let \( \hat{u}_e = \xi_e^{- \frac{\alpha}{\tau}} u_{e,0} \), where \( \hat{u}_e \) and \( \xi_e \) satisfy (2.1). Multiplying the first equation of (2.1) by \( \frac{d}{dx} \hat{u}_{e,0} \) and integrating it over \([0,x]\), we obtain

\[ \frac{e^2}{2} \left( \frac{d\hat{u}_e}{dx} \right)^2 - \frac{\hat{u}_e^2}{2} + \frac{\hat{u}_e^{p+1}}{p+1} = - \frac{(\hat{u}_e(0))^2}{2} + \frac{(\hat{u}_e(0))^{p+1}}{p+1}. \tag{3.16} \]
Integrating (3.16) over $\Omega$, and dividing it by $\int_{\Omega} \hat{u}_e^{p+1} \, dx$, we have
\[
\frac{\int_{\Omega} \hat{u}_e^2 \, dx}{\int_{\Omega} \hat{u}_e^{p+1} \, dx} = \frac{2}{p+1} + \frac{\epsilon^2 \int_{\Omega} \left( \frac{d\hat{u}_e}{dx} \right)^2 \, dx}{\int_{\Omega} \hat{u}_e^{p+1} \, dx} + \frac{\left( 1 - 2(\hat{u}_e(0))^{p-1}/(p+1) \right) (\hat{u}_e(0))^2}{\int_{\Omega} \hat{u}_e^{p+1} \, dx}.
\]
(3.17)

By a phase plane analysis of (2.1), it is easily to see that $0 < \hat{u}_e(0) < \left( \frac{p+1}{2} \right)^{\frac{1}{p-1}}$. Therefore, the third term of the right-hand side of (3.17) is positive. Furthermore, $\int_{\Omega} \hat{u}_e^2 \, dx / \int_{\Omega} \hat{u}_e^{p+1} \, dx \geq 2/(p+1)$, and hence (A3) holds provided that (A3)' holds.

**Lemma 3.7** For $N = 1$, (A2) holds if (A2)' holds.

**Proof** Let $\hat{u}_e = \xi^{-\frac{q}{p-1}} u_{e,0}$. Multiplying the first equation of (2.1) by $\hat{u}_e^p$ and integrating it over $\Omega$, we have
\[
\epsilon^2 \int_{\Omega} \frac{d^2 \hat{u}_e}{dx^2} \hat{u}_e \, dx - \int_{\Omega} \hat{u}_e^{p+1} \, dx + \int_{\Omega} \hat{u}_e^p \, dx = 0.
\]
(3.18)

Integrating by parts with the Neumann boundary condition for $\hat{u}_e$, we have
\[
-p\epsilon^2 \int_{\Omega} \left( \frac{d\hat{u}_e}{dx} \right)^2 \, dx - \int_{\Omega} \hat{u}_e^{p+1} \, dx + \int_{\Omega} \hat{u}_e^p \, dx = 0.
\]
(3.19)

Substituting (3.16) for the integrand of the first term of (3.19) gives
\[
\frac{3p+1}{p+1} \int_{\Omega} \hat{u}_e^p \, dx = \left( 1 + p \right) \int_{\Omega} \hat{u}_e^{p+1} \, dx - p \left( 1 - \frac{2(\hat{u}_e(0))^{p-1}}{p+1} \right) (\hat{u}_e(0))^2 \int_{\Omega} \hat{u}_e^{p-1} \, dx.
\]

Therefore, we have that $\int_{\Omega} \hat{u}_e^2 \, dx / \int_{\Omega} \hat{u}_e^{p+1} \, dx \leq (p+1)^2/(3p+1)$, and hence (A2) holds provided that (A2)' holds.

**4 Spectral analysis of the operator $\mathcal{P}_{e,0}$**

In order to study the invertibility of $\mathcal{P}_{e,0}$, in this section we are mainly concerned with the invertibility of the operator $(A_{e,0,\lambda} - \lambda)$ defined by (2.22) in §2.

Let $v_{e,t}^{(n)}$ ($n \geq 1$) be the $n$th eigenvalue of $L_{e,t}$ defined by (2.3) under the Neumann boundary condition repeated according to its multiplicity, and let $\phi_{e,t}^{(n)}$ be the eigenfunction corresponding to $v_{e,t}^{(n)}$. By $C$ we mean a constant which changes every line.

**Lemma 4.1** Let $\lambda \in \mathbb{R}$. Suppose that (A3) holds. Then there exists $\varepsilon_1 > 0$ such that $(A_{e,0,\lambda} - \lambda)$ is invertible for $\lambda \in (-\varepsilon_1, v_{e,0}^{(1)})$. In particular, $A_{e,0,0}$ is invertible.

**Proof** We assume that
\[
v_{e,0}^{(2)} < \lambda < v_{e,0}^{(1)}.
\]
(4.1)

Note that $v_{e,0}^{(1)} > 0$ and $v_{e,0}^{(2)} < 0$ provided that $\varepsilon$ is small (see Corollary 2.7). We notice that the rank of $B_{e,0,\lambda}$ is one in the case where $\lambda$ is not an eigenvalue of $L_{e,0}$. Using the
Sherman-Morrison formula, we can express $(A_{e,0} - \lambda)^{-1}$ as (2.24). Here $h(\lambda) \in C^\infty(\mathbb{R}\backslash\{v_{e,0}^{(1)}, v_{e,0}^{(2)}, \cdots\})$ is

$$h(\lambda) = 1 - \frac{qr}{(\sigma \lambda + 1 + s)\xi^q\sigma \lambda + 1 + s} \left\langle (L_{e,0} - \lambda)^{-1} \left[ u_{e,0}^p \right], u_{e,0}^{p-1} \right\rangle. \quad (4.2)$$

By (4.1), $\lambda$ is not an eigenvalue of $L_{e,0}$, and hence $(L_{e,0} - \lambda)^{-1}$ exists. Therefore, when

$$h(\lambda) \neq 0,$$

the operator $(A_{e,0} - \lambda)$ is invertible. Inequality (4.3) is equivalent to the inequality

$$\sigma \lambda + 1 + s \neq h(\lambda), \quad (4.4)$$

where $h(\lambda) = \frac{qr}{\xi^q\sigma \lambda + 1 + s} \left\langle (L_{e,0} - \lambda)^{-1} \left[ u_{e,0}^p \right], u_{e,0}^{p-1} \right\rangle$, and we will show that this holds for all $\lambda \in [0, v_{e,0}^{(1)}]$.

By Corollary 2.7 and Proposition 2.8, $L_{e,0}$ is invertible and we see by (3.1) that

$$L_{e,0}^{-1} \left[ u_{e,0}^p \right] = \frac{\xi^q}{p-1} u_{e,0}. \quad (4.5)$$

Using (4.5) and (3.2), we have that $\tilde{h}(0) = \frac{qr}{p \xi^q}$. Therefore, by (1.2),

$$\tilde{h}(0) > 1 + s. \quad (4.6)$$

Next we will show that

$$\frac{d}{d\lambda} \tilde{h}(\lambda) \geq \sigma \quad \text{for} \quad \lambda \in [0, v_{e,0}^{(1)}]. \quad (4.7)$$

Since $(L_{e,0} - \lambda)$ is self-adjoint, we see that $(L_{e,0} - \lambda)^{-1} = (L_{e,0} - \lambda)^{-1}$. Therefore, using (A0), we have

$$\frac{d}{d\lambda} \tilde{h}(\lambda) = \frac{qr}{\xi^q\sigma \lambda + 1 + s} \left\langle (L_{e,0} - \lambda)^{-2} \left[ u_{e,0}^p \right], u_{e,0}^{p-1} \right\rangle = \frac{qr}{\xi^q\sigma \lambda + 1 + s} \left\| (L_{e,0} - \lambda)^{-1} \left[ u_{e,0}^p \right] \right\|^2. \quad (4.8)$$

From the eigenfunction expansion of $(L_{e,0} - \lambda)^{-1}$, we have

$$\left\| (L_{e,0} - \lambda)^{-1} \left[ u_{e,0}^p \right] \right\|_X^2 = \frac{\xi^q}{(p-1)^2} \sum_{n \geq 1} \left( \frac{v_{e,0}^{(n)} - \lambda}{v_{e,0}^{(n)} - v_{e,0}^{(1)}} \right)^2 \left\langle u_{e,0}, \phi_{e,0}^{(n)} \right\rangle^2. \quad (4.9)$$

Now we see that

$$\inf \left\{ \left( \frac{v_{e,0}^{(n)} - \lambda}{v_{e,0}^{(n)} - v_{e,0}^{(1)}} \right)^2 \left| n \geq 1, \; v_{e,0}^{(2)} < \lambda < v_{e,0}^{(1)} \right\} = \kappa,$$

where $\kappa$ is defined in Theorem B. Thus we obtain

$$\frac{d}{d\lambda} \tilde{h}(\lambda) \geq \frac{q r \kappa}{(p-1)^2} \sum_{n \geq 1} \left\langle u_{e,0}, \phi_{e,0}^{(n)} \right\rangle^2 = \frac{q r \kappa \left\| u_{e,0} \right\|_X^2}{(p-1)^2 \xi^q\sigma \lambda + 1 + s}. \quad (4.10)$$

If condition (A3) holds, then (4.7) holds as well. Owing to (4.6) and (4.7), the inequality (4.4) holds for all $\lambda \in [0, v_{e,0}^{(1)}]$. The proof is complete. \qed
Lemma 4.2 Let $\lambda \in \mathbb{R}$. The operator $(A_{\varepsilon,0,\lambda} - \lambda)$ is invertible for all $\lambda \in \left( \nu^{(1)}_{\varepsilon,0}, +\infty \right)$.

Proof We use the notation as in the proof of Lemma 4.1. We show that (4.4) holds for $\lambda \in \left( \nu^{(1)}_{\varepsilon,0}, +\infty \right)$. Using the eigenfunction expansion to $(L_{\varepsilon,0} - \lambda)^{-1} \cdot \cdot \cdot$, we have

$$
\left( (L_{\varepsilon,0} - \lambda)^{-1} \left[ u_{\nu}^{(p)} \right], u_{\nu}^{(p)} \right) = \sum_{n \geq 1} \left( \frac{u_{\nu}^{(n)}(\phi_{\nu}^{(n)})}{\nu_{\varepsilon,0}^{(n)} - \lambda} \right)^2.
$$

(4.8)

Since $\lambda > \nu^{(1)}_{\varepsilon,0}$, the right-hand side of (4.8) is negative, and the right-hand side of (4.4) is negative as well. However, the left-hand side of (4.4) is positive for $\lambda \in \left( \nu^{(1)}_{\varepsilon,0}, +\infty \right)$. Therefore (4.4) holds for $\lambda \in \left( \nu^{(1)}_{\varepsilon,0}, +\infty \right)$.

Lemma 4.3 The operator $(A_{\varepsilon,0,\nu^{(1)}_{\varepsilon,0}} - \nu^{(1)}_{\varepsilon,0})$ is invertible.

Proof Let $f \in X$, and $w = \rho \phi_{\varepsilon,0}^{(1)} + w^\perp$, where

$$
\rho = \frac{\left< f, \phi_{\varepsilon,0}^{(1)} \right> - \left< B_{\varepsilon,0,\nu^{(1)}_{\varepsilon,0}}, [w^\perp], \phi_{\varepsilon,0}^{(1)} \right>}{\left< B_{\varepsilon,0,\nu^{(1)}_{\varepsilon,0}}, \phi_{\varepsilon,0}^{(1)} \right>}, \quad w^\perp = (L_{\varepsilon,0} - \nu^{(1)}_{\varepsilon,0})^{-1} \left[ f - \left< f, \phi_{\varepsilon,0}^{(1)} \right>, \phi_{\varepsilon,0}^{(1)} \right].
$$

Note that $\phi_{\varepsilon,0}^{(1)}$ is positive, and that $\left< B_{\varepsilon,0,\nu^{(1)}_{\varepsilon,0}}, [\phi_{\varepsilon,0}^{(1)}, \phi_{\varepsilon,0}^{(1)}] \right> \geq \frac{q \sigma \nu^{(1)}_{\varepsilon,0} \phi_{\varepsilon,0}^{(1)} \phi_{\varepsilon,0}^{(1)}}{(q \nu^{(1)}_{\varepsilon,0} + (s + 1) \sigma_{\nu}^{(1)})^2} > 0$. The function $w$ is a solution for $(A_{\varepsilon,0,\nu^{(1)}_{\varepsilon,0}} - \nu^{(1)}_{\varepsilon,0})w = f$, and there is a constant $C > 0$ such that $\|w\|_Y < C \|f\|_X$.

Lemma 4.4 Let $\lambda \in \mathbb{C} \setminus \mathbb{R}$. Suppose that (A1) holds. Then there exists a constant $\alpha_2 > 0$ such that the operator $(A_{\varepsilon,0,\lambda} - \lambda)$ is invertible for $\lambda \in A_{\alpha_2} \setminus \mathbb{R}$.

Proof Since the spectrum of $(A_{\varepsilon,0,\lambda} - \lambda)$ consists only of the eigenvalues, we have to show that there is no eigenvalue in $A_{\alpha_2} \setminus \mathbb{R}$.

Let $w = w_R + iw_I$ and $\lambda = \alpha + bi$. We assume that $w$ and $\lambda$ satisfy

$$
(A_{\varepsilon,0,\lambda} - \lambda)w = 0.
$$

(4.9)

This is equivalent to

$$
L_{\varepsilon,0} \left[ w_R + iw_I \right] - \frac{qr}{\sigma(a + bi) + 1 + s} \left< w_R + iw_I, u_{\nu}^{(p)} \right> \frac{u_{\nu}^{(p)}}{z_{\nu}^{q+s+1}} = (a + bi)(w_R + iw_I).
$$

(4.10)

That is, we have an equation

$$
L_{\varepsilon,0} w_R - \frac{qr(a \sigma + 1 + s)u_{\nu}^{(p)}}{(a \sigma + 1 + s)^2 + (b \sigma)^2} \frac{z_{\nu}^{q+s+1}}{z_{\nu}^{q+s+1}} \left< w_R, u_{\nu}^{(p)} \right> - \frac{qr \sigma u_{\nu}^{(p)}}{(a \sigma + 1 + s)^2 + (b \sigma)^2} \frac{z_{\nu}^{q+s+1}}{z_{\nu}^{q+s+1}} \left< w_I, u_{\nu}^{(p)} \right> = aw_R - bw_I,
$$

(4.11)
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for the real part, and an equation

\[
L_{ε,0} w_I - \frac{qr(aσ + 1 + s)u_{ε,0}^p}{(aσ + 1 + s)^2 + (bσ)^2} \xi_{q+s+1} \left\langle w_I, u_{ε,0}^p \right\rangle \\
+ \frac{qr bσ u_{ε,0}^p}{(aσ + 1 + s)^2 + (bσ)^2} \xi_{q+s+1} \left\langle w_R, u_{ε,0}^p \right\rangle = bw_R + aw_I,
\]

(4.12)

for the imaginary part. The equation \( \left\langle (4.11), w_R \right\rangle + \left\langle (4.12), w_I \right\rangle \) gives

\[
\left\langle L_{ε,0} w_R, w_R \right\rangle + \left\langle L_{ε,0} w_I, w_I \right\rangle - a \left( \left\langle w_R, w_R \right\rangle + \left\langle w_I, w_I \right\rangle \right) = \frac{qr(aσ + 1 + s)}{(aσ + 1 + s)^2 + (bσ)^2} \xi_{q+s+1} \left( \left\langle w_R, u_{ε,0}^p \right\rangle^2 + \left\langle w_I, u_{ε,0}^p \right\rangle^2 \right).
\]

(4.13)

The equation \( \left\langle (4.12), w_R \right\rangle - \left\langle (4.11), w_I \right\rangle \) gives

\[
\frac{qr bσ}{(aσ + 1 + s)^2 + (bσ)^2} \xi_{q+s+1} \left( \left\langle w_R, u_{ε,0}^p \right\rangle^2 + \left\langle w_I, u_{ε,0}^p \right\rangle^2 \right) = b \left( \left\langle w_R, w_R \right\rangle + \left\langle w_I, w_I \right\rangle \right).
\]

(4.14)

By the assumption of this lemma, \( b \neq 0 \). Multiplying (4.14) by \( (aσ + 1 + s)/(bσ) \) leads to

\[
\frac{qr(aσ + 1 + s)}{(aσ + 1 + s)^2 + (bσ)^2} \xi_{q+s+1} \left( \left\langle w_R, u_{ε,0}^p \right\rangle^2 + \left\langle w_I, u_{ε,0}^p \right\rangle^2 \right) = \left( a + \frac{1 + s}{σ} \right) \left( \left\langle w_R, w_R \right\rangle + \left\langle w_I, w_I \right\rangle \right).
\]

(4.15)

Adding (4.13) and (4.15) yeilds

\[
\left\langle L_{ε,0} w_R, w_R \right\rangle + \left\langle L_{ε,0} w_I, w_I \right\rangle = \left( 2a + \frac{1 + s}{σ} \right) \left( \left\langle w_R, w_R \right\rangle + \left\langle w_I, w_I \right\rangle \right).
\]

If \( \| w_R + iw_I \|^2 = \| w_R \|^2 + \| w_I \|^2 = 1 \), then

\[
2a = -\frac{1 + s}{σ} + \left\langle L_{ε,0} w_R, w_R \right\rangle + \left\langle L_{ε,0} w_I, w_I \right\rangle \leq -\frac{1 + s}{σ} + v^{(1)}_{ε,0}.
\]

Because of (A1), we see that \( a < 0 \). The proof is complete.

\( \square \)

**Lemma 4.5** Let \( 0 \leq A \in \mathbb{R} \). Suppose that (A1) and (A3) hold. Then there exist \( ρ_3 > 0 \) and \( ρ_4 > 0 \) such that

\[
\left\langle (A_{ε,0,λ}) w, w \right\rangle \geq ρ_3 \| w \|^2 \quad \text{for} \quad λ \in (-ρ_4, +∞) \text{ and } w \in Y.
\]

(4.16)

**Proof** By Lemmas 4.1, 4.2 and 4.3, there exists a constant \( ρ_4 > 0 \) such that for \( λ \in [-ρ_4, +∞) \) zero is not an eigenvalue of \( (λ - A_{ε,0,λ}) \). Since \( B_{ε,0,λ} \| f \|^2_{L(X,X)} \) is bounded for \( λ \in [-ρ_4, +∞) \), and \( (λ - A_{ε,0,λ}) = (λ - L_{ε,0} - B_{ε,0,λ}) \), the first eigenvalue of the operator \( (λ - A_{ε,0,λ}) \) tends to \( +∞ \) as \( λ \to +∞ \). The continuity of the first eigenvalue with
respect to $\lambda$, together with the above two facts, says that for $\lambda \in (-\infty, +\infty)$ the first eigenvalue is positive and uniformly away from zero. Therefore, there is a constant $\alpha > 0$ such that $\left(\lambda - \alpha - A_{e,0,a+bi}\right)$ is a positive operator for $\lambda \in (-\infty, +\infty)$. The proof is complete. 

**Lemma 4.6** Let $\lambda \in \mathbb{C}$, and $w = w_R + iw_I$. Suppose that (A1), (A2) and (A3) hold. Then there exist $\alpha > 0$ and $\alpha > 0$ such that

$$\| (A_{e,0,\lambda} - \lambda)^{-1}w \|_X \leq \alpha \| w \|_X$$

for $\lambda \in \mathcal{A}_{\alpha}$. \hspace{1cm} (4.17)

**Proof** Let $\lambda = a + bi$ and let $\delta_1 > 0$ be small. We consider two cases separately.

**Case 1:** for $(a, b) \in \mathcal{A}^{(1)} := ((a, b) \mid b^2 \sigma \leq \delta_1 (a \sigma + 1 + s))$, where $\delta_1$ will be defined later. Substituting $\lambda = a + bi$ and $w = w_R + iw_I$ into $\langle (\lambda - A_{e,0,a+bi})w, w \rangle$, we have

$$\langle (a + bi - A_{e,0,a+bi})[w_R + iw_I], w_R + iw_I \rangle = \chi + i\omega.$$ 

Here

$$\chi := -L_{e,0}w_R, w_R - L_{e,0}w_I, w_I + a \left( \langle w_R, w_R \rangle + \langle w_I, w_I \rangle \right) + \frac{qr(a \sigma + 1 + s)}{(a \sigma + 1 + s)^2 + (b \sigma)^2} \xi_k^{q + s + 1} \left( \langle w_R, u_t^{0} \rangle^2 + \langle w_I, u_t^{0} \rangle^2 \right),$$

and

$$\omega := -b \left( \langle w_R, w_R \rangle + \langle w_I, w_I \rangle \right).$$

By Lemma 4.5, there exist $\delta_2 > 0$ and $\delta_3 > 0$ such that

$$\langle (a + \beta - A_{e,0,a+\beta})w_R, w_R \rangle \geq \delta_2 \| w_R \|_X^2$$

for $a \in (-\delta_3, +\infty)$,

where $\beta = (b^2 \sigma)/(a \sigma + 1 + s)$. The constant $\delta_1$ can be now taken to ensure $\delta_2 > \delta_1$. Thus we see that

$$\chi = \langle (a - A_{e,0,a+\beta})w_R, w_R \rangle + \langle (a - A_{e,0,a+\beta}w_I, w_I \rangle$$

$$\geq (\delta_2 - \delta_1) \left( \| w_R \|_X^2 + \| w_I \|_X^2 \right).$$

Therefore,

$$\| (a + bi - A_{e,0,a+bi})[w_R + iw_I], w_R + iw_I \| \geq \sqrt{\chi^2 + \omega^2} \geq \chi$$

$$\geq (\delta_2 - \delta_1) \| w_R + iw_I \|_X^2$$

for $(a, b) \in \mathcal{A}^{(1)}$, which indicates that

$$\| (a + bi - A_{e,0,a+bi})[w_R + iw_I] \|_X \geq C \| w_R + iw_I \|_X$$

for $(a, b) \in \mathcal{A}^{(1)}$. \hspace{1cm} (4.18)
Case 2; for \((a, b) \in A^{(2)} := \{(a, b) | 2\sqrt{\sigma}|b| > \sqrt{\delta_1}, a > -\delta_4\}\), where \(\delta_4\) is to be defined later.

Firstly, we note that

\[
\frac{q\sigma}{((a\sigma + 1 + s)^2 + (b\sigma)^2)^{\frac{q+3+s}{2}}} \left( \langle w_R, u_{e,0}^p \rangle^2 + \langle w_I, u_{e,0}^p \rangle^2 \right)
\]

\[
\leq \frac{q\sigma \|u_{e,0}^p\|_X^2}{((a\sigma + 1 + s)^2 + (b\sigma)^2)^{\frac{q+3+s}{2}}} \left( \|w_R\|_X^2 + \|w_I\|_X^2 \right).
\]

By (3.3) and (A2), we see that there exists a constant \(\delta_4 > 0\) such that

\[
\frac{q\sigma \|u_{e,0}^p\|_X^2}{((a\sigma + 1 + s)^2 + (b\sigma)^2)^{\frac{q+3+s}{2}}} < 1 \quad \text{for } (a, b) \in A^{(2)}.
\]

Therefore, there exists a constant \(\delta_5 \in (0, 1)\) such that

\[
\frac{q\sigma \|u_{e,0}^p\|_X^2}{((a\sigma + 1 + s)^2 + (b\sigma)^2)^{\frac{q+3+s}{2}}} < \delta_5 \quad \text{for } (a, b) \in A^{(2)}.
\]

Hence, we see that

\[
|\omega| = b \left( \|w_R\|_X^2 - \frac{q\sigma \langle w_R, u_{e,0}^p \rangle}{((a\sigma + 1 + s)^2 + (b\sigma)^2)^{\frac{q+3+s}{2}}} \right)
\]

\[
+ b \left( \|w_I\|_X^2 = \frac{q\sigma \langle w_I, u_{e,0}^p \rangle}{((a\sigma + 1 + s)^2 + (b\sigma)^2)^{\frac{q+3+s}{2}}} \right)
\]

\[
\geq C \left( \|w_R\|_X^2 + \|w_I\|_X^2 \right).
\]

Thus we obtain

\[
\|(a + bi - A_{e,0,a+b})[w_R + iw_I]\|_X \geq C \|w_R + iw_I\|_X \quad \text{for } (a, b) \in A^{(2)}.
\]

Since there exists \(\alpha_6 > 0\) such that \(A_{\alpha_6} \subset A^{(1)} \cup A^{(2)}\), (4.17) follows from (4.18) and (4.19).

**Proof of Theorem A** Let \((u_{e,0}, v_{e,0})\) be a solution of the shadow system (1.5) given by Proposition 2.1. We show that \(D_{(u_{e,0},v_{e,0})}(e,0,u_{e,0},v_{e,0},0)\) is invertible, as stated in §2.1. If we prove that, then the proof is complete.

Linearizing \(\mathcal{F}\) at \((u_{e,0}, v_{e,0})\), we obtain

\[
D_{(u_{e,0},v_{e,0})}\mathcal{F} = \begin{pmatrix}
\mathcal{L}_{e,0} - \frac{qu_{e,0}^p}{\xi_{e}^{q+1}} \\
0 & 0
\end{pmatrix},
\]

\[
-1 - s
\]

\[
A
\]

\[
\begin{pmatrix}
\mathcal{L}_{e,0} & - \frac{qu_{e,0}^p}{\xi_{e}^{q+1}} \\
0 & 0
\end{pmatrix}0
\]
where $\mathcal{L}_{\varepsilon,0}$ is defined in §2.2. Here $A : C_{N}^{2+d} \to Z$ is a homeomorphism, and $Z$ is defined in Subsection 2.1. If $\mathcal{L}_{\varepsilon,0}$ is invertible, then $D(u_{\varepsilon,\xi})$ is invertible as well. By Lemma 4.1, $\mathcal{L}_{\varepsilon,0}$ is invertible, and therefore $\mathcal{L}_{\varepsilon,0}$ is invertible as well (for the details, see §2.2).

**Proof of Theorem C** Let $\alpha^{*} = \min\{\alpha_{1}, \alpha_{2}, \alpha_{4}, \alpha_{6}\}$. If (A1), (A2) and (A3) hold, then all Lemmas of §4 hold for $\lambda \in \Lambda_{\alpha^{*}}$. Then $\mathcal{L}_{\varepsilon,0} - \lambda$ is invertible for all $\lambda \in \Lambda_{\alpha^{*}}$. Therefore, the boundary spike layer $(u_{\varepsilon,0}, v_{\varepsilon,0})$ is stable. In particular, if $\sigma$ is small, then (A1), (A2) and (A3) are automatically satisfied. The proof is complete.

### 5 Spectral analysis of the operator $\mathcal{L}_{\varepsilon,\tau}$

We will now show that $A_{\varepsilon,\tau,\lambda}$ is close to $A_{\varepsilon,0,\lambda}$ in the sense of the operator norm provided that $\tau$ is sufficiently small. Let $D_{\varepsilon,\tau,\lambda} = A_{\varepsilon,\tau,\lambda} - A_{\varepsilon,0,\lambda}$. Then the following Lemma holds.

**Lemma 5.1** Let $\lambda \in \Lambda_{\alpha^{*}}$. Then

$$\lim_{\tau \to 0} \| D_{\varepsilon,\tau,\lambda} \|_{\mathcal{L}(X,X)} = 0. \tag{5.1}$$

The convergence is uniform for $\lambda \in \Lambda_{\alpha^{*}}$.

**Proof** We divide $D_{\varepsilon,\tau,\lambda}$ into three parts,

$$D_{\varepsilon,\tau,\lambda} = (B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda}) + R_{\varepsilon,\tau,\lambda} + (L_{\varepsilon,\tau} - L_{\varepsilon,0})$$

$$= D^{(1)}_{\varepsilon,\tau,\lambda} + D^{(2)}_{\varepsilon,\tau,\lambda} + D^{(3)}_{\varepsilon,\tau}. \tag{5.2}$$

Firstly, we will show that

$$\lim_{\tau \to 0} \| D^{(2)}_{\varepsilon,\tau,\lambda} \|_{\mathcal{L}(X,X)} = 0$$

uniformly for $\lambda \in \Lambda_{\alpha^{*}}$. \tag{5.3}

Here $R_{\varepsilon,\tau,\lambda}(= D^{(2)}_{\varepsilon,\tau,\lambda})$ is defined by (2.16). Then

$$\| D^{(2)}_{\varepsilon,\tau,\lambda} w \|_{X} \leq \left\| q r \frac{w_{\varepsilon,\tau}}{v_{\varepsilon,\tau}^{d+1}} (\sigma \lambda - M_{\varepsilon,\tau}) \left[ \begin{array}{c} u_{\varepsilon,\tau}^{\varepsilon} \\ v_{\varepsilon,\tau}^{\varepsilon} \end{array} \right] w \right\|_{X}$$

$$\leq \left\| q r \frac{w_{\varepsilon,\tau}}{v_{\varepsilon,\tau}^{d+1}} \right\|_{L^{\infty}} \| (\sigma \lambda - M_{\varepsilon,\tau}) \|_{\mathcal{L}(X,X)} \left\| \frac{u_{\varepsilon,\tau}^{\varepsilon}}{v_{\varepsilon,\tau}^{d}} \right\|_{L^{\infty}} \| w \|_{X}.$$}

We can see (Remark 2.3) that there is a constant $C > 0$ such that $\| u_{\varepsilon,\tau}^{\varepsilon} / v_{\varepsilon,\tau}^{d+1} \|_{L^{\infty}} < C$ and $\| u_{\varepsilon,\tau}^{\varepsilon} / v_{\varepsilon,\tau}^{d} \|_{L^{\infty}} < C$ for small $\tau$. Then by (2.14), we see that (5.3) holds.

Next, we show that

$$\lim_{\tau \to 0} \| D^{(1)}_{\varepsilon,\tau,\lambda} \|_{\mathcal{L}(X,X)} = 0$$

uniformly for $\lambda \in \Lambda_{\alpha^{*}}$. \tag{5.4}
Here $B_{\varepsilon,\tau,\lambda} - B_{\varepsilon,0,\lambda}$ defined by (2.30). We have

$$D^{(1)}_{\varepsilon,\tau,\lambda}w = \frac{q(\lambda - \mu(1))}{\varepsilon} \left< ru_{\varepsilon,\tau}^{-1}w, \psi_{\varepsilon,\tau}^{(1)} \right>(\psi_{\varepsilon,\tau}^{(1)} - 1)$$

$$+ \frac{q(\lambda - \mu(1))}{\varepsilon} \left< ru_{\varepsilon,\tau}^{-1}w, \psi_{\varepsilon,\tau}^{(1)} - 1 \right> + \frac{q(\lambda - \mu(1))}{\varepsilon} \left< ru_{\varepsilon,\tau}^{-1}w \left( \frac{1}{\varepsilon} - \frac{1}{\varepsilon_0} \right), 0 \right>$$

By Lemma 3.3 (i), the first and second terms tend to zero as $\tau \to 0$. Using Remark 2.3, we see that the third, forth, fifth and sixth terms tend to zero as $\tau \to 0$. By Lemma 3.3 (ii), the seventh term tends to zero in $X$. Therefore, (5.4) holds.

We show that

$$\lim_{\tau \to 0} \| D^{(3)}_{\varepsilon,\tau} \|_{\mathcal{L}(X)} = 0. \quad (5.5)$$

Here $L_{\varepsilon,\tau} - L_{\varepsilon,0} = D^{(3)}_{\varepsilon,\tau}$ is defined as (2.29). It is clear from (2.29) and Remark 2.3 that (5.5) holds.

Because of (5.3), (5.4) and (5.5), the limit (5.1) holds.

**Lemma 5.2** Let $\lambda \in \mathbb{C}$. If all the assumptions of Lemma 4.6 are satisfied, then there exists $\tau_0 > 0$ such that if $\tau \in (0, \tau_0)$, then $(A_{\varepsilon,\tau,\lambda} - \lambda)$ is invertible for all $\lambda \in A_\gamma$.

**Proof** Since $A_{\varepsilon,\tau,\lambda} = L_{\varepsilon,\tau} + B_{\varepsilon,\tau,\lambda}$ and $A_{\varepsilon,0,\lambda} = L_{\varepsilon,0} + B_{\varepsilon,0,\lambda}$, we have

$$A_{\varepsilon,\tau,\lambda} - \lambda = A_{\varepsilon,0,\lambda} - \lambda + D_{\varepsilon,\tau,\lambda},$$

where $D_{\varepsilon,\tau,\lambda} = A_{\varepsilon,\tau,\lambda} - A_{\varepsilon,0,\lambda}$. Let $T = (A_{\varepsilon,0,\lambda} - \lambda)^{-1} D_{\varepsilon,\tau,\lambda}$. Then (2.31) hold. Since $(A_{\varepsilon,0,\lambda} - \lambda)$ is invertible for $\lambda \in A_\gamma$, we show that $(I + T)$ is invertible as well. Now, we have the inequality

$$\| T \|_{\mathcal{L}(X)} \leq \| (A_{\varepsilon,0,\lambda} - \lambda)^{-1} \|_{\mathcal{L}(X)} \cdot \| D_{\varepsilon,\tau,\lambda} \|_{\mathcal{L}(X)}.$$

By (4.17) and (5.1), the right-hand side of this converges to zero as $\tau \to 0$, and this convergence is uniform for $\lambda \in A_\gamma$. Therefore, there exists $\tau_0 > 0$ such that

$$\| T \|_{\mathcal{L}(X)} < \frac{1}{2} \quad \text{for } \tau \in (0, \tau_0) \text{ and } \lambda \in A_\gamma.$$
In this case \((I + T)\) is invertible and the inverse can be expressed by the Neumann series

\[
(I + T)^{-1} = \sum_{n=0}^{\infty} (-T)^n = I - T + T^2 - T^3 + T^4 - T^5 + \cdots,
\]

where \((-T)^0 := I\). The proof is complete.

By (2.8), (2.9) and (2.10), the following Lemma holds.

**Lemma 5.3** Let \(\lambda \in \mathbb{C}\). If \((A_{\varepsilon, \tau, \lambda} - \lambda)\) and \((\lambda - M_{\varepsilon, \tau}/\sigma)\) are invertible, then the operator \((\mathcal{L}_{\varepsilon, \tau} - \lambda)\) is invertible.

**Proof of Theorem B** If (A1), (A2) and (A3) hold, then \((A_{\varepsilon, 0, \lambda} - \lambda)\) is invertible for \(\lambda \in \Lambda_\alpha\). For small \(\tau_0\), if \(\tau < \tau_0\), then \((A_{\varepsilon, \tau, \lambda} - \lambda)\) is invertible for \(\lambda \in \Lambda_\alpha\). Lemma 5.3 claims that \((\mathcal{L}_{\varepsilon, \tau} - \lambda)\) is invertible for \(\lambda \in \Lambda_\alpha\). In particular, (A1), (A2) and (A3) are automatically satisfied provided that \(\sigma\) is small. We see by Lemmas 3.6 and 3.7 that (A2) and (A3) hold if (A2)' and (A3)' hold respectively. Thus the proof is complete.

6 Conclusions

By perturbing a boundary (one-)spike layer for the shadow system, we showed that a boundary (one-)spike layer for the full Gierer–Meinhardt system exists.

Some natural questions arise: firstly, we assumed that \(P_0 \in \partial \Omega\), which is the maximum point of the boundary (one-)spike layer, is a non-degenerate local maximum point of \(\partial \Omega\). The assumption seems to be technical. It would be desirable to remove this assumption. Secondly, the assumption (A0) appears to be restrictive. Because of this assumption, the case of the original Gierer–Meinhardt system is not included. The method of the proof used in this paper depends highly on the self-adjointness of the linear operator \(A_{\varepsilon, 0, \lambda}\) \((\lambda \in \mathbb{R})\). Therefore, we may need an idea for more general case where the assumption (A0) does not hold. Thirdly, is there any stable boundary multispike layer for the full system? It appears that we have to study the eigenvalues of the linear operator \(\varepsilon^2 \Delta - 1 + pu^{\theta-1}\), where \(u\) is a boundary multispike layer for \(\varepsilon^2 \Delta u - u + u^\theta = 0\).

It would be also interesting to clarify the difference and similarity between the shadow system and the full system.
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