Spatio-temporal hierarchy in the dynamics of a minimalist protein model
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A method for time series analysis of molecular dynamics simulation of a protein is presented. In this approach, wavelet analysis and principal component analysis are combined to decompose the spatio-temporal protein dynamics into contributions from a hierarchy of different time and space scales. Unlike the conventional Fourier-based approaches, the time-localized wavelet basis captures the vibrational energy transfers among the collective motions of proteins. As an illustrative vehicle, we have applied our method to a coarse-grained minimalist protein model. During the folding and unfolding transitions of the protein, vibrational energy transfers between the fast and slow time scales were observed among the large-amplitude collective coordinates while the other small-amplitude motions are regarded as thermal noise. Analysis employing a Gaussian-based measure revealed that the time scales of the energy redistribution in the subspace spanned by such large-amplitude collective coordinates are slow compared to the other small-amplitude coordinates. Future prospects of the method are discussed in detail. © 2013 AIP Publishing LLC, [http://dx.doi.org/10.1063/1.4834415]

I. INTRODUCTION

Energy flow,1,2 such as anisotropic heat diffusion through protein residues, or vibrational energy transfer through the vibrational states of a protein, has long motivated experimental and computational studies toward its role in photosensing,3–6 photosynthesis,7 ligand-binding and dissociation,8–13 and allostery.14–16 For example, the existence of particular pathways of anisotropic heat diffusion was proposed to explain the allostery of the proteins belonging to the PDZ domain family.15,16 In terms of the vibrational energy transfer,17–19 time-resolved absorption spectroscopies have revealed the anisotropic energy transfers among peptide’s or protein’s collective modes.20,21

In general, energy flow pathways and the time scale of the equipartitioning of energy influence the kinetics of chemical reactions, such as the rate of conformational change of a protein.22,23 In this regard, developing a method to identify and classify the energy flows in protein molecules has an impact in elucidating the mechanism of protein functions. To investigate such nonstationary, anharmonic dynamics of proteins, molecular dynamics (MD) simulation has been a powerful tool. Thus far, studies characterizing MD trajectories have focused primarily on static aspects or equilibrium distribution properties such as the free energy profile. For nonstationary and anharmonic dynamics, such approaches are not sufficient to characterize the process because the amplitudes and frequencies of the dynamics vary along the time evolution. Methods based on the time correlation functions or their frequency-domain representations (e.g., power spectra) suffer from the same problem since the assumption of the stationarity for the underlying process is not valid, particularly when relaxation by the excess energy transfer is the subject of investigation. To overcome this issue, various approaches, based on time-localized representations for nonstationary processes, have been proposed, including instantaneous normal mode analysis,24,25 moving normal mode coordinates,26 and windowed-Fourier approaches.27,28

Protein dynamics are often investigated in the framework of the (generalized) Langevin equation where one can reduce the complex Newtonian dynamics of the atoms of the protein/solvent to the simple stochastic dynamics of a few degrees of freedom. In this approach, the energy transfer is interpreted as a dissipation due to a friction from the predefined “system” to the surrounding environment (“bath”). The rate of energy transfer can be related to the friction which can be estimated via the autocorrelation function of velocities (or the mean square displacements of coordinates). This approach, however, is not suitable for the detection of the energy flow pathways of interest in this study, because it is assumed that the excess energies always dissipate from the predefined system to the bath on average.

In this article, we present a wavelet-based approach,29 focusing on a characterization of the vibrational energy transfer through the vibrational states of a protein. Unlike the...
conventional Fourier-based approaches, the wavelet transform provides a set of orthogonal basis functions in the time-frequency domain, and thus is suitable to detect the vibrational energy transfers. We demonstrate the method by applying it to time series derived from MD simulations of a coarse-grained minimalist protein model which is a 3-color, 46-bead model protein whose potential and free energy landscapes, kinetics, and dynamics have been well studied.30–34

While earlier studies that used the wavelet transform to analyze MD trajectories of proteins focused on identifying or clustering conformational states,35–39 we use the approach to identify vibrational states and measure time scales for equipartitioning vibrational energy. To this end, we first apply the principal component analysis (PCA)40–43 to decompose the various space scale contributions from the original multivariate MD trajectory. Then we calculate the momenta conjugate to the principal components (PCs) and analyze those using multiresolution decomposition via the discrete wavelet transform. By combining the methods in this way, the vibrational states and energy redistribution of the spatio-temporal dynamics of a protein are naturally characterized in a hierarchical manner. In the analysis, we postulate the low viscosity regime in condensed phase in which the system is weakly coupled to a heat bath by Berendsen’s thermostat with a relatively small coupling time.

We find the vibrational energy transfers between the fast and slow time scales are clearly observed in a set of large-amplitude PCs during the folding/unfolding transitions in the minimalist protein model, while the rest of the small amplitude PCs behave as thermal noise. After identifying the states, we evaluate the time scale for equipartitioning of vibrational energy using a measure of the extent to which the distribution is Gaussian (“Gaussianity”) based on the skewness of the time-localized distribution function.

II. METHODS

A. Multiresolution decomposition of collective momenta

How do biomolecules having several time and space scales evolve through the state space? The state space here involves not only the conformational degrees of freedom, on which the overdamped Langevin formulation is based, but also on their changes in time, that is, momenta. There is no general answer of what kind(s) of coordinate(s) or projection(s) is(are) best to represent collective motions of multidimensional systems. Among several possible candidates, we chose PCs which have been often used to reduce the dimensionality of multivariate time series because of their simplicity.40–43

The technical idea behind the PCA is to find the orthogonal eigenvectors that capture the large variances in the multivariate time series with the highest amount of information. Consider the variance-covariance matrix \( \mathbf{R} \) of the Cartesian coordinates \( \mathbf{q} \) (or mass-weighted coordinates \( \mathbf{M}^{1/2}\mathbf{q} \)) of the particle positions. For simplicity, we assume that each coordinate has the mean position as its origin. The variance-covariance matrix is a semi-definite positive matrix, and one can find the eigenvectors \( \mathbf{U} \) that diagonalize \( \mathbf{R} \)

\[
\mathbf{U}^{-1}\mathbf{R}\mathbf{U} = \mathbf{r}, \quad (\mathbf{U}^T \mathbf{U} = \mathbf{I}).
\]

The eigenvalue \( r_i \), the \( i \)th element of the diagonal matrix \( \mathbf{r} \), represents the variance of the \( i \)th PC, \( Q_i \), defined as a linear combination of the original coordinates,

\[
\mathbf{Q} = \mathbf{U}^T \mathbf{q}.
\]

The larger the value of \( r_i \), the better the \( i \)th PC, \( Q_i \), represents the variance of the distribution of the system traversing through the high-dimensional conformational space. The \( \{Q_i\} \) are sorted in the decreasing order of the variance, \( r_1 \geq r_2 \geq \ldots, r_N \geq 0 \) (where \( N \) is the number of particles).

The conjugate momentum \( \mathbf{P} \) to the \( Q_i \) is derived from a canonical transformation from the old conjugate variables \( \mathbf{q} \) and \( \mathbf{p} \) to the new conjugate variables \( \mathbf{Q} \) and \( \mathbf{P} \). Consider a generating function \( F \) defined by

\[
F(\mathbf{q}, \mathbf{P}) = \sum_{i=1}^{3N} \sum_{j=1}^{3N} U_{ij} q_i p_j.
\]

From Eq. (1), we derive that

\[
\frac{\partial F}{\partial P_i} = Q_i = \sum_{j=1}^{3N} U_{ij} q_j,
\]

and

\[
\frac{\partial F}{\partial q_j} = p_j = \sum_{i=1}^{3N} U_{ij} p_i.
\]

The new momenta \( \mathbf{P} \) conjugate to \( \mathbf{Q} \) are then given by

\[
\mathbf{P} = \mathbf{U}^T \mathbf{p}.
\]

If the harmonic approximation holds, the motion of the \( Q_i \) of larger variance tends to be slower and the vibrational frequency of the corresponding momentum \( P_i \) is invariant during the course of time evolution. On the other hand, with anharmonic dynamics, because of the time dependence of the amplitudes and frequencies of the motions, the fast and slow time scale modes can mix even in a single \( Q_i \).

In this article, we propose a multiresolution decomposition of the collective momentum \( P(t) \) based on orthogonal wavelets.29, 45 This way, a given \( P(t) \) is decomposed into contributions from a hierarchy of different time scales,

\[
P_i(t) = \sum_{j=1}^{n} d_j^{(j)}(t) + a_i(t).
\]

Each of the \( d_j^{(j)}(t) \) is called the \textit{detail} at the \( j \)th level of time scale \( 2^j \Delta t \), and is given by

\[
d_j^{(j)}(t) = \sum_{k=0}^{(N_f \Delta t)^{j}/(2^j \Delta t)^j - 1} d_{ik}^{(j)} \psi_k^{(j)}(t),
\]

where \( N_f \) is the total time step of the trajectory \( N_f = 2^n \), \( n \) is an arbitrary integer), and \( \Delta t \) is the sampling time. \( \{d_{ik}^{(j)}\} \) are
the wavelet coefficients of \( P_i \), defined by
\[
d_{ik}^{(j)} = \int_0^{N_j \Delta t} P_i(t) \psi_k^{(j)}(t) \, dt.
\]
Here, \( \{\psi_k^{(j)}(t)\} \) are the wavelet bases, which form a set of orthogonal bases in \( L^2(\mathbb{R}) \), and are given by scaled and translated versions of a single mother wavelet \( \Psi(t) \),
\[
\psi_k^{(j)}(t) = \frac{1}{\sqrt{2^j \Delta t}} \psi \left( \frac{t - k2^j \Delta t}{2^j \Delta t} \right).
\]
Increasing \( j \) to \( j + 1 \) enlarges the function \( \psi_k^{(j)} \) by a factor of two, and thus the time scale of changes in the amplitude of the momentum \( P_i(t) \) (making the most important contribution to the \( j \)th level of time scale) is \( 2^j \Delta t \). In practice, the multiresolution decomposition is truncated by a finite level \( n \) (\(< \log_2 N_T \) ), although the maximum level is strictly determined by the total time steps \( N_T \), with the relation \( n \sim \log_2 N_T \). In this article, \( n = 10 \) is used, which will be later found to be sufficient to capture most of the vibrational motions in the minimalist protein model. \( a_i(t) \) in Eq. (2) is called the approximation, which includes all the contributions to the time dependence of \( P_i(t) \) on levels higher than the truncation level \( n \). It is often expected that \( a_i(t) \) corresponds to aperiodic diffusive motion (e.g., Ref. 45). As the mother wavelet, the eight coefficient wavelets of Daubechies29, 45 are employed (see Fig. 1). These functions were approximated by the iterations of inverse discrete wavelet transform.

**B. Kinetic temperature of collective coordinates over scales**

The multiresolution decomposition of collective momenta is expected to shed light on the time scale of the equipartitioning of vibrational energy, or the redistribution of the energies between different scales of the collective motion. Before going into the characterization of the temporal behavior of multiple levels, we first define the time-averaged property of the kinetic energies of collective motions. The averaged kinetic energy, or kinetic temperature over scales,45 from the output of the wavelet analysis, in analogy with conventional power spectra, provides us with a decomposition of the temperature of the system over the underlying time scales of its dynamics.

The kinetic energy of the system is rewritten in terms of the momenta conjugate to the PCs \( Q_i \),
\[
K(t) = \frac{1}{2m} \sum_{i=1}^{3N} p_i^2(t) = \frac{1}{2m} \sum_{i=1}^{3N} p_i^2(t).
\]
Here, we used the orthogonal property of the PCs and assumed that the masses are uniform. See Appendix A for the derivation of the kinetic energy under a general coordinate transformation. If the equipartitioning holds for \( \{p_i\} \) and \( \{P_i\} \) under the ergodicity condition, the temperature of the system is proportional to the time-averaged kinetic energy,
\[
\langle K \rangle = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau K(t) \, dt
= \frac{1}{2m} \sum_{i=1}^{3N} \langle p_i^2 \rangle
= \frac{1}{2m} \sum_{i=1}^{3N} \langle P_i^2 \rangle
= \frac{3}{2} N k_B T.
\]

We substitute the multiresolution decomposition Eq. (2) into Eq. (3) and make use of the orthogonality relation of the wavelet basis. Then, the averaged kinetic energy can be decomposed as
\[
\langle K \rangle = \frac{1}{2m} \sum_{i=1}^{3N} \left( \sum_{j=1}^{n} \left( (d_i^{(j)})^2 + |a_i^2| \right) \right).
\]
This expression provides a resolution of the temperature of the system over the levels of time scales \( 2^j \Delta t \) for each collective momentum \( P_i \),
\[
T = \sum_{i=1}^{N} T_i = \sum_{i=1}^{N} \left( \sum_{j=1}^{n} T_i^{(j)} + T_i^a \right),
\]
where
\[
T_i^{(j)} = \left( (d_i^{(j)})^2 \right) / (3N k_B m),
\]
and
\[
T_i^a = \left( |a_i^2| \right) / (3N k_B m).
\]
Hereafter, these temperatures, \( T_i^{(j)} \), and \( T_i^a \) are referred to as kinetic temperatures over scales.

Li and co-workers45 previously applied this decomposition of kinetic temperature to the time series of the total kinetic energy of solid and liquid argon. They found the shift of the peak maximum in the kinetic temperatures toward fast
time scales as temperature was increased, resulting from both 
the higher mean particle velocities, leading to a shorter time 
between collisions, and from the steeper portion of the repulsive 
potential. On the other hand, in this article, we further 
decomposed the temperature into contributions from col-
llective momenta conjugate to the PCs. This decomposition 
is a key step to characterize different space scale dynamics 
of proteins. In fact, it will be shown that collective momenta 
have different temperature “spectra” depending on their space 
scales in the latter analysis.

C. Gaussianity of collective momentum distribution

In order to evaluate the time scale of the equipartitioning 
of vibrational energy, or the redistribution of the energies be-
tween different scales of the collective motion, we measure 
the time-dependence of the Gaussianity of the momentum \( P_i \) 
by using the third order central moment of \( P_i \),

\[
\hat{\gamma}_i = \langle (P_i - \langle P_i \rangle)^3 \rangle ,
\]

where \( \langle \cdot \rangle \) is the expectation. This measure, called the (unnor-
malized) skewness, evaluates the asymmetry of the shape of 
the distribution function. Negative values for the skewness in-
dicate that the distribution has a long tail in the left (relative 
to the right) and positive values for the skewness indicate the 
distribution has a long tail in the right (relative to the left). For 
a Gaussian distribution, the skewness becomes zero since the 
Gaussian has a completely symmetric shape.

In general, the estimation of the skewness requires large 
numbers of samples and should be carefully evaluated for 
samples with limited length. Thus, instead of determining the 
absolute value of the skewness, we diagnose the convergence 
of the estimates of the skewness as a function of time. By eval-
uating the time scale of the convergence, we estimate the time 
scale for which the distribution of \( P_i \) relaxes to a Gaussian 
distribution.

If the estimation of the skewness, \( \hat{\gamma}_i \), is calculated over 
the subset of the trajectory with step length \( n \), which is suf-
ciently shorter than the total step length \( N\tau \), one can make 
a number of estimations \( \langle \hat{\gamma}_i(n) \rangle \) at different regions of the 
time window with length \( n\Delta\tau \) (taken not to overlap with each 
other). If the snapshots of trajectories in different time win-
doors are uncorrelated, the variance of the estimation \( \hat{\gamma}_i(n) \) is 
expected to decrease monotonically, as \( n \) increases. Specifi-
cally, the following scaling relation holds:

\[
\text{Var}(\hat{\gamma}_i(n)) = \frac{\mu_6}{n} , \tag{5}
\]

where \( \mu_6 \) is the sixth order moment of \( P_i \).

On the other hand, if the snapshots are statistically cor-
related during a certain time step \( \tau_{\text{dep}} \), the above relation is 
expected to be deformed. A simple stochastic process with 
low-order correlations yields (see Appendix B for details),

\[
\text{Var}(\hat{\gamma}_i(n)) = \frac{\mu_6 \tau_{\text{dep}}(\tau, n)}{n} , \tag{6}
\]

where \( \tau \) is the decay time of \( P_i \), \( \tau_{\text{dep}} \) is regarded as the typi-
tical time scale for which the distribution of \( P_i \) relaxes to a 
Gaussian distribution. Existence of multiple decay times and 
higher-order correlations may also deform the simple scaling 
relation (Eq. (5)) in a similar manner to Eq. (6) but with more 
complicated dependence of \( \tau_{\text{dep}} \) on the decay times. We here 
focus on the time scale of \( \tau_{\text{dep}} \) in terms of Gaussianity and 
alleviate the explicit calculation of the decay times and higher 
order correlations.

III. MODEL

We demonstrate the method by applying it to a frequently 
studied variant of a 3-color, 46-bead protein model whose 
potential and free energy landscapes, kinetics, and dynamics 
have been studied extensively. The model is composed of 
hydrophobic (B), hydrophilic (L), and neutral (N) beads. 
The potential energy function of the model (called the BLN 
model) is described by

\[
V = \frac{1}{2} \sum_i K_R (R_{i,i+1} - R_0)^2 + \frac{1}{2} \sum_i K_\theta (\theta_i - \theta_0)^2 
\]

\[
+ \epsilon \sum_i \left[ A_i (1 + \cos \phi_i) + B_i (1 + \cos 3\phi_i) \right] 
\]

\[
+ 4\epsilon \sum_{ij} C_{ij} \left[ \left( \frac{\sigma}{R_{ij}} \right)^{12} - D_{ij} \left( \frac{\sigma}{R_{ij}} \right)^6 \right] .
\]

The details of the parameters are given in Refs. 30–33.

Throughout this study, the units of energy, temperature, bead 
mass, and time are \( \epsilon, k_B, m, \) and \( \tau^* = \sigma \sqrt{m/\epsilon} \) unless oth-
erwise noted explicitly. For small single-domain proteins, an 
ideal funnel-type energy landscape has been postulated as 
one of the most fundamental properties, which manifests a 
two-state like transition. In this article, in order to shed light 
on the nature of coarse-grained dynamics of folding inherent 
to small proteins, we impose the Go-type bias toward the 
global minimum structure of the BLN model and apply 
our analyses to this biased variant of the BLN model. For 
the constant temperature MD simulation, Berendsen’s ther-
mostat was used with an integration time 0.0025\( \tau^* \) in which 
the system is coupled to a heat bath with a coupling time of 
0.50\( \tau^* \). In the scheme of Berendsen’s thermostat, the system is 
weakly coupled to a heat-bath, and thus it is suitable to inves-
tigate the dynamical properties of the original Hamiltonian 
system under an isothermal condition compared with other 
thermostats. In most studies of low-frequency, collective 
motions in proteins, it is assumed that the dynamics is over-
damped by referring to the viscosity of real water. In contrast, 
our choice of the coupling time of 0.50\( \tau^* \) may underdamp the 
low-frequency motions compared to those in real water al-
though the damping time of velocity cannot be directly com-
pared with the coupling time since Berendsen’s thermostat 
rescales not velocities but the total kinetic energy. The viscos-
ity dependence of the folding rates for the BLN models was 
first investigated by Klimov and Thirumalai. In a later study 
by Best and Hummer, the origin of viscosity dependence of 
the (macroscopic) folding rate was explained by the “internal 
fraction” arising from nonlinear couplings of intra-protein 
interactions and non-Markovian effects in microscopic tran-
sitions on the rough energy landscape. Thus, even when the viscosity is so large that the dynamics looks “overdamped” at macroscopic scale, energy flow pathways and the time scale of the equipartitioning of energy at microscopic scale could affect the kinetics at macroscopic scale, such as the folding rates. In this regard, developing a method to identify the hierarchy of energy flows should be of crucial importance in bridging microscopic dynamics and macroscopic behavior in complex environments.

The model exhibits a sharp two-state like transition around the folding temperature \( T_f \sim 0.6 \). Simulations were performed over a wide range of temperatures that is below the folding temperature \( T_f (T = 0.2) \), around \( T_f (T = 0.6) \), and above \( T_f (T = 2.0) \). In Fig. 2, time courses of the root mean square deviations (RMSD) with respect to the global minimum structure at \( T = 0.2, 0.6, \) and 2.0 are shown. Trajectories were recorded every 100 integration time steps, i.e., \( \Delta t = 0.0025r^* \times 100 = 0.25r^* \), and \( 2^{17} = N_T \)-step snapshots were analyzed at each temperature (thus, the full trajectory length is \( 2^{17}\Delta t = 2^{17} \times 0.25r^* = 32 \text{768}r^* \)).

The PCA was performed for the Cartesian coordinates of the beads at each temperature. Before conducting the PCA, a fitting preprocess was applied for each trajectory in order to eliminate the global translations and rotations of the molecule. In the process, the least-squares fitting was recursively applied with respect to the average structure until the convergence of the average structure was achieved. It was confirmed that the last (smallest) six eigenvalues of the variance-covariance matrix were almost zero, indicating that the translations and rotations were properly eliminated. Also, the robustness of the eigenvectors was checked by comparing the eigenvectors calculated using the first and last half subsets of the full trajectory (given in Fig. S1 in the supplementary material\(^{54} \)). The convergence of the eigenvectors was considered to be reasonable, suggesting that the PC modes reflect the (true) ensemble of our system.

It was found that the 1st PC \( (Q_1) \) makes a large contribution to the total variance of the system \((30.9\% \text{ for } T = 0.2, 48.2\% \text{ for } T = 0.6, \text{ and } 26.7\% \text{ for } T = 2.0) \) compared to the others (e.g., the 2nd PC \( (Q_2) \) has \( 11.9\% \text{ for } T = 0.2, 12.6\% \text{ for } T = 0.6, \text{ and } 11.2\% \text{ for } T = 2.0) \). The contributions rapidly decrease as a function of the PC index, and the contribution of the 50th PC \( (Q_{50}) \) is, for example, \( 0.2\% \text{ for } T = 0.2, 0.02\% \text{ for } T = 0.6, \text{ and } 0.06\% \text{ for } T = 2.0 \) (given in Fig. S2 in the supplementary material\(^{54} \)). After the PCA, the mode structures of the PCs were visualized on the average structure for each temperature (given in Figs. S3 and S4 in the supplementary material\(^{54} \)). The visualization revealed that the 1st PC modes of \( T = 0.6 \) and \( T = 2.0 \) have collective opening/closing motions involving the terminal strands. Since the BLN model consists of four strands, and three flexible loop regions connecting them, the rigid-body like motions of the strands are reasonable considering the energetics. Also, the 1st PC mode at \( T = 0.2 \) is related to the fluctuations of the loop and terminal regions. On the other hand, the structures of the 50th PC mode show anti-correlated motions between adjacent beads in the sequence, involving local deformations of the rigid strands irrespective of temperatures.

**IV. RESULTS**

**A. Multiresolution decomposition**

Figure 3 shows the time propagation of the details, \( d_i^{(j)}(t) \), and the approximation, \( a_i(t) \), of \( P_i(t) \) of the largest amplitude collective motion (the 1st PC or \( Q_1(t) \)) at three different temperatures, that is, below the folding temperature \( T_f (T = 0.2) \), around \( T_f (T = 0.6) \), and above \( T_f (T = 2.0) \). Here, the multiresolution decomposition was carried out up to 10 levels corresponding to time scales from \( t = 2^1\Delta t \) to \( t = 2^{10}\Delta t \), where \( \Delta t \) is the sampling time. Note that the time scale of the first level, \( t \approx 2^1\Delta t \), corresponds to that of one oscillation of bond stretching between two beads. At \( T = 0.2 \) the fluctuations of \( P_1(t) \) mostly originate from the details of \( d_i^{(j)}(t), j = 4, 5, \) reflecting that the system is trapped within a potential basin in the folded state. In contrast, at \( T = 2.0 \), the details with slow time scales \( (d_i^{(j)}(t), j = 5, \ldots, 9) \) become dominant due to the fact that the system explores a much wider region on the potential energy landscape requiring a longer time scale for the excursion than that in the folded state.

In turn, at \( T = 0.6 \sim T_f \), the fluctuations of the details show mutual dependence across scales along the course of time evolution. Comparing Fig. 3 with the RMSD plot (Fig. 2) shows how the amplitudes of the fluctuation of the details reveal precisely when the protein exhibits a folding or unfolding transition. From the figure, it is clear that the vibrational energy redistribution occurs between the fast and slow time scales. For instance, when the unfolding transition takes place, the fluctuations at the fast time scales \( (d_i^{(j)}(t), j = 1, \ldots, 4) \), i.e., vibrational energy with high-frequencies, are transferred to the slow time scales \( (d_i^{(j)}(t), j = 6, \ldots, 8) \), i.e., vibrational energy with low-frequencies. At the folding transition, the inverse energy transfer can be observed from the low to high frequency components in the collective coordinate. The detailed correlations between the RMSD and slow and fast time scales were investigated in Fig. S10 in the supplementary material\(^{54} \). While it was found that a fast time scale \( (d_i^{(j)}(t)) \) responds simultaneously to the structural transitions, we could not determine the exact timings of the transitions for a slow time scale \( (d_i^{(j)}(t)) \) because of the nature of the multiresolution decomposition (as there is lower time resolution for slower components).
FIG. 3. Multiresolution decomposition of $P_1$ fluctuations, lowest line at $T = 0.2$ (a), 0.6 (b), and 2.0 (c). Higher lines show fluctuations in successively lower frequency bands, from lowest, $d^{10}$ at top, to highest frequencies, $d^1$, next to bottom. At $T = 0.6$, a number of energy transfers between “fast” and “slow” scales coupled with folding-unfolding transitions are observed.

One notable characteristic, which may be a property of this specific model, is the sharpness of the transition between folded, fast-motion states and unfolded, slow-motion states. Whether this behavior appears in simulations of real proteins remains to be explored in future work. However, it is noted this “wavelet-PC” analysis can reveal the transition of vibrational energy between slow and fast modes, if it exists.

The fluctuations of approximation $a_1(t)$ are relatively small compared to other contributions to the time dependence irrespective of temperature. The same tendency was also
observed for the other collective momenta. As noted in Sec. II A, the approximation $a_i(t)$ includes all contributions to the time dependence of the collective momentum on levels higher (slower) than the truncation level 10. Thus, the small amplitudes of $a_i(t)$ indicate that (1) the multiresolution decomposition up to 10 levels captures the essence of a hierarchy of the collective dynamics along the chosen, collective momenta and (2) the contribution of $a_i(t)$ to aperiodic diffusive motion is negligible in our system.

Figure 4 shows the details and the approximation of the 50th largest amplitude collective motion, $P_{50}$ (conjugate to the 50th PC, $Q_{50}$), at three different temperatures. In contrast to
the results of the largest amplitude motion, $P_1$ (Fig. 3), the amplitudes of the fluctuations of the details have large values around the fast time scales ($d_{50}^{(j)}(t), \ j = 1, \ldots, 4$) irrespective of temperature, and the redistribution of the vibrational energy cannot be seen during the time course of evolution. From this observation, it is suggested that the harmonic approximation of the potential energy surface holds well in the subspace spanned by small amplitude PC modes. These harmonic modes are invariant during the folding/unfolding transition implying that these modes do not participate in the transition compared to the anharmonic modes, such as the largest amplitude motion, $P_1$.

In order to obtain further insights in terms of structure, the motions of the 1st PC ($Q_1$) in the folded and unfolded states were investigated by inverting typical structures from the average structure and the 1st PC (given in Fig. S5 in the supplementary material\textsuperscript{54}) following the protocol of Ref. 55. It was found that, in the folded structure, the 1st PC mode “feels” the strong hydrophobic interactions between the strands while the unfolded state shows large opening/closing motions of the strands largely due to the hinge motions of the three flexible loop regions. On the other hand, the structures inverted from the 50th PC ($Q_{50}$) show little difference in the folded and unfolded states, as both states are found to be local deformations around the average structure (given in Fig. S6 in the supplementary material\textsuperscript{54}).

**B. Kinetic temperatures over scales**

Then, how do the kinetic temperatures, $T_i^{(j)}$ in Eq. (4), associated with $Q_i$ distribute over scales? As the contributions of details $d_i^{(j)}$ to the fluctuations of collective momentum $P_i$, we show the kinetic temperatures for $P_1$ and $P_{50}$ over different scales at these three temperatures in Fig. 5. As one can infer from Fig. 3, for $P_1$, the scale corresponding to the maximum peak tends to shift toward slower scales (larger $j$ in $d_i^{(j)}$) as the temperature increases although at $T \approx 0.6$ the kinetic temperature of $P_1$ is divided into two peaks around $j = 3$, and 8. On the other hand, for $P_{50}$, the contribution from the different scales always falls into a set of fast components around $j = 1$ and 2. Compared with $P_1(t)$ there exists neither temperature-dependence nor folding/unfolding event-dependence at the folding temperature for $P_{50}$. Again, this suggests that the energy redistribution due to the anharmonic dynamics during the folding/unfolding transition occurs in the relatively small subspace spanned by large-amplitude collective “modes.”

The size of this subspace was investigated by calculating the kinetic temperatures from the 1st to 50th collective momenta at $T = 0.6$. Figure 6 plots a three-dimensional shaded surface whose $z$-components are the kinetic temperatures $T_i^{(j)}$ at $T = 0.6$, on the plane defined by the level $j$ of the multisresolution decomposition and the index $i$ of PC. The surface is colored according to the kinetic temperature from blue to red.

**FIG. 5.** Kinetic temperatures for $P_1$ (circles) and $P_{50}$ (rectangles) at $T = 0.2$ (a), 0.6 (b), and 2.0 (c). The abscissa denotes the level $j$ which has the time scale of $t = 2/\Delta t$, where $\Delta t$ is the sampling time. As the level increases, the corresponding time scale changes from the highest frequency (corresponding to the bond stretching motion) to low frequencies.

**FIG. 6.** Three-dimensional shaded surface whose $z$-components are the kinetic temperatures $T_i^{(j)}$ at $T = 0.6$, on the plane defined by the level $j$ of the multisresolution decomposition and the index $i$ of PC. The surface is colored according to the kinetic temperature from blue to red.
C. Relaxation to a Gaussian distribution of collective momenta

How fast is the vibrational energy redistributed in each collective momentum? Does the time scale of the relaxation to a Gaussian distribution depend on the kinds of PCs or the states where the system resides? In Fig. 7, we present the variances of \( \tilde{\gamma}_i(n) \) as a function of the logarithm of the time window step \( n \) in the folded state (corresponding to the time region [11 250, 13 750]) in Fig. 2, and the unfolded state (corresponding to the time region [5000, 7500] in Fig. 2), respectively. In the folded state (Fig. 7(a)), \( \text{Var}(\tilde{\gamma}_i(n)) \) tends to follow the scaling relation of Eq. (5) indicating that \( \tau_{\text{dep}} \) is small compared with the observed time scales, that is, the dynamics is regarded as independent stochastic processes whose distribution is close to the Gaussian distribution. This tendency holds for all the \( P_i \) irrespective of temperatures in the folded state.

On the other hand, in the unfolded state (Fig. 7(b)), the scaling relation starts to deviate for the momenta conjugate to the large-amplitude coordinates and they do not appear to follow the relation even around the time scale of \( t = 2^{10} \Delta t \) (\( 2^9 = 512 \) times longer than the time scale of one oscillation of bond stretching between two beads \( t \approx 2^1 \Delta t \)). This means that the dynamics of these momenta preserve memories at the observed time scales, and more importantly, they do not simply follow the Gaussian distribution based on the central limit theorem. Interestingly, the deviations from the scaling relation are pronounced at \( T = 0.6 \) rather than those of \( T = 2.0 \). Non-Gaussianity seems to be strong at the transition temperature. These imply that the time scale of vibrational energy relaxation for the process of collective motions with large amplitudes is relatively slower in the unfolded state than in the folded state, although small amplitude motions are simply regarded as spectator modes of “thermal noise” in the protein system irrespective of which state the system visits.

V. DISCUSSION AND CONCLUSION

In this article, we have applied the multiresolution decomposition using wavelets to a small coarse-grained protein model. The momenta conjugate to the collective coordinates captured by the PCA and the kinetic energy under general coordinate transformation were formulated, decomposing various space scale motions into contributions from large-amplitude and small-amplitude PC “modes.”

Unlike the conventional Fourier-based approaches, the wavelet-based approach provides the time-localized decomposition of the collective momenta, which reveals the vibrational energy transfers depending on the folding/unfolding transitions of the system. The contributions or details from a hierarchy of time scales are further characterized by the effective kinetic temperatures of the system in analogy with conventional Fourier spectra, and the Gaussianity measure based on the skewness of the shape of the distribution function. From these analyses, we have made the following observations regarding the conformational transition of a model protein in the low viscosity regime in condensed phase: (i) The vibrational energy redistribution due to the anharmonic nature of the conformational transition occurs in a relatively small subspace spanned by the large-amplitude collective coordinates. (ii) In the subspace, the vibrational energies are transferred between the slow and fast “modes” and these transfers are well correlated with the events of folding/unfolding transitions. (iii) The time scales of the energy redistribution along the large-amplitude collective coordinates are slow compared to the fluctuations of the other small-amplitude coordinates. (iv) Thus, for the reactive large-amplitude collective coordinates, the effect of the coupling with the non-reactive small-amplitude coordinates can be regarded as thermal noise.

In previous studies, the anharmonic nature of protein dynamics has been investigated by various simulation studies, most of which have mainly focused on the anharmonic aspects of the potential or free energy landscapes along the large-amplitude collective coordinates. The characterization of the energy landscape tells us the “static” property of the system, such as the conformational distribution under the equilibrium ensemble. In this study, we have combined wavelet and principal component analyses to give a new perspective that identifies functionally important vibrational states and elucidates the exchange of energy between slow and fast vibrational modes, as it occurs in the temporal behavior of a protein model. This was accomplished by applying our methods to the time series of the momenta instead of the atomic coordinates. The momentum space is not only suitable to characterize the “dynamic” aspects of the anharmonic

**FIG. 7.** The variances of the skewness estimation \( \tilde{\gamma}_i(n) \) as a function of the logarithm of the time window step \( n \) in the folded state (a), and the unfolded state (b). The logarithm of \( n, \log_2 n \), is equivalent to the level \( j \) of multiresolution decomposition, both of which have the time scale of \( t = 2^j \Delta t \). The values of \( P_1 \) (circles) and \( P_{50} \) (rectangles) are plotted at \( T = 0.2 \) (blue), 0.6 (green), and 2.0 (red).
system, such as vibrational energy transfer, but is also appropriate to detect the transitions between a number of minima on the energy landscape as demonstrated in the correlations between the energy transfers and the conformational transitions by this study.

It is noted that the Gaussianity measure based on the skewness of the shape of the distribution function evaluates the asymmetry of the shape. Thus, for example, this measure lacks to differentiate Lorentzians (symmetric shapes but longer tails than Gaussians) from Gaussians. In order to explore symmetric but non-Gaussian shapes of the distributions, an application of the fourth moment (kurtosis), which primarily measures the heavy tails of the distribution, will be useful in future work.

The methods applied here can be further developed in several directions. One is to introduce other multivariate statistical methods to interpret the multivariate data sets instead of the PCA. For example, the relaxation mode analytics\(^56,\)\(^57\) or the time-structure based independent component analysis (tICA)\(^58\) would be superior to the PCA in the sense that it can capture the slow hidden collective variables which are often unrecognized in analyses based on PCA. In particular, the wavelet analysis of coordinates (instead of momenta) extracted from these methods would be suitable for the investigation of slow diffusive motions since the coordinates can be regarded as a low-pass filtered process of velocity in terms of signal processing. A second development would be to extract time-localized coordinates (or their conjugate momenta) from the pattern of the multiresolution decomposition of the original Cartesian coordinates (or momenta). This can be done with singular value decomposition of the wavelet coefficient matrix,\(^39\)\(^39\) in analogy with the conventional spectral density matrix.\(^59\) Using this approach, Kamada and co-workers revealed that the clusters of the collective motions of \textit{Thermomyces lanuginosa} lipase drastically change during the time evolution, involving single or multiple secondary structures.\(^39\)

Still another future direction would be using our approach to identify the degree of sharpness of temporal changes in vibrational energy distributions associated with formation of key contacts in a protein’s history. Coupling the power of wavelets with the capability of a clustering algorithm in the time-frequency domain would provide a new pathway to deeper understanding of the dynamics of a complex system.
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APPENDIX A: KINETIC ENERGY UNDER GENERAL COORDINATE TRANSFORMATION

1. Kinetic energy in general coordinates

In the following, the Cartesian coordinates of the \(j\)th particle are denoted as \((q_{3(i−1)+1}, q_{3(i−1)+2}, q_{3j})\). The mass of the \(j\)th particle is denoted by \(m_{3j}\) \((j = 1, \ldots, N)\), and we use here the convention of \(m_{3(i−1)+1} = m_{3(i−1)+2} = m_{3j}\). Then, the kinetic energy of the total system is given by

\[
K = \frac{1}{2} \sum_{i=1}^{3N} m_i \dot{q}_i^2.
\]

Suppose that a general transformation is given to another coordinate system \(\dot{Q}_l\) \((l = 1, \ldots, M)\)

\[
q_i = f_i(Q_1, Q_2, \ldots, Q_M) \quad (i = 1, \ldots, 3N).
\]

Here, we include a possibility of holonomic constraints, i.e., \(M < 3N\). After differentiating \(q_i\) by \(t\) as

\[
\ddot{q}_i = \sum_{l=1}^{M} \frac{\partial f_i}{\partial Q_l} (\dot{Q}_1, \dot{Q}_2, \ldots, \dot{Q}_M) \dot{Q}_l \quad (i = 1, \ldots, 3N),
\]

the kinetic energy is represented by

\[
K = \frac{1}{2} \sum_{i=1}^{3N} m_i \left( \sum_{l=1}^{M} \frac{\partial f_i}{\partial Q_l} \dot{Q}_l \right) \left( \sum_{k=1}^{M} \frac{\partial f_i}{\partial Q_k} \dot{Q}_k \right)
\]

\[
= \frac{1}{2} \sum_{l,k=1}^{M} \dot{Q}_l \dot{Q}_k m_{l,k} \dot{Q}_l \dot{Q}_k,
\]

where we define

\[
m_{l,k} \equiv \sum_{i=1}^{3N} m_i \frac{\partial f_i}{\partial Q_l} \frac{\partial f_i}{\partial Q_k}.
\]

If the masses are not uniform, we can define a mass-scaled orthogonal transformation \(\{q_i\} \rightarrow \{Q_l\}\) so that

\[
m_{l,k} = \sum_{i=1}^{3N} m_i \frac{\partial f_i}{\partial Q_l} \frac{\partial f_i}{\partial Q_k}
\]

\[
= m_{l,k} \delta_{l,k},
\]

where the matrix \(\{m_{l,k}\}\) becomes diagonal, and the kinetic energy is

\[
K = \frac{1}{2} \sum_{k=1}^{M} m_k \dot{Q}_k^2.
\]
In particular, if the masses of the particles are the same, i.e., \( m \equiv m_i \), and the transformation is orthogonal,
\[
\sum_{i=1}^{3N} \frac{\partial f_i}{\partial Q_i} \frac{\partial f_i}{\partial Q_k} = \delta_{i,k},
\]
then the kinetic energy becomes simply
\[
K = \frac{m}{2} \sum_{k=1}^{M} \dot{Q}_k^2.
\]

It is found that, in the cases of linear transformation, as the PCs used in this study, the orthogonality (mass-scaled orthogonality) is required for the coefficients of the transformation. However, for nonlinear transformation, these conditions should hold for any values of the generalized coordinates.

**2. Introduction of momenta in general coordinates**

The Lagrangian in general coordinates \( \{ Q_k \} \) \((k = 1, \ldots, M)\) is given by
\[
L(Q_1, \ldots, Q_M, \dot{Q}_1, \ldots, \dot{Q}_M) = \frac{1}{2} \sum_{i=1}^{M} m_{l,k} \dot{Q}_i \dot{Q}_k - V(Q_1, \ldots, Q_M),
\]
where \( V(Q_1, \ldots, Q_M) \) is the potential. The momenta \( P_k \) \((k = 1, \ldots, M)\) are defined by
\[
P_k = \frac{\partial}{\partial \dot{Q}_k} \left( \frac{1}{2} \sum_{i=1}^{M} m_{l,k} \dot{Q}_i \dot{Q}_k \right) = \sum_{i=1}^{M} m_{l,k} \dot{Q}_i = \sum_{i=1}^{M} m_{k,i} \dot{Q}_i.
\]

Denoting the inverse matrix of \( \{ m_{l,k} \} \) as \( \{ \tilde{m}_{j,k} \} \) \((j,k = 1, \ldots, M)\), i.e.,
\[
\sum_{k=1}^{M} m_{j,k} \tilde{m}_{k,l} = \delta_{j,l},
\]
we have
\[
\dot{Q}_j = \sum_{k=1}^{M} \tilde{m}_{j,k} P_k.
\]
Then, the kinetic energy is expressed as
\[
K = \frac{1}{2} \sum_{l,k=1}^{M} m_{l,k} \left( \sum_{j=1}^{M} \tilde{m}_{l,j} P_j \right) \left( \sum_{j'=1}^{M} \tilde{m}_{k,j'} P_{j'} \right) = \frac{1}{2} \sum_{l,j=1}^{M} \tilde{m}_{l,j} P_l \sum_{j'=1}^{M} m_{j,j'} \tilde{m}_{k,j'} = \frac{1}{2} \sum_{l,j=1}^{M} \tilde{m}_{l,j} P_l P_l.
\]

When the matrix \( \{ m_{l,k} \} \) is diagonal (i.e., \( m_{l,k} = m' \delta_{l,k} \)), \( \tilde{m}_{l,j} = \frac{\delta_{l,j}}{m_l} \) holds. The kinetic energy becomes diagonal
\[
K = \sum_{j=1}^{M} \frac{P_j^2}{2m_j}.
\]

In particular, if the masses are uniform, and the transformation is orthogonal, the kinetic energy becomes
\[
K = \frac{1}{2m} \sum_{j=1}^{M} P_j^2.
\]

**APPENDIX B: GAUSSIANITY MEASURE**

Skewness is a measure of the asymmetry of the distribution function of a random variable \( X \). Since one of the most significant properties of a Gaussian function is its symmetric shape, the skewness is often used to evaluate whether the given distribution function is Gaussian or not. In the following, we formulate the convergence of the estimates of the skewness as a function of time.

Here, as a measure of the skewness, we use the third central moment \( \mu_3 \) of the random variable \( X \),
\[
\gamma \equiv \langle (X - \mu)^3 \rangle,
\]
where \( \langle \cdot \rangle \) means the expectation, or the ensemble average, and \( \mu \) is the expectation of \( X \). Since we use the momentum \( P_t \) as \( X, \mu = 0 \) and \( \gamma = \langle X^3 \rangle = 0 \). For time series \( \{ X_j \} (j \in \mathbb{N}) \) with length \( n \), an estimator for \( \gamma \) is
\[
\hat{\gamma} = \frac{1}{n} \sum_{j=1}^{n} X_j^3.
\]

\( \hat{\gamma} \) is an unbiased estimator for \( \gamma \), i.e., \( \langle \hat{\gamma} \rangle = \gamma = 0 \). To investigate the convergence of \( \hat{\gamma} \), we define the variance of the estimates for the skewness,
\[
\text{Var}(\hat{\gamma}) = \langle (\hat{\gamma} - \langle \hat{\gamma} \rangle)^2 \rangle = \frac{1}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} \langle X_j^3 X_k^3 \rangle.
\]

Let us assume that the stochastic process \( \{ X_n \} \) follows a Gaussian process characterized by a covariance matrix
\[
M_{jk} = \langle X_j X_k \rangle \text{ and } \langle X_j \rangle = 0 \text{ for all } j.
\]
Then the expectation of \( X_j F(X_1, \ldots, X_n) \), where \( F \) is an arbitrary function of \( \{ X_i \} \), is given by
\[
\langle X_j F(X_1, \ldots, X_n) \rangle = \sum_{k=1}^{n} M_{jk} \left( \frac{\partial}{\partial X_k} F(X_1, \ldots, X_n) \right).
\]
This relation can be used to work out the expectations of the products of Eq. (B1). Applying the above relation to Eq. (B1) yields
\[
\text{Var}(\hat{\gamma}) = \frac{9}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} M_{jj} M_{kk} M_{jk} + \frac{6}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} \gamma_j^2.
\]

When the covariance matrix is diagonal, i.e., \( M_{jk} = \sigma^2 \delta_{jk} \), where \( \delta_{jk} \) is the Kronecker delta, the variance of the estimates
\[
\text{Var}(\hat{\gamma}) = \frac{9}{n^2} \sum_{j=1}^{n} \gamma_j^2 + \frac{6}{n^2} \sum_{j=1}^{n} \gamma_j^2.
\]
for the skewness is simply given by

\[ \text{Var}(\tilde{\tau}) = \frac{\mu_6}{n}, \]  

(B3)

where \( \mu_6 \) is the sixth order moment of \( X \) (\( \mu_6 = 15\sigma^6 \)).

On the other hand, let us assume that the covariance matrix element \( M_{jk} \) is expressed by a single exponential function,

\[ M_{jk} = \sigma^2 e^{-j/k} \tau, \]

where \( \tau \) is the decay time of \( X \). Then, the first term of the r.h.s. of Eq. (B2) can be calculated explicitly

\[
\begin{align*}
\frac{9}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} M_{jk} M_{kk} M_{jk} \\
= \frac{9\sigma^6}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} e^{-|k-j|/\tau} \\
= \frac{9\sigma^6}{n^2} \left[ n + 2 \sum_{k>j}^{n} e^{-|k-j|/\tau} \right] \\
= \frac{9\sigma^6}{n^2} \left[ n + 2 \sum_{k=1}^{n-1} (n-k) e^{-k/\tau} \right] \\
= \frac{9\sigma^6}{n} \left[ 1 + e^{-1/\tau} - \frac{2e^{-1/\tau} - e^{-n/\tau}}{n(1-e^{-1/\tau})^2} \right].
\end{align*}
\]

Also, the second term is

\[
\frac{6}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} M_{jk}^3 \\
= \frac{6\sigma^6}{n} \left[ 1 + e^{-3/\tau} - \frac{2e^{-3/\tau} - e^{-3n/\tau}}{n(1-e^{-3/\tau})^2} \right].
\]

We find the variance of the estimates for the skewness,

\[
\text{Var}(\tilde{\tau}) = \frac{\mu_6}{n} \left( \frac{9}{15} A_\tau + \frac{6}{15} A_{\tau/3} \right),
\]

where

\[ A_\tau = \frac{1 + e^{-1/\tau} - 2e^{-1/\tau} - e^{-n/\tau}}{n(1-e^{-1/\tau})^2}. \]

Now, introduce a quantity with a dimension of time, called statistical dependence time \( \tau_{\text{dep}} \), defined by

\[ \tau_{\text{dep}}(\tau, n) = \left( \frac{9}{15} A_\tau + \frac{6}{15} A_{\tau/3} \right). \]

and the variance is written as

\[ \text{Var}(\tilde{\tau}) = \frac{\mu_6 \tau_{\text{dep}}(\tau, n)}{n}. \]

(B5)

As was discussed in Ref. 61, Eq. (B5) expresses that the statistical degrees of freedom, or the number of independent measurement of the skewness is reduced by the factor \( 1/\tau_{\text{dep}} \) due to the correlations among the successive measurements. Thus, the time scale of \( \tau_{\text{dep}} \) can be interpreted as the mean interval of successive statistically independent measurements.

It is noted that \( \tau_{\text{dep}}(\tau, n) \) depends not only on the decay time \( \tau \) but also on the length of the time series \( n \). Thus, the variance of the estimates, Eq. (B5), deviates from the simple scaling relation as a function of \( n \) (Eq. (B3)) when the value of \( \tau \) is large compared with the time step of sampling.

In the large \( n \) limit, the value of \( \tau_{\text{dep}} \) can be related to the decay time \( \tau \). Taylor expansion of Eq. (B4) with regard to \( 1/\tau \) yields

\[ \lim_{n \to \infty} \tau_{\text{dep}} = \tau \left[ \frac{22}{15} + \frac{3}{10\tau^2} + O \left( \frac{1}{\tau^4} \right) \right]. \]

(B6)
54See supplementary material http://dx.doi.org/10.1063/1.4834415 for supplementary figures.