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Abstract

Atmospheric water vapor plays a critical role in the climate system because it acts as a medium for heat exchange and transport, and because it is linked to the formation of clouds and precipitation. It is also the most dominant greenhouse gas. Thus, it is important to monitor and understand long-term variability in atmospheric water vapor in the upper troposphere and lower stratosphere.

Routine radiosonde observations provide the longest record of upper-air conditions. However, it is known that the original radiosonde record contains various errors and inhomogeneity because of changes in instrumentation. In this study, the author investigates the measurement uncertainty of the Meisei RS-06G. Comparisons of relative humidity (RH) measurements from the RS-06G radiosonde and from a chilled mirror hygrometer revealed that the RS-06G RH shows a stepwise change of ~3% RH at 0 °C (drying when air temperature decreasing). This is due to a discontinuous correction factor in the processing software that compensates for the temperature dependence of the RH sensor. Using the results from chamber experiments, the author develops a new temperature-dependence (T-D) correction scheme to resolve the artificial stepwise change at 0 °C. Because the RS-06G radiosonde is a successor to the Meisei’s previous radiosonde, RS-01G and RS2-91, on which the same RH sensor material had been installed since July 1999, the new T-D correction should be applied to the data obtained by these radiosondes as well. Here, the author applies the new correction into the data at Japan Metrological Agency’s Sapporo and Tateno stations. Because the present (original) T-D correction has only been applied only since February 2003, the time series of RH at both stations show apparent large downward trends between 1999
and 2009. The new T-D correction is found to result in a much smaller (mostly negligible) downward RH trend at Sapporo and almost no trend at Tateno.

Because the operational radiosonde observation is designed to obtain the lower tropospheric water vapor for weather forecasting, the RH sensors on operational radiosondes have very poor response in and above the upper troposphere. To measure water vapor precisely in the upper troposphere and stratosphere, special research-quality instruments are required. For example, the Cryogenic Frostpoint Hygrometer (CFH) is regarded as a reference instrument for balloon-borne water vapor observation. However, the CFH needs cryogen material for the observation, and the cryogen material has a strong greenhouse effect. Meanwhile, the Meteolabor Snow White is a Peltier-based chilled mirror hygrometer, which needs no cryogen. Although the operation is simple and environmentally-friendly, it is known that the Snow White cannot measure the stratospheric water vapor even within the cooling capability. In this study, a Peltier-based digitally-controlled chilled-mirror hygrometer has been developed to measure atmospheric water vapor accurately. The developed instrument is environmentally-friendly in nature because this instrument does not use a cryogenic material in addition to a merit of easy-to-handle. Also, this instrument has an advanced feedback controller and algorithm to maintain the condensate on the mirror because of the digital circuit. Since January 2011, the author has conducted nine test flights to evaluate the performance. The results showed that the developed instrument can measure water vapor from the surface to the lower stratosphere (~25km). The results of simultaneous measurements with the CFH showed that the frost point temperature from the
developed instrument is consistent with that from CFH within ~0.5 K throughout the troposphere.

Also, several chamber experiments were conducted to investigate the behavior of chilled-mirror hygrometers. The observation of the condensate by a microscope shows that more and smaller ice crystals are formed on the mirror at lower temperatures. Because the evaporation/condensation rates depend on the particle size as well as water vapor content in the ambient air, the response time and the stability of chilled-mirror hygrometers are considered to depend on the particle size on the mirror, water vapor concentration, and the value of the feedback gain to maintain the constant condensate amount. Based on the experimental results, the author discusses the measurement uncertainty of developed chilled-mirror hygrometers.
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Chapter 1
Introduction

1.1 Atmospheric water vapor

Atmospheric water vapor plays a critical role in the climate system because it acts as a medium for heat exchange and transport, and because it is linked to the formation of clouds and precipitation. It is also the most dominant greenhouse gas, accounting for about 60% of the natural greenhouse effect under the clear sky condition, and provides the largest positive feedback in model projections of climate change (Held and Soden 2000). Thus, it is important to monitor and understand long-term variability in atmospheric water vapor in the upper troposphere and lower stratosphere.

Water vapor is a highly variable gas. The tropospheric water vapor concentration depends strongly on air temperature (and thus location and altitude). The near-surface air includes much water vapor, and the water vapor content typically reduces with height in the troposphere (Fig. 1.1). On the other hand, water vapor in the stratosphere is extremely dry (Fig. 1.2), because tropospheric air enters the stratosphere typically through the very cold (~80°C) tropical tropopause (Brewer 1949).

There are several expressions for the water vapor content, including vapor pressure, dew-point or frost point temperature, relative humidity (RH), mass or volume mixing ratio, and specific humidity. Using physical relationships, it is possible to convert one to the others. The Clausius-Clapeyron equation provides an
expression for the boundary curve of phase equilibrium in the pressure-temperature (p-T) plane. Mathematically, it is written as

$$\frac{d \ln p}{dT} = \frac{L(T)}{RT^2}$$

(1.1)

where \(L(T)\) is the latent heat as a function of temperature \(T\), and \(R\) is the molecular gas constant of water vapor. Based on experimental data, several empirical equations are developed for the temperature – water vapor pressure relationship (Murphy and Koop 2005). Saturation water vapor pressure \(e_w\) of pure water vapor with respect to liquid water is the pressure of the vapor when in a state of neutral equilibrium with a plane surface of pure liquid water at the same temperature and pressure. Similarly, \(e_i\) stands for the water vapor pressure with respect to ice. \(e_w\) and \(e_i\) are functions of temperature only, namely:

\[e_w = e_w(T)\]
\[e_i = e_i(T)\]

(1.2)

Although \(e_w\) and \(e_i\) are needed to correct for the mixture of dry air using an enhancement factor \(f(T, p)\) to obtain saturation vapor pressure \(e'_w\), \(e'_i\) of moist air, in the meteorological range of pressure and temperature \(e'_w\), or \(e'_i\) are almost equal to \(e_w\), or \(e_i\) with an error of 0.5 percent or less (Buck 1981; Murphy and Koop 2005). Using these equations, dew point temperature \(T_d\) or frost-point temperature \(T_f\) is converted into the partial pressure of water vapor, \(e(T_d)\) or \(e(T_f)\). When air temperature \(T_{air}\) is given, we can calculate the relative humidity (RH) by using the following equations. When \(T_d\) is given,
\[ RH = \frac{e_w(T_d)}{e_w(T_{air})} \times 100\% , \]  
(1.3)

and when \( T_f \) is given,

\[ RH = \frac{e_i(T_f)}{e_w(T_{air})} \times 100\% . \]  
(1.4)

It should be noted that RH at temperature less than 0°C is often evaluated with respect to water (WMO, 2008). In the upper troposphere/lower stratosphere (UT/LS) science community, RH with respect to ice, \( RH_i \) is also used as

\[ RH_i = \frac{e_i(T_f)}{e_i(T_{air})} \times 100\% . \]  
(1.5)

The specific humidity (SH), which is mass concentration or moisture content of moist air is the ratio of the mass of water vapor \( m_v \) to the total mass (the sum of dry air \( m_a \) and \( m_v \)) is defined as

\[ SH = \frac{m_v}{m_v + m_a} . \]  
(1.6)

The volume mixing ratio \( \chi \) is written as

\[ \chi = \frac{e}{P} \times 10^6 \text{ [ppmv(parts per million by volume)]} \]  
(1.7)

where \( P \) is air pressure.

1.2 Lower tropospheric water vapor measurements

Water vapor variability has been assessed using radiosonde data (e.g., Dai et al.)
2011), satellite data (e.g., Soden et al. 2005), and precipitable water (PW) data obtained from the Global Navigation Satellite System (GNSS) atmospheric delay measurements (e.g., Wang et al. 2013). Figure 1.3 shows the time series of total column water vapor from the Special Sensor Microwave/Imager (SSM/I), after the merging of records from successive satellites. The linear trend based on monthly SSM/I data over the global oceans was 1.2 % per decade (0.40 +/- 0.09 mm per decade) for the period from 1988 to 2004. The trends are positive over most of the regions, but also suggestive of an El Niño-Southern Oscillation (ENSO) influence. Most of the patterns associated with the interannual variability and linear trends can be reproduced from the observed SST changes over this period by assuming a constant relative humidity (Trenberth et al. 2005). The column water vapor is primarily weighted by the lower troposphere, and the variability of vertical distribution of water vapor cannot be assessed, although water vapor in the upper air is important for the radiative process.

Routine radiosonde observations have been made globally since the 1940s and these data provide the longest record of upper air temperature, humidity, geopotential height, pressure, and horizontal winds. However, the original radiosonde record contains various errors and biases because of changes in instrumentation and observational practices, which cause non-climate-related changes or inhomogeneities (e.g., Seidel et al. 2009). Such inhomogeneities in the record have severely hampered the application of radiosonde humidity data in climate studies.

The radiosonde humidity data need to be homogenized to estimate long-term trends. The homogenization often involves first detecting stepwise change points in
time series statistically and then adjusting the time series to remove the discontinuities. For the case of radiosonde temperature records, many homogenization methods have been developed to remove non-climatic changes without using metadata that describe the change points in instrumentation and bias information for each radiosonde type, because these metadata are often incomplete or not available. Meanwhile, for the radiosonde humidity records, there have been very few attempts to homogenize these data (e.g., Dai et al. 2011). Statistical homogenization methods can resolve many of the discontinuities in the historical radiosonde record. However, they may also remove some of the real climate signals (Sherwood 2007). If possible, homogenization should be performed with the metadata and bias information for each sensor type, rather than statistically.

For operational upper-air observation from radiosondes, metadata (including a list of locations and instruments with dates) is incomplete and sometimes incorrect. But, metadata of the Japan Metrological Agency (JMA) stations are described relatively well (e.g., Sakota et al. 1999; Shibue et al. 2000; Kobayashi et al. 2012). To investigate the humidity trend over Japan using radiosonde data with metadata, the author evaluates the measurement uncertainty of the Meisei RS-06G (RS2-91) radiosonde, which is used at the JMA stations since the 1990s. (Chapter 2)

Relative humidity controls the cloud formation and cloud lifetime. The information of the relative humidity inside clouds is important for mesoscale and climate modeling. The water vapor pressure in clouds is commonly assumed to be saturated with respect to liquid water in liquid clouds, and with respect to ice in ice clouds. The water vapor in mixed-phase clouds, which are often observed at high latitudes
in cold seasons, is often approximated as a weighted average of the respective saturation values over liquid and ice. The weighting factor in models is usually specified as a function of temperature or cloud liquid/ice content (e.g., Jakob 2002). Such a treatment for the mixed-phase clouds is an oversimplified one, but the detailed microphysical processes involved in mixed-phase clouds are not completely understood due to the lack of the observation. The “in-situ” measurement of water vapor in clouds is a great challenge (Korolev and Mazin 2003). “In-situ” instruments are plagued by the contamination errors caused by supercooled cloud droplets. The temperature measurement also has large uncertainty near cloud-top due to wet-bulb effect (e.g., Immler et al. 2010). To improve the understanding of cloud microphysics, the accurate “in-situ” measurement of water vapor and temperature is crucial. In this study, however, the author will mainly focus on the water vapor measurement in conditions of clear sky or upper-level (ice) clouds. Although improving the water vapor measurement in clouds is one of the important problems, the detailed discussion of the measurement in low-level clouds is beyond the scope of this study.

1.3 Upper tropospheric and lower stratospheric water vapor measurements

The long-term record of the stratospheric water vapor at a mid-latitude site indicates the decadal positive trend of ~1.0%/year (Fig. 1.4). Small changes in the stratospheric water vapor can have a large impact on the Earth’s radiation budget. It was pointed out that stratospheric water vapor is an important driver of decadal global climate changes (Solomon et al, 2010). Although the methane oxidation is one of the sources of stratospheric water vapor, and methane has been increasing over
the industrial period, the trend of the stratospheric water vapor is too large to attribute to methane oxidation alone (Oltmans et al. 2000). It has been assumed that the temperature near the Tropical Tropopause Layer (TTL) region controls the stratospheric water vapor through the dehydration processes in the TTL (SPARC 2000; Fujiwara et al. 2010).

Because the operational radiosonde observations are designed to obtain the lower tropospheric water vapor for weather forecasting, the RH sensors on operational radiosondes have very poor response at low temperatures in the UT/LS. Currently, some special research-quality instruments such as the chilled-mirror hygrometers, Lyman-α hygrometers and various satellite and ground-based remote sensing instruments are the main source of information on UT/LS water vapor. There are, however, often large differences among the measured concentrations by different instruments. The large measurement uncertainty limits our understanding of water vapor changes and processes in the UT/LS. Figure 1.5 shows an example of large discrepancies of different water vapor instruments, that is, a comparison of water vapor mixing ratios from the balloon-borne Cryogenic Frostpoint Hygrometer (CFH) and Harvard Lyman-α hygrometer (HWV) on the WB57 aircraft, and the Microwave Limb Sounder (MLS) onboard the NASA Aura satellite near San Jose, Costa Rica on 1 February 2006. It shows large differences between the CFH and HWV up to 50 -100 % or 1-2 ppmv at the UT/LS, while a relatively good agreement between AURA/MLS and CFH can be found. The disagreement among these instruments at low mixing ratios continues to limit our understanding of the physical processes controlling dehydration in the TTL (Fueglistaler et al. 2013). Recent studies (e.g., Rollins et al. 2014) showed that difference between instruments has reduced in
comparison with some previous campaigns, but non-negligible biases (0.38 - 0.89 ppmv or ~10% - 20%) still remain between balloon-borne frostpoint hygrometers (CFH) and some hygrometers on the WB57 aircraft. The cause of these systematic uncertainties remains unresolved, and there is no physical explanation for why these instruments would have a systematic bias. These measurement uncertainties will continue to limit our understanding of the dehydration in the TTL.

Relative humidity controls the cloud formation. Cirrus clouds play an important role in the complex mechanisms of the climate change (Solomon et al 2007). As a major uncertainty in climate modeling, cirrus cloud’s radiative forcing are influenced not only by macroscopic properties (i.e., coverage, thickness and height), but also by microphysical properties (i.e., ice crystal number density and size distribution). Cirrus microphysical processes depend on atmospheric conditions such as RHi and aerosol components (Peter et al. 2006; Murray et al. 2010; Cziczo et al. 2013). To understand the microphysical processes of cirrus clouds, it is required to measure RHi (i.e., air temperature and water vapor pressure) accurately inside and outside cirrus clouds. For example, to distinguish between hexagonal and cubic phases (Murphy and Koop 2005; Murray et al. 2005), RHi measurement accuracy on the order of 10% is necessary. RHi measurements in the UT often indicate significantly higher values than what can be explained given the current understanding of ice nucleation, both inside and outside of clouds (Peter et al. 2006). Hygrometers on aircraft observed sustained RHi of ~130% in dense cirrus where the equilibrium between ice and vapor phase should be rapidly achieved, and RHi near 100% is expected (Jensen and Pfister 2005). Also, RHi exceeding 160%, the homogeneous nucleation threshold (Koop et al. 2000), was observed in the TTL.
(e.g., Jensen et al 2005). Current measurement uncertainties of water vapor in UT/LS limit our understanding of cirrus ice nucleation. To understand the microphysical processes of cirrus cloud, we need to measure air temperature and water vapor inside and outside of cirrus cloud accurately.

### 1.4 Water vapor observation requirement

Accurate measurement is also essential to detect long-term changes. Table 1.1 shows the climate observation requirements proposed by the Global Climate Observing System (GCOS) Reference Upper-Air Network (GRUAN). The primary goals of the GRUAN are to provide the vertical profiles of reference measurements suitable for reliably detecting climate change on decadal time scales. For trend detection, the appropriate frequency of measurement is also needed. Whiteman et al. (2011) found that due to the high natural variability in atmospheric water vapor, the amount of time to detect trends in upper troposphere is relatively insensitive to instrumental random uncertainty and that it is much more important to increase the frequency of measurement than to decrease the random error in the measurement. However, the systematic uncertainty is considered to influence the trend detection seriously, especially in the stratosphere. The trend detection in the LS will be much more sensitive to instrumental systematic uncertainty than in the UT, because anticipated trends in the LS is expected to be smaller than in the UT (WMO 2013). A high-accuracy and high-frequency water vapor measurement in the LS is required to detect the trends.

There are many methods for measuring atmospheric water vapor. Satellite observations provide global distribution of water vapor, and thus represent an
important source of information over the oceans, where radiosonde observations are scarce. Microwave radiation is less affected by cloud and thus is a useful method of humidity measurement from the space. The MLS can observe atmospheric water vapor above ~350 hPa. Since the 1990s, the estimation of atmospheric water vapor (PW) from the GNSS atmospheric delay is available and is being continuously evaluated. The PW measurement from the GNSS atmospheric delay has important advantages as an absolute measurement because it does not need an independent calibration and is not being affected by clouds. However, this method estimates only the column integrated water vapor amount in the atmosphere, and thus cannot estimate upper-air water vapor. Raman lidars are a technique for retrieving high-resolution water vapor mixing ratio profiles. The measurement accuracy is limited by calibration uncertainties (systematic errors) and by photon-counting noise (random errors which increase rapidly with altitude). Raman lidar calibration can be performed by comparisons with other collocated sensors, such as high-quality radiosondes (Whiteman et al. 2006). For the calibration and validation of these remote sensing techniques, high accuracy “in-situ” instruments are required.

The chilled-mirror hygrometry is a high-accuracy sensor based on the thermodynamic principle in wide temperature ranges. In this study, the author develops a new instrument, a Peltier-based chilled-mirror hygrometer, with a goal of the high-accuracy water vapor measurement from surface to LS for the climate monitoring. (Chapter 3).
Table 1.1. the climate observation requirement (GRUAN 2009)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Temperature</th>
<th>Water Vapour</th>
<th>Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Priority (1-4)</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Measurement Range</strong></td>
<td>170 – 350 K</td>
<td>0.1 – 90000 ppmv</td>
<td>1 – 1100 hPa</td>
</tr>
<tr>
<td><strong>Vertical Range</strong></td>
<td>0 – 50 km</td>
<td>0 to ~30 km</td>
<td>0 – 50 km</td>
</tr>
<tr>
<td><strong>Vertical Resolution</strong></td>
<td>0.1 km (0 to ~30 km)</td>
<td>0.05 km (0 – 5 km)</td>
<td>0.1 hPa</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>0.2 K</td>
<td>2% (troposphere) **</td>
<td>0.01 hPa</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5% (stratosphere)</td>
<td></td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.1 K (troposphere)</td>
<td>2% (troposphere) **</td>
<td>0.1 hPa</td>
</tr>
<tr>
<td></td>
<td>0.2 K (stratosphere)</td>
<td>2% (stratosphere)</td>
<td></td>
</tr>
<tr>
<td><strong>Long-Term Stability</strong></td>
<td>0.05 K *</td>
<td>1% (0.3%/decade) **</td>
<td>0.1 hPa</td>
</tr>
</tbody>
</table>

*The signal of change over the satellite era is in the order of 0.1–0.2K/ decade, therefore long-term stability needs to be an order of magnitude smaller to avoid ambiguity.

**Precision, accuracy and stability are relative with respect to mixing ratio.

1.5 Structure of the thesis

The purposes of the present study are to assess the uncertainty of water vapor measurements from operational upper-air observation, and to improve the accuracy of the atmospheric water vapor measurements for climate monitoring. In particular, the author conducts the following researches:

1) The evaluation of the measurement uncertainty of an operational radiosonde RH sensor, and the development of a new correction scheme on the Meisei radiosondes;
2) the investigation of impacts of the new correction on historical operational radiosonde water vapor data; and
3) the development of a high-accuracy environmentally-friendly chilled-mirror
hygrometer for climate monitoring.

In Chapter 2, the measurement uncertainty of an operational RH sensor on Meisei radiosondes is evaluated, and a new correction for some Meisei radiosonde types is proposed. Furthermore, the author investigates the impact of a new correction on historical Meisei radiosonde humidity data taken in Japan. In Chapter 3, a newly developed chilled-mirror hygrometer for meteorological balloons to measure tropospheric and stratospheric water vapor is presented. Instrument descriptions and results of chamber experiments and test flights are described. Finally, a summary of this study is provided in Chapter 4.
Fig. 1.1 Height-latitude cross-sections of the annual mean temperature (contours) and specific humidity in the troposphere (color shades) in 2012 as obtained from a reanalysis dataset (ERA-interim, Dee et al., 2011).
Fig. 1.2 Height-latitude cross-sections of the annual mean temperature (contours) and water vapor mixing ratios at 10-147 hPa (color shades) in 2012 as obtained from a reanalysis dataset (ERA-interim) and a satellite data (GozMmlpH2O, the H2O dataset merged with the HALOE (Halogen Occultation Experiment), the ACE-FTS (Atmospheric Chemistry Experiment · Fourier Transform Spectrometer) and the Aura MLS), respectively.
Fig 1.3 Linear trends in precipitable water (total column water vapor) in % per decade (top) and monthly time series of the anomalies over the global ocean (bottom) from SSM/I (Trenberth et al., 2005)
Fig. 1.4 Moving averages of the 2 km water vapor mixing ratio averages in each of the six altitude layers at Boulder, USA measured with the National Oceanic and Atmospheric Administration (NOAA) Frost Point Hygrometer (FPH). The averaging window had a width of ±1 year and a threshold of 12 data points to compute an average. (Hurst et al, 2011)
Fig. 1.5 Comparison of water vapor mixing ratios from balloon-borne CFH (red) and airborne HWV (black), and the AURA/MLS (blue) near San Jose, Costa Rica (10°N, 84°W) on 1 February 2006. (Fahey et al. 2009)
Chapter 2
Measurement uncertainty of operational upper-air observations

In this chapter, we focus on the measurements of the tropospheric water vapor of operational upper-air observations. Section 2.1 points out the problem of operational radiosonde observations at the Japan Meteorological Agency (JMA) to detect its long-term variability. Section 2.2 describes the results from chamber experiments to evaluate the measurement uncertainty of the RH sensor on the Meisei RS-06G, RS-01G, and RS2-91 radiosondes, and the development of a new temperature-dependence (T-D) correction. Section 2.3 discusses the impact of the new T-D correction on historical Meisei radiosonde humidity data.

2.1 Radiosonde history and artificial changes at the JMA stations.

Routine radiosonde observations have been made globally since the 1940s and these data provide the longest record of upper air conditions (Elliott 1995). In Japan, the operational radio sounding first started in 1938 at Tateno station (WMO station No. 47646, 36°03’N, 140°08’E, surface level 26 m; Sakota et al. 1999). The humidity sensor of the JMA/Meisei RS II·56 and the earlier models were a hair hygrometer (e.g., CMO-S38, S-48, RS II·56). The RS II·80 (1981~) has a carbon hygristor. The Meisei RS2-91 (1992~) has a thin-film capacitive sensor. The RH sensor material for RS2-91 was changed in 1999, and then a temperature-dependence (T-D) correction, hereafter referred to as the original T-D correction, was introduced in 2003 to
compensate the wet bias of this sensor below the freezing point. Although the performances of the radiosonde instruments are expected to improve at each model change in general, such changes in instrumentation and observational practices often inevitably cause non-climate-related changes or inhomogeneity in the time series (e.g., Elliott 1995).

Radiosonde instrument information, reported in the 31313 section of data submitted to the World Metrological Organization (WMO) by JMA stations since 1995, is not included in the Integrated Global Radiosonde Archive (IGRA; http://www.ncdc.noaa.gov oa/climate/igra/). IGRA is known as the largest and most comprehensive dataset of quality-assured radiosonde observations from National Climatic Data Center, which consists of radiosonde and pilot balloon observations at over 1500 stations (Durre et al. 2006). However, reported instrument codes only indicate the basic model identifier such as Meisei RS2-91 (code 47) or RS-01G (code 55), so that the information from original soundings is still insufficient for climate studies. For example, the exact dates when the RS2-91 RH sensor changed to a new sensor type and when the T-D correction was introduced at the JMA stations are not given. Therefore, we need to obtain this information directly from the JMA station (Sapporo District Meteorological Observatory for the Sapporo station and the JMA Aerological Observatory for the Tateno station). According to the information thus obtained, the RS2-91 radiosonde was introduced on 7 February 1993 at Sapporo and on 1 October 1992 at Tateno, and the new RH sensor was introduced for RS2-91 on 24 June 1999 at Sapporo and on 13 July 1999 at Tateno. The original T-D correction was introduced on 1 February 2003 at both stations.

Meisei RS2-91 was replaced by Vaisala RS92 radiosonde on 1 December 2009 at
both stations. Vaisala RS92 RH sensor has been found to have a substantial
daytime dry bias due to solar heating of the RH sensor, which is not protected by a
reflective cap due to its design. The dry bias increases significantly with height and
has a clear diurnal variation with its maximum at local noon (Vömel et al. 2007b;
Yoneyama et al. 2008). The bias and some other errors are considered to be
corrected by DigiCORA version 3.64 (Wang et al. 2013). This software version was
not installed at Sapporo and Tateno stations and the version 3.63 was used through
the period of RS92 (Kobayashi et al. 2012). Vaisala RS92 was further replaced
recently with Meisei RS-11G at Sapporo starting on 1 September 2013 and at
Tateno starting on 2 July 2013. Analysis of Vaisala RS92 and Meisei RS-11G is
beyond the scope of this paper.

Figure 2.1 shows the time series of temperature and RH at 500 hPa at Sapporo
and Tateno, using the original data obtained from the IGRA. We can see that the
instrumental change points correspond to the discontinuities in the RH time series.
Fujiyoshi (2010) pointed out that the frequency of appearance of upper-level clouds
estimated from radiosonde humidity data shows sudden changes when radiosonde
instrumental changes occurred. Such inhomogeneity in the record has severely
hampered the application of radiosonde humidity data in climate studies. In the
next section, we investigate the measurement uncertainty of the RS2-91 by the
chamber experiment.

2.2 Correction of the stepwise change at 0 °C in Meisei RS2-91, RS-01G, and RS06G
radiosonde relative humidity

2.2.1 Introduction
The Meisei RS-06G radiosonde is a successor to the Meisei RS-01G (introduced in 2002) and the Meisei RS2-91 (introduced in 1991) rawinsonde, and has been used operationally in Japan, Indonesia, Sri Lanka, and Taiwan. All of these models are currently in use, with the same RH sensor installed since July 1999 (Ishihara 2004), although the models have had changes in the sensor cap (Shimizu et al. 2008). For brevity, references in this paper to the RS-06G RH sensor also apply to the same sensor on the RS-01G and RS2-91 (only after the middle of 1999) models. During development of the balloon-borne chilled mirror hygrometer (Chapter 3), on the other hand, we used the RS-06G radiosonde and found that the RS-06G RH profiles always showed a stepwise change of ~ 3% RH at 0 °C. Figure 2.2 shows an example of simultaneous soundings from the RS-06G and the Cryogenic Frostpoint Hygrometer (CFH) (Vömel et al. 2007a), and the RS-06G RH profile shows a stepwise drying (wetting) of ~ 3% RH at 3850 m, 4000 m, and 4600 m; i.e., at 0 °C air temperature, when the temperature is decreasing (increasing) through 0 °C. A similar stepwise change of this magnitude is commonly found in RS-06G RH data from other soundings.

This stepwise change is related to the correction of the RS-06G RH measurements by the processing software to compensate for the temperature dependence of the RH sensor. The RS2-91 (and subsequently RS-01G and RS-06G) RH sensor is a thin-film capacitive sensor, in which a thin hydrophilic polymer layer on a glass substrate acts as the dielectric of a capacitor (Sakota et al. 1999). The capacitance changes in response to the number of water molecules permeating from the ambient air into the polymer. The relationship between the capacitance and the RH of the ambient air is determined by factory calibration procedures. As the individual
thin-film capacitive RH sensors differ slightly, every RS2-91 (and subsequently RS-01G and RS-06G) RH sensor is calibrated in the factory at RH levels of 15%, 30%, 50%, 70%, 90%, and 95% RH at a constant air temperature of +25 °C to obtain a set of instrument-specific calibration coefficients (Sakota et al. 1999). According to Ishihara (2004), RS2-91 started using a new RH sensor in July 1999 and the same sensor was used later in RS-01G and RS-06G. After a moist bias was discovered, especially below freezing, the following temperature dependence correction has been applied, starting about February 2003, to all RH measurements at air temperatures between -40 °C and 0 °C obtained using these models:

\[
\Delta RH = K_0 + K_1 T + K_2 T^2 \\
RH_{corr} = RH_0 - \Delta RH \\
(-40 \degree C \leq T \leq 0 \degree C)
\]

(2.1)

where \(\Delta RH\) (%) is the correction amount, \(T\) (°C) is the air temperature uncorrected for solar heating, \(RH_0\) (%) is the uncorrected RH, \(RH_{corr}\) (%) is the corrected RH, and \(K_i\) is a constant \((K_0 = 2.86, K_1 = -1.68 \times 10^{-1}, K_2 = -2.02 \times 10^{-3})\). While the Japan Meteorological Agency (JMA) only officially reports radiosonde RH measurements above -40 °C, in RS-06G RH measurements for research applications the correction in Eq. (2.1) is further extrapolated to below -40 °C (Meisei 2012, personal communication). The largest correction factor is 6.4% RH at -40 °C, and the smallest is 2.86% RH at 0 °C. Therefore, the correction has a finite value of 2.86% RH at 0 °C, causing an artificial stepwise change of ~3% RH at 0 °C as shown in Fig. 2.2. Although the manufacturer claims that the accuracy of the RS-06G is 7% RH, this correction for the temperature dependence produces an
unrealistic stepwise change at a key atmospheric level, the 0 °C level, and this requires revision.

The atmospheric 0 °C level (~ 3 km in mid-latitudes, and ~ 5 km in the tropics) is the melting layer, where falling ice particles or snowflakes become liquid water (Houze 1993). This melting layer is important for precipitation processes and cloud dynamics. In radar meteorology, the melting layer is known as the bright band, and produces intense radar echoes. Although atmospheric characteristics can change significantly at the 0 °C level, the stepwise change of ~ 3% RH obtained using the RS-06G RH sensors is not realistic, but is artificially generated as explained above. In this study, the author investigates the temperature and RH dependence of the RS-06G RH sensor in a chamber, with the aim of developing a more appropriate correction curve that is continuous at 0 °C.

In general, thin-film capacitive RH sensors may be subject to several other sources of error, depending on the manufacturer and model of radiosonde, including a slow sensor response at low temperatures, contamination errors caused by supercooled cloud droplets, bias errors related to non-water molecules being absorbed into the hydrophilic polymer layer, and dry bias errors due to differences between the RH sensor temperature and the ambient air temperature caused by a thermal lag of the RH sensor during radiosonde ascent and by solar heating during daytime flights (e.g., Miloshevich et al. 2001; Wang et al. 2002; Vömel et al. 2007b; Yoneyama et al. 2008). Among these errors, the thermal lag of the RH sensor is caused by the finite time required for RH sensors to reach equilibrium with the changing ambient air temperature during a flight (e.g., Morrissey and Brousaides 1970; Williams and Acheson 1976; WMO 2008). In this study, the author also
investigates the thermal lag of the RS-06G RH sensor using a laboratory based thermostatic chamber test.

We can understand the bias errors and sensor characteristics for each radiosonde type by conducting radiosonde intercomparisons for simultaneous flights (e.g., WMO 2011; Kobayashi et al. 2012; Sakota et al. 1999) and laboratory experiments using thermostatic chambers (e.g., Sugidachi and Fujiwara 2013). RH sensor on radiosonde has various bias errors such as manufacturer calibration error, solar radiation heating during daytime observations, contamination by cloud droplets, slow sensor response at low temperatures, and so on. Comparisons using flight tests can assess the net bias errors among different radiosondes during flights, but it is difficult to quantify each of the potential bias errors. Laboratory experiments cannot completely replicate the actual flight conditions such as solar radiation and ventilation around the RH sensor, but they are useful in quantifying radiosonde sensor characteristics such as the temperature dependence, response time, and individual differences.

The remainder of Section 2.2 is organized as follows. Section 2.2.2 describes two experiments, and their results, which test the temperature dependence and thermal lag of the Meisei RS-06G RH sensor, Section 2.2.3 proposes a new correction for RS-06G RH measurements based on results from these two experiments, and provides an example of the application of the new correction, and Section 2.2.4 provides the application period of the new correction.

2.2.2 Experiments

2.2.2.1 Estimation of temperature dependence between –50 and +40 °C
We estimate the temperature dependence of ten RS-06G RH sensors by comparing them with reference instruments under various chamber conditions, at air temperatures from −50 to +40 °C, and at RH levels from 20% to 80% (The Ishihara (2004) correction was derived using tests in a similar chamber). We built a special experimental setup for this experiment. Figure 2.3 shows the overall configuration of this experiment. Five RS-06G RH sensors and the reference sensors were placed in a polyvinyl chloride (PVC) pipe with an inner diameter of 65 mm, which was then placed in the thermostatic chamber (Espec PSL-4KH). This chamber can control temperature within −70 to +150 °C, and humidity within 20 - 98% RH above ~ +10 °C. The internal volume of the chamber is 800 l. The Electronic Temperature Instruments (ETI) RF-100 platinum resistance thermometer was used as a reference temperature sensor, and the Azbil Corporation FDW10 chilled-mirror hygrometer (Ibata and Kanai 2008) as a reference dew point sensor (see Table 2.1 for the manufacturer’s specifications for these instruments). Airflow of about 2 m s⁻¹ was produced within the pipe using a fan located at its entrance to ensure uniformity in the measurement air. Although the sensor in flights is usually exposed to stronger airflow (~6 m s⁻¹) than this condition, we cannot replicate the flight condition of the radiosonde due to the experimental constraints. Two sets of five RS-06G RH measurements were made. As stated in note (1) in Table 2.1, the first set of five radiosondes represented four manufacturing batches, and the second set of radiosondes was from the same batch. Figure 2.4 (bottom) shows the temperature and RH conditions for all measurements in this experiment. RH values are with respect to liquid water and no experiments were performed with RH values supersaturated with respect to ice. For each set, the
RH and temperature in the chamber were changed every 30 to 60 minutes under surface pressure conditions (~1000 hPa) to ensure the steady measurement condition. This made it possible to ignore errors derived from the slow sensor response and the thermal lag of the RH sensor. Readings were taken five times every 10 to 20 s for each set of conditions.

We analyze the data which are not corrected using Eq. (2.1) (hereinafter referred to as “RS-06G RH0”). We calculate the reference RH values from the reference temperature and reference dew point readings using Buck’s equations (Buck 1981; Appendix A), which is also used for the RS-06G calibration by the manufacturer (WMO 2011; Meisei 2012, personal communication). In the upper air observation, RH is usually evaluated with respect to liquid water even at air temperatures below 0°C (WMO 2008). Accordingly, if the condensate on the mirror of the FDW10 is liquid water,

\[
RH = 100 \frac{e_w(T_m)}{e_w(T_a)}
\]

(2.2)

where \(e_w\) is the saturation vapor pressure of moist air with respect to water, \(T_m\) is the mirror temperature, and \(T_a\) is air temperature. If the condensate on the mirror of the FDW10 is ice,

\[
RH = 100 \frac{e_i(T_m)}{e_w(T_a)}
\]

(2.3)

where \(e_i\) is the saturation vapor pressure of moist air with respect to ice.

The measurement uncertainties associated with these experiments are expressed according to the Guide to the expression of Uncertainty in Measurement (GUM)
(JCGM/WG1 2008). Conceivable measurement uncertainties in the reference RH are derived from the instrument performance, errors in reading, and spatial and temporal non-uniformity in the PVC pipe. The combined standard uncertainties are calculated from these sources of uncertainty. The error bars in Fig. 2.4 represent the 95% level of confidence (the coverage factor $k = 2$). The expanded uncertainties of the reference RH level range within 0.7% - 3.2% RH. Meanwhile, the five readings of RS·06G RH0 values are closely comparable, with typical standard deviation ~0.1% RH, an order of magnitude smaller than the measurement uncertainty of the reference RH. The error bars for the RS·06G RH0 values are omitted in Fig. 2.4. Calculation of the measurement uncertainties is described in detail in Appendix B.

Figure 2.4 shows the difference between values of RS·06G RH0 and the reference RH at each temperature and RH condition for all measurements. RS·06G RH0 is wetter than the original manufacturer’s correction factor (dashed line in Fig. 2.4) by 7% RH or more for some conditions below +10 °C. Figure 2.5 shows the difference between RS·06G RH0 and the reference RH with respect to RH, and shows that RS·06G RH0 has an RH dependence in addition to the temperature dependence. These biases can be approximated by a linear regression between 20% and 80% RH. The wet bias is greater in wetter conditions when air temperatures are below +20 °C. The wet bias approaches 10% RH at high RH and low temperature conditions. In contrast, a small dry bias is found at +40 °C. From these results, the RS·06G RH0 levels show a tendency towards a dry bias above about +25 °C, and a wet bias below about +25 °C. It should be noted again that the temperature of +25 °C is the calibration condition used by the manufacturer. These results, the large bias of over 7% RH and the RH dependence, are surprising, and will be further
explored in the next section.

### 2.2.2. Estimation of thermal lag for the RS-06G RH sensor

Figure 2.4 showed that our measured values of RS-06G RH$_0$ were significantly different from the original manufacturer’s correction curve, exceeding 7% RH under some conditions. However, such a large bias was not reported in in-flight intercomparisons with other models of radiosonde (e.g., WMO 2011). We speculate that this discrepancy arises due to the differences in the measurement conditions; i.e., in a chamber or in flights. Here, we focus on the difference in air temperature conditions; air temperatures in our chamber experiments were stable by experimental design, while air temperatures in flights can change dramatically over a short period. If the thermal lag of the RH sensor is not negligible, the RH sensor temperature will not immediately correspond to the temperature of the ambient air. During an ascending flight through the troposphere, the RH sensor temperature would usually be warmer than the ambient air temperature. The warmer RH sensor would result in RH measurements that are biased dry. Therefore, there is a possibility that the RS-06G RH measurements always have a dry bias component in the troposphere. It should be noted that the RS-06G RH sensor is mounted in a sensor hood to minimize solar heating effects and contamination by supercooled cloud droplets and rain.

To estimate the dry bias component caused by the thermal lag of the RS-06G RH sensor, we investigate the response time of the RH sensor temperature to a stepwise air temperature change in a chamber. A thermistor, which is used as an air temperature sensor of the RS-06G, was used to measure the RH sensor temperature.
The thermistor has a negligible heat capacity with the response time of 1.3 s at 1000 hPa even without airflow (Shimizu et al. 2008). Furthermore, the use of the same type of thermistors for the RH sensor and air temperatures minimizes error in the thermal lag evaluation. The thermistor was attached to the surface of the RH sensor using aluminum tape whose heat capacity is also sufficiently small. We measured the response time in the chamber as the air temperature was changed from 0 °C to +10 °C over a short period of around 100 s. This experiment was conducted under the following three conditions:

(1) without the sensor hood:
(2) with the sensor hood, and in an airflow perpendicular to the sensor arm; and
(3) with the sensor hood, and in an airflow parallel to the sensor arm.

Airflow was ~ 3 m s\(^{-1}\) for all conditions. The sensor in flights is usually exposed to stronger airflow than these conditions because the ascent rate of the radiosonde is usually set as ~ 6 m s\(^{-1}\). However, we cannot replicate the flight condition of the radiosonde due to the experimental constraints. Specifically, the maximum wind speed by the fan we used is ~3 m s\(^{-1}\) at ~1000 hPa. Also, it is impossible for us to control the airflow under reduced pressure conditions. For these reasons, we conducted this experiment only under surface pressure, and estimate the thermal lag in ascent flight using these experimental results and some assumptions.

Figure 2.6 shows the response time of the RH sensor temperature, \(T_s\), and the applied measurement condition, \(T_a\). On the basis of Newton’s Law of Cooling, the relationship between \(T_s\) and \(T_a\) can be written as

\[
\tau \frac{dT_s(t)}{dt} + T_s(t) = T_a
\]

(2.4)
where \( \tau \) is the time constant. By replacing \( dT_s(t)/dt \) with \( (T_s(t) - T_s(t - \delta t))/\delta t \), where \( \delta t \) is a finite time step, \( T_s(t) \) is solved as

\[
T_s(t) = \frac{T_a \delta t + \tau T_s(t - \delta t)}{\tau + \delta t}
\]

(2.5).

Figure 2.6 also shows an estimated RH sensor temperature, \( T_{s,est} \), profile derived from Eq. (2.5) with a constant \( \tau \) for each experiment; i.e., 10 s in Fig. 2.6 (1), 25 s in Fig. 2.6 (2), and 50 s in Fig. 2.6 (3). We see that the assumed value of \( \tau \) explains the evolution of \( T_s \) reasonably well.

We also estimate the thermal lag of the RH sensor during actual flights. The thermal lag should depend on the heat transfer between the ambient air and the surface of the RH sensor. As air density decreases with height, the temperature difference between the ambient air and the RH sensor is expected to increase at higher altitudes. Williams and Acheson (1976) give the time constant, \( \tau \), theoretically as

\[
\tau = \frac{mc}{hA}
\]

(2.6)

where \( m \) is the mass of the sensor, \( c \) is the specific heat, \( h \) is the convective heat-transfer coefficient, and \( A \) is the total surface area of the sensor. Morrissey and Brousaides (1970) proposed that, assuming the RH sensor is a flat plate with a zero angle of attack to airflow, \( h \) can be calculated from:

\[
h = \frac{1}{L} \int_0^L 0.332kPr^{1/2} \left( \frac{\rho v'}{\mu x} \right)^{1/2} dx
\]

(2.7)
where \( L \) is the width of the RH sensor, \( k \) is the thermal conductivity of air, \( Pr \) is the Prandtl number, \( \rho \) is the density of air, \( v' \) is the flow rate on the RH sensor, and \( \mu \) is the viscosity coefficient. The values of \( Pr \), \( k \), and \( \mu \) depend on air temperature. For the RS-06G RH sensor, \( v' \) is not equal to the ascent rate \( v \) because of the sensor hood and the irregular payload movement in the flight. Here, we assume that \( v' \) is proportional to \( v \), that is,

\[
v' = Cv
\]  

(2.8)

where \( C \) is a constant that indicates the effect on how the ventilation changes by the sensor hood and the airflow direction. Substituting Eqs. (2.7) and (2.8) into Eq. (2.6), \( \tau \) can be rewritten as

\[
\tau = C' k^{-1} Pr^{-\frac{1}{3}} (\frac{\mu}{\rho v})^2
\]  

(2.9)

where \( C' \) is a constant depending on the RH sensor property and the value of \( C \).

To estimate \( \tau \) during actual flights, we calculate the value of \( C' \) by using the time constant obtained from the chamber experiment (Fig. 2.6). It is considered that the sensor hood may cause poorer ventilation, while the pendulum motion of the payload during ascent flights may cause better ventilation. We assume the condition without the sensor hood [i.e., Fig.2.6(1)] as the best ventilated condition, because nothing blocks the airflow. On the other hand, we assume the condition with the sensor hood and in an airflow parallel to the sensor arm [i.e., Fig.2.6(3)] as the worst ventilated condition, because the sensor hood substantially obstructs the airflow. Given these assumptions, it is considered that the actual flight condition lies between the conditions in Fig. 2.6(1) and 2.6(3), i.e., we use the results from Fig.
2.6(1) and 2.6(3) as the upper and lower limits, respectively. The values of $C'$ become 102 kg m$^2$ s$^{-2}$ K$^{-1}$ for Fig. 2.6(1), and 512 kg m$^2$ s$^{-2}$ K$^{-1}$ for Fig. 2.6(3). Assuming that the possible value of $C'$ at the flight condition lies equally likely between these values (i.e., a rectangular distribution), the expected value of $C'$ is the midpoint of the interval, 307 kg m$^2$ s$^{-2}$ K$^{-1}$. Then, the standard uncertainty, $u_{C'}$, is

$$u_{C'} = \frac{512 - 102}{2\sqrt{3}} = 118 \text{ kg m}^2 \text{ s}^{-2} \text{ K}^{-1}$$

(2.10)

Also, we estimate $\tau$ during actual flights with the ascent rate of $6.0 \pm 1.0$ m s$^{-1}$. While the ascent rate of the radiosonde is usually set at $\sim 6$ m s$^{-1}$, the value may vary according to the meteorological condition by $\sim 1.0$ m s$^{-1}$ even in the troposphere. The standard uncertainty from the ascent rate fluctuation, $u_v$, is

$$u_v = \frac{1}{\sqrt{3}} = 0.58 \text{ m s}^{-1}$$

(2.11)

Using this $C'$ values, the ascent rate of $6.0 \pm 1.0$ m s$^{-1}$ and the atmospheric profile from the U.S. standard atmosphere (NOAA, NASA, and USAF 1976), we calculate $\tau$ and the temperature difference between the RH sensor and the ambient air, $\Delta T$, in the upper air (considering only the lag error of temperature response of the sensor substrate, not other errors mentioned above such as solar heating in daytime).

Finally, we estimate the uncertainty of $\tau$ using the law of propagation of uncertainty. The combined standard uncertainty of $\tau$, $u_{\tau}$, is written as
To determine the expanded uncertainty, we use \( k = 2 \) as coverage factor. Thus, the expanded uncertainty of RH, \( U_r \), becomes

\[
U_r = k \, u_r = 2 \, u_r
\]  

(2.13)

Figure 2.7 shows the air temperature and density profiles from the U.S. standard atmosphere, and the calculated values of \( \tau \) and \( \Delta T \). The light and dark gray lines show the expanded uncertainties estimated by Eq. (2.13). This figure suggests that \( \Delta T \) is larger at higher altitudes; e.g., \( 0.9 \pm 0.7 \) °C at 5 km and \( 1.3 \pm 1.0 \) °C at 10 km. The RH sensor which is too warm due to the thermal lag indicates drier RH than the actual RH because the saturation vapor on the surface of the RH sensor is not \( e(T_a) \) but \( e(T_a + \Delta T) \), i.e.,

\[
RH_{flight} = 100 \frac{e}{e_w(T_a + \Delta T)}
\]  

(2.14)

where \( RH_{flight} \) is the RH obtained from the RS-06G in flight, and \( e \) is the vapor pressure of measurement air. On the other hand, the RH in a chamber, \( RH_{chamber} \), is calculated by Eq. (2.2) or (2.3). Accordingly, the relationship between \( RH_{chamber} \), and \( RH_{flight} \) is

\[
RH_{chamber} = RH_{flight} \times \frac{e(T_a + \Delta T)}{e(T_a)}
\]  

(2.15)

When \( \Delta T > 0 \), \( RH_{flight} \) has drier than \( RH_{chamber} \). Because the RS-06G RH
sensor become \( \Delta T > 0 \) in tropospheric ascents as shown in Fig. 2.7, it is considered that the thermal lag could cause dry bias for the RS-06G RH measurements.

### 2.2.3. A new correction for RS-06G RH measurements

The results of these two experiments show that the RS-06G RH value has a wet bias component caused by the temperature and RH dependence of the sensor material, and a dry bias component related to the thermal lag of the RH sensor, which is warmer than the ambient air temperature during a tropospheric balloon ascent. It is expected that the two biases are, at least in part, cancelled out during a flight, and the measurement accuracy of 7% RH \((k = 2)\) proposed by the manufacturer is achieved. To fully characterize the sensor’s behavior in flight, and to obtain a complete correction algorithm, we need to take account of all other measurement errors, in addition to the two biases outlined above. Major errors include the slow response of the RH sensor at low temperatures (Miloshevich et al. 2004), and the solar heating dry bias (Vömel et al. 2007b; Yoneyama et al. 2008). Consequently, we propose here a simple correction to remove the artificial stepwise RH change at 0 °C resulting from the use of Eq. (2.1). We assume that the two biases discussed in Section 2.2.2 are the major sources of error. As a test, we add the dry bias component to the wet bias component shown in Fig. 2.3. Using the relationship of Eq. (2.15), the correction factor during tropospheric ascents then becomes

\[
\Delta RH = RH_{\text{flight}} - RH_{\text{ref}} \\
= RH_0 \times \frac{e(T_a)}{e_w(T_a + \Delta T(T_a))} - RH_{\text{ref}}
\]

\[(2.16)\]
Although $\Delta T(T_a)$ depends on the actual vertical gradients of air temperature and air density, and the ascent rate of the radiosonde, we use the results in Fig. 2.7 for simplicity. Figure 2.8 shows the $\Delta T(T_a)$ and corresponding linear fits. Figure 2.9 shows the RH difference between the reference RH and the corrected value by applying the correction for the thermal lag expressed by Eq. (2.16). Figure 2.9 also shows the original manufacturer’s correction curve extrapolated up to $+14.5^\circ$C. The upper limit of $+14.5^\circ$C is chosen because the original manufacturer’s correction curve intersects $\Delta RH = 0$ at $+14.5^\circ$C. The marks in the figure indicate the value derived from $\Delta T_\tau$ in Fig.2.8, and the light gray vertical bars indicate the uncertainties derived from $\Delta T_\tau \pm U_\tau$ in Fig.2.8. We see that the corrected experimental results and the extrapolated correction curve show better agreement above 0 °C, as well as below 0 °C. Consequently, we propose to extrapolate the original manufacturer’s correction up to $+14.5^\circ$C to resolve the artificial stepwise change at 0 °C. Extrapolating the correction above $+14.5^\circ$C to adjust for the dry bias at higher temperatures (Fig. 2.9) is not recommended because biases with no correction, even at 40 °C, are within specifications.

In addition, we observed that the RS-06G RHo value has an RH dependence as shown in Fig. 2.5. Equation (2.16) is effective at reducing the bias associated with the RH dependence below $+20^\circ$C. Figure 2.10 shows the difference between the RS-06G RHo corrected by Eq. (2.16) and the reference RH with respect to RH, and the corresponding linear fit. The RH dependence corrected by Eq. (2.16) (i.e., Fig. 2.10) is smaller than in the uncorrected result (i.e., Fig. 2.5), except at $+40^\circ$C.

Figure 2.11 shows the estimated bias in the RS-06G RH measurements during a tropospheric balloon ascent, that is, the result of subtracting the proposed
correction amount from the results in Fig. 2.9. The error bars in Fig. 2.11 show the uncertainty ($k = 2$), including the uncertainty from the dry bias estimation, that from the reference RH in our chamber experiment, and that from the individual differences of the RS-06G RH sensor. Each component of the uncertainty ($k = 2$) is estimated as 0.3% to 3.8% RH for the dry bias estimation, 0.7% to 3.3% RH for the reference RH, and 0.3% to 0.9% RH for the individual differences among the 10 sensors (twice the standard error). We find that the differences among the individual RS-06G RH sensors are very small. Figure 2.11 indicates that there remains a wet bias (< 5% RH) at –40 to +10 °C, but these biases are within 7% RH, which is the manufacturer’s specification. For daytime flights, solar heating is expected to cause an additional dry bias component. The RH profiles from the RS-06G in the WMO radiosonde intercomparison campaign at Yangjiang in 2010 showed day–night differences (Figure 8.2.5, lower left, of WMO, 2011). The nighttime intercomparison results in WMO (2011) showed that the RS-06G RH measurements are ~ 5% RH higher than the CFH measurements in the middle troposphere; this is quantitatively consistent with our experiment results in Fig. 2.11. Meanwhile, the daytime intercomparison results in WMO (2011) showed that the RS-06G and CFH RH measurements agree within ~ 3% RH in the middle troposphere; this can be interpreted that during the daytime, an additional dry bias by the solar radiation heating accidentally cancels out the wet bias at –40 to +10 °C shown in Fig. 2.11.

Figure 2.12 shows the RH profile from Fig. 2.2 corrected using our new simple approach, and it shows that the stepwise change in RH has been eliminated.
2.2.4. Application of the new correction

The new correction should be applied to the RH measurements using the RS2-91 (only after the middle of 1999), RS-01G, and RS-06G radiosondes at least until the development of a more accurate correction. Operational soundings made with RS2-91, RS-01G, and RS-06G radiosondes are identified in text format soundings by instrument codes 47, 55, and 30 respectively in the 31313 section (Code Table 3685 in WMO, 1995). For users of either current or archived soundings, perform the following steps:

1. From the 31313 section of the original sounding (usually reported in part TTBB, or possibly several sounding parts), if the instrument and sounding system code is 74702, 55504, 55508, 75508, or 73008, continue to step 2. Besides most Japanese stations, this includes 12 stations in Indonesia, 1 station in Sri Lanka, and 2 stations in Taiwan reporting one or more of the above codes starting between 2004 and 2010 (Aerological Observatory 2012, personal communication; Meisei 2012, personal communication). If the 31313 section is completely omitted or is any other value, it is unlikely that the RS-06G humidity sensor is used.

2. If the code is 74702 (RS2-91), the old humidity sensor is used before July 1999 at JMA stations and before about the beginning of 2000 at stations 47580 and 47681 (Japanese Self-Defense Forces stations) and 89532 (Syowa, Antarctica) (Schroeder 2008). If the new sensor is used, continue to step 3. None of the corrections in this paper apply to the old humidity sensor.

3. At any station except 47991 before approximately February 2003 (station 47991 before August 2003), the new sensor is used with no correction. Apply the manufacturer correction (2.1) at all temperatures up to +14.5 °C.
4. After the date in step 3, the correction is applied up at temperatures up to 0 °C, so apply (1) at all temperature levels from +0.1 to +14.5 °C to eliminate the RH discontinuity.

2.3 Impact of the proposed correction on historical humidity data at the JMA stations

In this section, the author applies the new T-D correction to operational radiosonde data, and investigates the impact of the original and new T-D corrections on the long-term radiosonde humidity record at two JMA stations: Sapporo (WMO station 47412, 43°04’N, 141°20’E; surface level 26 m until 30 November 2009, 18 m starting 1 December 2009) and Tateno (WMO station 47646, 36°03’N, 140°08’E, surface level 31 m before 30 November 2009, 26 m after 1 December 2009). Elevation changes at these stations on 1 December 2009 were not launch site relocations, but the definition of the radiosonde surface data level (which determines the reported surface pressure) was changed from the station barometer elevation (inside the meteorological office) to the actual launch elevation (1 meter above the surface by the balloon inflation building).

2.3.1 Data and method

The IGRA provides daily radiosonde data at more than 1500 stations for the period from 1938 to the present. The archive contains information extracted from each transmitted sounding and is expressed in common units, including limited metadata (WMO station ID, year, month, day, UTC hour, and launch time), and each reported standard and significant level (pressure, geopotential height,
temperature, dew point depression \([\text{DPD, temperature minus dew point}]\), wind direction, and wind speed \([\text{m s}^{-1}]\)). As specified by WMO code formats, each station converts the original radiosonde RH values to DPD.

The JMA uses the following equation to convert RH values to DPD values (JMA 1995):

\[
\text{DPD} = \frac{(T + 243.5)^2 \ln \left( \frac{RH}{100} \right)}{(T + 243.5) \ln \left( \frac{RH}{100} \right) - 4303.4}
\] (2.17)

where \(T\) is air temperature \([^\circ C]\). In this study, we recover the RH value from \(T\) and \(\text{DPD}\) using Eq. (2.17). We also convert RH to specific humidity (SH) to understand the variability of water vapor alone by using the following equation (Bolton 1980):

\[
e = 6.112 \exp \left( \frac{17.67 T_d}{T_d + 243.5} \right)
\]

\[
s = \frac{\varepsilon e}{P - (1 - \varepsilon)e}
\] (2.18)

where \(e\) is water vapor pressure \([\text{hPa}]\), \(T_d\) is dew point temperature \([^\circ C]\), \(s\) is SH \([\text{kg kg}^{-1}]\), \(P\) is air pressure \([\text{hPa}]\), and \(\varepsilon = 0.622\) is the ratio of the molecular weight of water vapor and dry air.

We saw that the instrumental change points correspond to the discontinuities in the RH time series in Fig. 2.1. In this study, the author focuses on the period with the new RH sensor: that is, from 24 June 1999 to 30 November 2009 at Sapporo and from 13 July 1999 to 30 November 2009 at Tateno. The author applies the new T-D correction proposed in Section 2.2 to the original data over these periods, and evaluate its impact on the humidity record. Figure 2.1 also shows the difference
between the daytime (9:00 JST, or 0:00 UTC) and nighttime (21:00 JST, or 12:00 UTC) measurements. This difference is probably due to the dry bias from solar radiation heating (e.g., WMO 2011), in addition to the real atmospheric diurnal variability. The relative daytime dryness is about the same in the entire Meisei RS2-91 period as in the Vaisala RS92 period at both stations, suggesting that daytime heating of the RH sensor is similar with Meisei RS2-91 (under a rain-protective cap) and Vaisala RS92 (with no cap). The Meisei RS2-80 carbon RH sensor in a duct was only slightly drier in daytime, but it registered neither very dry nor very moist conditions. Since the Meisei RS2-91 correction formula does not account for possible solar heating, the following discussion considers only nighttime data to avoid complications.

2.3.2 Results and discussion

Figure 2.13 shows the deseasonalized time series and their linear fits for RH at 925, 700, and 500 hPa at Sapporo and Tateno. Lines in color are daily anomalies from daily means based on the Meisei RS2-91 period at each station, smoothed by averaging anomalies for 31 days centered on each day, with the annual mean RH added to each smoothed anomaly value. In the top panels, the input RH values and corresponding means are based on the original data obtained from IGRA, where the T-D correction (Eq. 2.1) is applied only below 0 °C and only starting February 2003. In the bottom panels, anomalies are computed and smoothed in the same way, but the input data for means and anomalies is corrected by applying the T-D correction where it was not applied originally, below +14.5 °C through January 2003 and between 0 and +14.5 °C starting February 2003. The corrected linear fits show
smaller downward trend values than the original linear fits. The new T-D correction is found to result in much smaller downward trend values at 500 hPa at Sapporo and almost no trend at Tateno. In this paper, the likelihood of RH (SH) trends is based on the results of statistical significance testing (T-testing) performed at confidence levels of 95% (JMA 2012). For the effective degrees of freedom, the number of data is divided by the effective decorrelation time (i.e. 31 for the averaged data for 31 days). It should be noted that the uncertainty estimation of these linear fit values does not consider the measurement uncertainty.

Figure 2.14 shows the original and corrected SH time series. The corrected SH values are derived from dew point values calculated from the RH values with the new T-D correction shown in the bottom panel of Fig. 2.13. We can see that the original SH linear fits show spurious large downward trends, especially at 500 and 700 hPa, at both stations. The corrected SH linear fits show no significant trends at Sapporo and Tateno.

Previous observational studies (e.g., Soden et al. 2005; Trenberth et al. 2005) show that tropospheric water vapor is globally increasing under the assumption of near-constant RH, although there is strong interannual variability. The corrected results at Tateno are consistent with the near-constant RH hypothesis, but the results at Sapporo are not, and show downward RH trends at 500 in the 2000s. This is probably in part because the period in this study is too short to detect RH trends with the warming climate. To extend our analysis over longer periods, we need to investigate the biases between the RS2-91 and the older radiosonde models such as the Meisei RS2-80 and RS2-91 with the old RH sensor, which had been used in the 1980s and the 1990s at JMA stations. In addition, the RS2-91 RH corrected by the
new T-D correction still contains a small bias error depending on temperature and RH, which is up to about \(+5 \pm 4\%\) RH (the confidence interval represents the expanded uncertainty with the coverage factor \(k = 2\)) around \(-10^\circ\)C. Because such a bias error has a large impact on the uncertainty estimation of RH linear trends, further efforts are needed to reduce the measurement uncertainty by making more simultaneous flights and detailed laboratory experiments. Where possible, we will make laboratory experiments and in-flight comparisons with reference instruments such as chilled-mirror hygrometers to quantify the errors in radiosondes used in the past.

Also, instrument transitions of operational radiosondes may affect the reanalysis data quality. Figure 2.15 shows the time-series of anomalies of specific humidity in July for each year at Sapporo (42.75°N, 141°E). Note that only July data are used for simplicity. The ERA-interim assimilates radiosonde humidity observations except at high altitude (typically P < 300 hPa) and extreme cold conditions (typically T < 233 K), while a homogenized dataset (RAOBCORE_T_1.3 by Haimberger et al. (2008)) is used for the radiosonde temperature assimilation (Dee et al. 2011). We can see that sudden change in specific humidity correspond to the change points of radiosondes in some case. Further investigation is needed to evaluate how measurement biases of radiosondes affect the quality of the reanalysis dataset.

2.3.3 Conclusions

The original and new T-D corrections on the RH measurements from the Meisei RS2-91, RS-01G and RS-06G radiosondes not only correct the bias error of individual soundings, but also influence the analysis of long-term humidity
variability in the upper air. For these radiosonde RH measurements, the new T-D correction proposed in Section 2.2 should be applied to the historical RH record. However, information on the exact dates of updating of the sensor in the RS2-91 and the introduction of the original T-D correction was not available publicly (e.g., in the IGRA). Thus, we obtained the information directly from the Sapporo and Tateno stations to investigate the impact of the T-D corrections. We hope that in the near future, complete metadata will be made available by the operational agencies, as these metadata are critical for climate studies.

The corrected linear fits show smaller downward trend values than the original linear fits. These results show that the humidity variability in the 2000s at stations using the Meisei RS2-91, RS-01G, and RS-06G radiosondes strongly depends on whether or not the new T-D correction is applied. However, this correction does not consider the solar radiation heating during daytime observations, contamination by cloud droplets, or slow sensor response at low temperatures. Also, the humidity values corrected by the new T-D correction may still include small wet biases during nighttime observations. To further reduce uncertainties in humidity trends, we need more laboratory experiments and in-flight comparisons with reference instruments.
Fig. 2.1. Time series of temperature (top panels, black) and relative humidity (RH) (bottom panels, red and blue) at 500 hPa at Sapporo (a) and Tateno (b), using the original IGRA data. Dots represent the 12-hourly daily RH data and solid lines represent 4-month running averages, to improve the presentation, for the daytime (red) and nighttime (blue) measurements.
Fig. 2.2. Simultaneous daytime RH profiles from the Meisei RS-06G radiosonde (black) and the CFH (gray) at Hanoi, Viet Nam (21.01°N, 105.80°E). Dashed curves show air temperature measured with the RS-06G. Left panel shows profiles for the whole troposphere, while the right panel shows the region around 0 °C.
Fig. 2.3. Experimental setup in the thermostatic chamber. The bottom left picture shows the sensor probe of the RS-06G in the PVC pipe. The bottom right picture shows the five RS-06G radiosondes and the two reference instruments set in the PVC pipe.
Fig. 2.4 (top) Temperature dependence of RS-06G RH measurements under different RH conditions. The RH difference between the reference and the uncorrected RS-06G RH₀ is indicated by gray squares (for < 30% RH), dark gray circles (for 30% to 70%RH), and black triangles (for > 70% RH). The dashed curve represents the original manufacturer’s correction curve. (bottom) The experimental conditions (dots) and the uncertainties (vertical bars). The dot-dashed curve in the bottom panel indicates the ice saturation.
Fig. 2.5 RH dependence of the RS-06G RH measurements under different temperature conditions. The RH difference between the reference and the uncorrected RS-06G RH \( \theta \) is indicated by the rhomboids (for 0 to +5°C), squares (for +10°C), triangles (for +20°C), and circles (for +40°C). The lines are linear fits for each temperature group.
Fig. 2.6. Temperature profiles of the RS-06G RH sensor in response to a stepwise change in air temperature in a chamber (left), and photo showing the three different measurement conditions (right). Dashed lines show applied air temperature, black lines show the change in the sensor’s surface temperature, and gray lines show estimated sensor temperatures: i.e., air temperature data filtered with Eq. (5) using the indicated value of $\tau$. 
Fig. 2.7. (left) Temperature and density profiles from the U.S. standard atmosphere. (center) The time constant calculated by Eq. (2.9). The black line indicates the value derived from $C' = 307 \text{ kg m}^2 \text{s}^{-2} \text{K}^{-1}$. The light and dark lines indicate the expanded uncertainties, i.e., $\tau - U_\tau$ and $\tau + U_\tau$. The difference between the RH sensor temperature and ambient air temperature for the three conditions.
Fig. 2.8. Temperature difference shown in the right panel of Fig. 2.7 against the ambient air temperature shown in the left panel of Fig. 2.7. Dotted lines show the linear fit.
Fig. 2.9. As in Fig. 2.4 (top), but corrected by Eq. (2.16) for a modeled thermal lag effect. The dashed line represents the correction curve extrapolated up to +14.5 °C. Vertical light gray bars represent the estimated magnitude of uncertainty from the thermal lag effect. The marks indicate the value derived from $C' = 307 \text{ kg m}^2 \text{s}^{-2} \text{ K}^{-1}$ and the upper and lower limits of the light gray vertical bars indicate the uncertainty derived from Eq. (2.13).
Fig. 2.10. As in Fig. 2.5, but corrected by Eq. (2.16) for a modeled thermal lag effect.
Fig. 2.11. Expected biases in the RS-06G RH measurements during a tropospheric balloon ascent based on the temperature and RH dependence of the sensor material and the thermal lag of the RH sensor. The results are indicated by gray squares (for < 30% RH), dark gray circles (for 30% to 70% RH), and black triangles (for > 70% RH) show that there remains a wet bias (< 5% RH) at −40 to +10 °C. Vertical light gray bars represent the uncertainty (k = 2). Dashed lines show ±7% RH, which indicate the manufacturer’s specifications.
Fig. 2.12. As in Fig. 2.2, but for the RS-06G RH profiles with the new correction applied.
Fig. 2.13. Time series of deseasonalized and averaged RH for 31 days at 500 hPa (blue), 700 hPa (green), and 925 hPa (red) at Sapporo (a) and Tateno (b). Linear fits for the period from 24 June 1999 to 1 November 2009 for Sapporo, and from 13 July 2009 to 1 November 2009 for Tateno are shown as black lines. The values of the regression and 95% confidence interval for each time series are also shown. Top panels show the original IGRA time series; bottom panels show the corrected time series using the new T-D correction.
Fig. 2.14. As for Fig. 2.13, but for specific humidity.
Fig. 2.15. Time series of anomalies of specific humidity in July for each year at 42.75°N, 141°E (the closest grid to the Sapporo station), using a reanalysis dataset (ERA-interim, Dee et al. 2011). The anomaly is with respect to the average for the whole period at each level. Dashed lines represent the change points in instruments.
### Table 2. Manufacturer’s specification details for the instruments.

<table>
<thead>
<tr>
<th></th>
<th>RS-06G(^1)</th>
<th>FDW10</th>
<th>RF-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>thermometer</td>
<td>hygrometer</td>
<td></td>
</tr>
<tr>
<td>Manufacturer</td>
<td>Meisei</td>
<td>Meisei</td>
<td>Azbil</td>
</tr>
<tr>
<td>Principle</td>
<td>thermistor</td>
<td>thin-film</td>
<td>Chilled mirror</td>
</tr>
<tr>
<td></td>
<td>capacitive sensor</td>
<td>hygrometer</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>-90°C to +40°C</td>
<td>1~100%RH</td>
<td>-40~+100°C DP(^2)</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.1°C</td>
<td>0.1% RH</td>
<td>0.1°C DP</td>
</tr>
<tr>
<td>Accuracy</td>
<td>±0.5°C (2σ)</td>
<td>±7% (2σ)</td>
<td>±0.5°C DP</td>
</tr>
<tr>
<td></td>
<td>(-30°C ~+150°C)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(other conditions)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1) Serial numbers (and the sensor age, months after the production date) of radiosondes used in the experiment are 100261 (0 months), 100262 (0 months), 100270 (9 months), 100977 (5 months), 101587 (2 months), 102259 (0 months), 102260 (0 months), 102261 (0 months), 102262 (0 months), and 102263 (0 months).

2) °C DP represents dew/frost point temperature.
Chapter 3
Development of a Peltier-based chilled-mirror hygrometer

A chilled-mirror hygrometer is a high-accuracy sensor based on the thermodynamic principle, which is used as a transfer standard to compare between national humidity standards (Amano 2011). In this study, we have developed a chilled-mirror hygrometer for upper-air measurement, using the sensor probe of the FINEDEW™, which is a commercial chilled-mirror hygrometer for industry use produced by Azbil Corporation (the former Yamatake Corporation).

Section 3.1 describes the principle of chilled-mirror hygrometry and conventional chilled-mirror hygrometers. Section 3.2 describes the details of the newly developed instrument. Section 3.3 provides the results of some test flights including comparison results with other hygrometers. Section 3.4 provides experiments in a chamber, and Section 3.5 discusses the measurement uncertainty of the developed instrument. Finally, we summarize the development of the chilled-mirror hygrometer in Section 3.6.

3.1 The chilled-mirror hygrometry
3.1.1 Measurement principle

A chilled-mirror hygrometer can directly measure the dew point or frost point temperature of the ambient air. This hygrometer actively maintains the equilibrium of a two phase consisting of liquid water (or ice) on the mirror and water vapor in
the adjacent air. The mirror temperature, i.e. the temperature of the condensate, is continuously adjusted so that the condensate amount on the mirror to be maintained constant. When the condensate does not grow nor shrink, the mirror temperature is expected to be equal to the dew point or frost point temperature of the ambient air, depending on the phase of the condensate. The Clausius-Clapeyron equation (Eq. 1.1) describes the relationship between the vapor pressure and the dew/frost point temperature in equilibrium between the two phases. We can calculate water vapor pressure from the mirror temperature using the Clausius-Clapeyron equation.

Most chilled-mirror hygrometer uses optical detection system to monitor the condensate amount on the mirror. Some instruments (e.g., the Surface Acoustic Wave (SAW) frost point hygrometer developed at Jet Propulsion Laboratory; the SAW frost point hygrometer developed at the University of Cambridge (Hansford et al. 2006)) use a crystal to detect the condensate amount with changes in the oscillation frequency. For the optical detection method, the intensity of the reflected light or scattered light from the mirror is monitored by a photo-detector. Since the intensity of reflected/scattered light corresponds to the condensate amount, the chilled-mirror hygrometers keep the intensity to be constant by a feedback controller (e.g., using a proportional-integral-derivative (PID) controller.), and measure the mirror temperature continuously as dew/frost point temperature. In general, the temporal change of condensate amount becomes smaller and slower under low-temperature conditions because of smaller water vapor content in the air. Therefore, a high-resolution and low-noise detecting system is required for stable measurements at low temperatures. Also, the ambient light such as sunlight often
causes problems for the optical detectors. Some instruments reduce this light contamination by shielding the sun light and/or by filtering out electronically using electronically modulated light.

There are two main methods to control the mirror temperature. One is cooling by a Peltier device. The other is cooling/heating using a cryogen material and an electrical heater. The Peltier device consists of two semi-conductors, one n-type and one p-type, which can transfer heat from one side of the device to the other with consumption of electrical energy. When Direct Current (DC) electricity flows through the Peltier device, one side becomes cooler while the other becomes hotter. A heatsink to the ambient air is attached to the hot side so that its temperature becomes close to the ambient air temperature by heat transfer. In this way the mirror, which is attached to the cold side, can be cooler than the ambient air, and thus can reach the dew/frost point temperature of the ambient air. In principle, the Peltier-based chilled-mirror hygrometers can measure the atmospheric water vapor from the surface to the lower stratosphere, if the dew/frost point depression is within the maximum temperature difference limit of the Peltier device used. In practice, the temperature of the hot side cannot be cooled up to the ambient air temperature especially at low pressure such as the stratosphere. The warming of the hot side causes the depression of the maximum cooling. Therefore, the aggressive cooling of the hot side is also required to measure stratospheric water vapor.

3.1.2 Conventional chilled-mirror hygrometer for balloon observation.

There are 3 conventional chilled-mirror hygrometers for meteorological balloons.
**National Oceanic and Atmospheric Administration (NOAA) frost point hygrometer (NOAA FPH)**

The NOAA FPH is the balloon-born frost point hygrometer of NOAA's Earth System Research Laboratory (NOAA/ESRL), which have been used since 1980 at Boulder, USA (Mastenbrook and Oltmans 1983; Vömel et al 1995). This instrument provides the longest stratospheric water vapor record (Hurst et al. 2011). The NOAA FPH uses a liquid cryogen material (Trifluoromethane, CHF$_3$) to cool the mirror, and an electrical heating wire to heat the mirror. The controller uses only a proportional controller with two step parameters. This controller inherently produces oscillations in measured frost point temperature in the stratospheric region, and the data are moving-averaged (Vömel et al. 2007). The measurement uncertainty for this instrument is limited by the controller stability and is around 0.5K in frost point temperature under optimal performance. Also, several minor improvements have been added to this instrument since 1980 (e.g. Vömel et al. 1995). However, the principle has not been changed, and it is believed that the data quality is almost constant.

The weak point of this instrument is that the cryogen (CHF$_3$) is needed to cool the mirror. CHF$_3$ has more than ten thousand times stronger greenhouse effect as compared with CO$_2$ (Montzka et al. 2009). The NOAA FPH needs about 300 cc of liquid CHF$_3$ at one observation.

**Cryogenic Frostpoint Hygrometer (CFH)**

The CFH was developed in the mid-2000s, based on the NOAA FPH. The significant improvements enabled the CFH to measure the tropospheric water vapor as well as stratospheric water vapor (Vömel et al, 2007a). The improvements
are as follows: (1) the power consumption, weight, and cost are reduced; (2) a digital PID controller is applied using a microprocessor; and (3) solar light contamination is reduced by using an electronically modulated light. Many researchers consider that the CFH is a reference instrument for balloon-borne water vapor observation. The measurement uncertainty is estimated as less than 0.5 K from the surface to the mid-stratosphere. However, it was recently reported that there is a measurement bias more than 0.5 K in the lower troposphere (e.g., WMO 2011).

In chilled-mirror hygrometers, the phase of the condensate on the mirror often brings an ambiguity; it is not clear whether the mirror temperature is frost point or dew point temperature if the phase is not known. The CFH control algorithm eliminates this ambiguity by a forced freezing, that is, applying an artificial strong cooling the mirror up to -38°C, at a preset mirror temperature of -12.5°C. This forced freezing allows a clear identification of the liquid to ice transition. Murphy and Koop (2005) suggested that at very cold temperatures (T < 200 K) water ice may exist not only with its normal hexagonal crystal structure but also with a cubic crystal structure. The vapor pressure of the cubic ice is 3 – 11 % higher than that of hexagonal ice, which would influence the frost point hygrometer measurement. The CFH controller operates so as to evaporate and immediately reform the frost layer at -53°C. It is known that at this temperature only hexagonal ice will form from water vapor. In this way, the frost layer is maintained into the colder region and will remain in the hexagonal phase. The performance is evaluated by comparison with various hygrometers, e.g., NOAA FPH, the Microwave Limb Sounder (MLS) on the Aura satellite, Fluorescent Advanced Stratospheric Hygrometer for Balloon (FLASH-B) Lyman-alpha instrument, and Vaisala RS92 radiosonde (Miloshevich et
Snow White hygrometer

The Snow White is a Peltier-based chilled-mirror hygrometer, which has been in production by a Swiss meteorological instrument company, Meteolabor AG since 1996. The preparation and the operation are very simple, only connecting the dry-cell batteries. The Snow White has a 3 mm × 3 mm mirror, which is at the same time a thermocouple thermometer, consist of two thin metal (copper, and constantan plated with gold), attached on the cold side of a Peltier device. The mirror and optical devices are situated in a separated 3 cm × 1 cm × 5 cm metallic sensor housing. There are two types of the Snow White, a “day” type and “night” type. For the day type, the sensor housing is enclosed in a Styrofoam housing. For the night type, on the other hand, the sensor housing is exposed to the ambient air, to minimizing the water vapor contamination.

The Snow White's accuracy of the mirror temperature measurement is <0.1 K. The response time, which is largely determined by the time constant for the vapor-water or ice-vapor equilibrium, is negligible at +20°C, 10 s at -30°C, and 80 s at -60°C (Fujiwara et al. 2003). The Snow white exhibits a lower detection limit of about 3%–6% RH, depending on the cooling capacity of the Peltier device (Vömel et al. 2003). In some cases, loss of the frost point control within layers with RH below this detection limit caused inaccurate measurements even above these dry layers where the RH is within the detection range of the instrument (Vömel et al, 2003). In the stratosphere, the mirror temperature often indicates higher frost point temperatures than expected values even within the cooling limit, while the housekeeping data indicates that frost layer is under control (in other words, the
signal of the reflected lights indicates almost constant, i.e., in equilibrium). This problem makes us think that the measurements from the Snow White are doubtful even in the UT region. We assume that the cause of this problem is due to inappropriate controller setting. It should be noted that the electric circuit of the Snow White is analog and cannot set the advanced controller algorithm to keep the condensate in equilibrium. The author will develop a Peltier-base chilled-mirror hygrometer with a much advanced digital controller. The author will also discuss the reason of the problem in the Snow White hygrometer in Section 3.6, based on the knowledge obtained during the development of the new chilled-mirror hygrometer.

- **Fluorescent Advanced Stratospheric Hygrometer for Balloon (FLASH-B)**

**Lyman-alpha (FLASH-B)**

The FLASH-B instrument was developed at the Central Aerological Observatory, Russia, for balloon-borne water vapor observations in the upper troposphere and stratosphere (Yushkov et al. 1998, 2000). The instrument is based on the fluorescent method (Kley and Stone 1978), which uses the photodissociation of water vapor (H₂O) molecules at a wavelength < 137 nm, followed by the detection of the fluorescence of excited OH radicals. The FLASH-B is not an absolute instrument for water vapor measurements, and thus needs the calibration processes in laboratory, but has fast response even at the stratosphere.

**3.1.3 Purpose of the development of a new instrument**

Conventional hygrometers do not fulfill the measurement accuracy required for climate monitoring. Although the required accuracy shown in Table 1.1 corresponds
to \(\sim 0.1\) °C frost point (FP), the accuracy of the most reliable instrument (CFH, NOAA FPH) is \(\sim 0.5\) °C FP. It is essential to improve the water vapor measurement technique for climate monitoring.

The CFH and NOAA FPH are currently considered as a most reliable instrument for climate monitoring purpose. However, these instruments need a cryogen material (CHF\(_3\)), which has a very strong greenhouse effect. Because the emission of CHF\(_3\) is regarded as an issue environmentally, it is considered that the CFH and NOAA FPH are unsuitable for the climate monitoring. Also, the use of cryogen makes the operation complex. On the other hand, although the Snow White hygrometer can measure the lower and middle tropospheric water vapor, the measurements in the UT/LS are not reliable and their uncertainty cannot be quantified. Therefore, in this study, we have developed a new Peltier-based chilled-mirror hygrometer with a digital controller, by converting a chilled-mirror hygrometer for industry use, the FINEDEW\textsuperscript{TM}.

### 3.2 Instrument development description

Figures 3.1 and 3.2 show the schematic of the developed chilled-mirror hygrometer and the photo, respectively. The mirror is a thick silicon wafer, whose size is \(2\) mm \(\times 2.5\) mm (Fig. 3.2 (b)). A PT100 thermometer is located between the mirror and the cold side of a Peltier device. A two-stage Peltier device is used, and has larger cooling capacity than the Snow White. This instrument uses the intensity of the scattered light from the mirror to monitor the condensate (dew/frost) amount. Therefore, the surround of the mirror is relatively clear because the photo-detector
and the light source are at the same location. Also, the individual deference of the detection sensitivity is considered to be smaller than that of the reflectivity detection method of the Snow White, CFH, and NOAA FPH. An electrically modulated light is used to prevent light contaminations as well as the CFH. The weight of the developed instrument is less than 300 g, including dry-cell batteries (one 9V type battery and four CR123 type batteries). This instrument is environmentally-friendly and ease-to-handle in nature because this sensor does not use a cryogen material.

This instrument does not have transmitter itself. We usually connect it with the Meisei RS-06G radiosonde, which can send the additional data of 25 byte/sec from the externally-connected instrument together with the basic data (temperature, relative humidity, position information by the global positioning system (GPS), etc). This instrument monitors the mirror temperature at 2 Hz and the intensity of the scattered light at 2Hz, the DC electricity of the Peltier device, the heatsink temperature, and the battery power levels. Data other than the mirror temperature are used as the housekeeping data to monitor whether the system is working properly and assess the measurement uncertainty. The mirror temperature is expected to correspond to the dew/frost point temperature when the equilibrium is established between vapor and liquid water/ice. We can convert the dew/frost point temperature to the vapor pressure using the Clausius-Clapeyron equation (Eq. 1.1). Combining other simultaneous radiosonde measurements (e.g., temperature and air pressure) from the RS-06G, we can convert the vapor pressure data to the other forms of the water vapor concentrations (e.g., relative humidity and volume mixing ratio).
3.2.1 Cooling capacity of the Peltier device

The mirror is cooled by a two-stage Peltier device. Figure 3.3 shows the cooling capacity measured in an environmental chamber, which indicates the dependence on air temperature, air pressure, and flow rate near the mirror. The cooling capacity is calculated by the heat budget on the mirror: the heat transfer by the Peltier effect, the Joule heat, and heat exchange with ambient air (Sugidachi 2011). The temperature difference $\Delta T$ that is created by a Peltier device is written as

$$\Delta T = \frac{R_e I^2}{2} + \alpha IT_{air}$$

(3.1)

where $R_e$ [Ω] is the resistance of the Peltier device, $I$ [A] is the DC through the Peltier device, $\alpha$ [V K$^{-1}$] is the capacity of the Peltier device derived from the material and the size, $T_{air}$ is air temperature, $\beta$ [W K$^{-1}$] is the coefficient associated with the thermal conduction of the Peltier device, $H$ [W m$^{-2}$ K$^{-1}$] is the heat transfer coefficient between the mirror surface and air temperature. Under the assumption of laminar flow, $H$ can be written as

$$H = 0.0143U\rho \frac{\kappa}{\mu} \frac{1}{\sqrt[3]{c_a}}$$

(3.2)

where $U$ is air flow, $\rho$ [g m$^{-3}$] is air density, $\kappa$ [W K$^{-1}$] is thermal conduction, $\mu$ [m s$^{-1}$] is the viscosity of air, $c_a$ [J g$^{-1}$ K$^{-1}$] is heat capacity of air (Sakata 2005; Kubota 2009; Sugidachi 2011).

Equations (3.1) and (3.2) show quantitatively the environmental dependence of the Peltier device. When temperature is higher and pressure is lower, $\Delta T$ becomes
larger. We estimate from the experimental results (Fig. 3.3) and from the equations to be the \( \Delta T \) is more than 55°C at the surface (corresponding to \(~1\%\text{RH}\) at air temperature of 25°C) and \(~30\text{°C}\) in the LS region (corresponding to less than 0.1 ppmv at 100 hPa).

The Peltier device creates the temperature difference between the cold side (mirror) and the hot side (heatsink). When the air is dry, the peltier DC continues to flow to cool the mirror, and then the heatsink would become warmer and warmer even if the heat release of the heatsink is efficient. The warming of the heatsink causes the depression of the maximum cooling. To reduce this effect and to add extra cooling effect on the hot side, we also use liquid ethanol as an additional cooler of the heatsink. With evaporation of the ethanol from the heatsink surface, the heatsink loses heat because of the latent heat. Ethanol is easily-handled material, and non-freezing at stratosphere. The latent heat of evaporation for ethanol is 853 J/g. Heat capacity of the hot side is about 30 J/K. Therefore, if all latent heat is ideally provided from the heatsink, ethanol of 10 g can have cooling capacity of accumulated temperature of \(~200\) °C. If we use the system shown in Fig. 3.4, we can pour the ethanol simply when air pressure is decreased gradually because the ethanol is pushed out by the expansion of air. This technique is used at the silicone oil supply in the HYVIS (HYdrometeor VIdeoSonde) (Orikasa and Murakami 1997). Figure 3.5 shows the effect of the heat of evaporation in a chamber experiment. In this experiment, the ethanol of 15 g can cool the heatsink by 15°C compared to the case of no ethanol. Although we have applied this technique for some of the test flights, the effectiveness during the actual sounding has not been quantified yet. Further test flights under various conditions are needed to determine the optimum
amount of ethanol.

3.2.2 PT100 thermometer.

Mirror temperature is measured with a platinum resistance temperature detector (PT100), which measures temperature by correlating the resistance of the PT100 element with temperature. The PT100 has a unique and repeatable and predictable resistance-temperature (R-T) relationship. Platinum is the best metal for resistance temperature detector because it follows a very linear resistance-temperature relationship in a highly repeatable manner. The unique properties of platinum make it the material of choice for temperature standards (Immler et al. 2010). We use the four-wire configuration to measure the resistance of the PT100. The four-wire configuration increases the accuracy and reliability of the resistance being measured; the resistance error due to the lead wire resistance is cancelled out.

The accuracy is determined by the calibration of the PT100 and a constant current circuit to measure the resistance (voltage) of the PT100. We have calibrated the PT100 individually to characterize individual R-T relationship of the PT100. We have calibrated the PT100 to the working standard used at the factory of the Meisei Electric Co. LTD. over the temperature range +40 to -85°C. Also, we have calibrated the constant current circuit individually to measure the resistance of the PT100 accurately. Figure 3.6 shows an example of the relationship between the reference resistance and the resistance measured from the circuit (top panel), and the error from the calibration curve (bottom panel). The standard uncertainty is 0.07 K in this case. The error value is different for each circuit, but the degree is nearly equal (0.07 K ± 0.02 K). Figure 3.7 shows the relationship between the reference
temperature from the working standard and the resistance of PT100 (top panel), and the error from the calibration curve. This standard uncertainty is 0.03 K. Also, the error of the working standard is 0.058 K \( (0.1/\sqrt{3}) \). As a result, the measurement uncertainty \( (\sigma = 1) \) of the mirror temperature is 0.1 K.

### 3.2.3. Feedback Controller

In this study, a proportional-integral-derivative (PID) controller is used as the feedback controller to maintain the equilibrium of the condensate amount. The PID controller is widely used in industrial control systems. The PID controller calculates an output value by using an “error” value as the difference between a measured process value and a desired set point. The controller attempts to minimize the error by adjusting the process control inputs. In the chilled-mirror hygrometer developed here, the measured process value, the desired set point, and the control outputs correspond to the scattered light intensity from the condensate, the desired scattered light intensity (arbitrary set), and the DC of Peltier device, respectively.

In general, the control output of the PID controller is calculated as follows:

\[
u(t) = K_p e(t) + \frac{1}{T_i} \int_0^t e(\tau) d\tau + T_d \frac{de(t)}{dt}\]

(3.3)

where \( u(t) \) is the control output, \( e(t) \) is error, \( K_p \) is a proportional gain, \( T_i \) is the integration time, and \( T_d \) is the derivative of time. A high \( K_p \) results in a large change of the output. Increasing the gain will make the feedback control go highly-responsive and unstable. Decreasing the gain will make the feedback controller stable and low-responsive. If the controller has only proportional term, an offset error will remain. The second term in the parenthesis is the integral term. The
integral action eliminates the offset. The last term is the derivative term. The
derivative action predicts the system behavior and thus improves the stability.

We need to set the PID parameters (i.e., $K_p$, $T_i$, and $T_d$) to achieve optimal control.
The PID parameter for a chilled-mirror hygrometer needs to be changed with
various atmospheric conditions by gain scheduling (Vömel et al. 2007a). Physically,
the feedback control on a chilled-mirror hygrometer is related to the speed of the
deposition and evaporation of condensate, which depend strongly on the degree of
supersaturation around the condensate on the mirror. It is a reasonable assumption
that the PID parameters should be changed with the water vapor pressure, i.e., the
mirror temperature. We have tuned the PID parameters using the ultimate
sensitivity method proposed by Ziegler and Nichols (1942). It is performed by
setting as $T_i = \infty$, and $T_d = 0$. The $K_p$ is then increased gradually until it reaches
the ultimate gain $K_u$, at which the output oscillates with a constant amplitude. $K_c$
and the oscillation period $T_u$ are then used to set the PID parameters according to
the empirical rule, $K_p = 0.6K_u$, $T_i = 0.5T_u$, and $T_d = 0.125T_u$

We have conducted the experiment for PID tuning in a thermostatic chamber.
Figure 3.8 shows examples of the PID tuning. For these examples, four different
values of $K_p$ were given for ~100 sec. The final ultimate gain values are $K_p = 1/4$
at -20 °C and $K_p = 1$ at -50 °C. We found that the value of $K_c$ tends to become
larger at low temperatures and that $T_u$ is almost constant with temperature. We
have determined the PID parameters under the empirical rule, and adjusted by
further trial and errors. We have finally set $K_p$ as a function of mirror temperature
$T_m$. $T_i$ and $T_d$ are constant. The PID parameters are updated every second during
the sounding.
3.2.4. Inlet tube

We use the relative movement (ascent/descent) of the payload to introduce the measurement air to the sensor. The mirror is put in a short inlet tube of ~ 5 cm long. The strong airflow makes the cooling limit smaller as shown in Fig. 3.3, and the disturbed airflow makes the feedback controller unstable. Therefore, we have adjusted the airflow by using an inlet tube, whose shape is such that the cross-section area of inlet is about half of that of the exit. This inlet tube is expected to bring a half of the ascent speed near the mirror.

Also, there was a concern whether the airflow is enough in the inlet tube under low-pressure conditions, i.e., in the stratosphere. To confirm the airflow in the inlet tube during the sounding, we have measured the airflow in some inlet tubes with different cross-section areas during a balloon ascent by an airflow meter which has been developed for this purpose (Sugidachi 2011). This airflow meter uses the principle of a hot-wire airflow meter, which is calibrated under low pressure and low-temperature conditions to measure the airflow in the upper-air. The uncertainty (σ = 2) is within +/- 1.0 m/s. We prepared four kinds of inlet tube: (1) the one with diameter (D) = 15 cm, length (L) = 30 cm, (2) D = 3 cm, L = 30 cm, (3) D = 2 cm, L = 30 cm, and (4) area of inlet = 2 cm × 2 cm, area of outlet = 3 cm × 3 cm.

Figure 3.9 shows the photo and schematic of the inlet tubes and profiles of the airflow in each inlet tubes. The effects of the pendulum motions are filtered out by a moving average of 100 sec. We found that the airflow in the inlet tube (4) is about half of those of (1) and (3) throughout the ascent sounding. The airflow of all the tubes is weaker at higher altitudes although the airflow does not become zero even
in the stratosphere.

We have used the inlet tube whose cross-section area of the inlet is about half of that of the exit. To minimize the contamination error by cloud droplets, however, we have not used the inlet tube, i.e., the mirror is exposed at atmosphere, at the 7th sounding (daytime). Also, we have used the shorter inlet tube shown in Fig. 3.2 at the 8th and 9th soundings (daytime).

### 3.3 Test flights

We have conducted the test flights nine times as shown in Table 3.1. The results of all flights are described in Appendix C. The development phase is divided into three major phases as follows:

1) The experimental phase with a prototype using a hand-made electric circuit with the original FINEDEW™ sensor probe;

2) The second phase with a printed circuit board with the original FINEDEW™ sensor probe; and

3) The final phase with a printed circuit board with the sensor probe modified for upper-air measurements.

In this section, the author discusses the performance of the developed chilled-mirror hygrometers. Section 3.3.1 describes the tropospheric measurement, and Section 3.3.2 describes the upper tropospheric and stratospheric measurements.
Table 3.2 List of the test flights

<table>
<thead>
<tr>
<th>Date</th>
<th>Place</th>
<th>Comments (development phase)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Jan. 28, 2011 14:30(LT)</td>
<td>Moriya, Japan (35.98 °N, 140.00 °E)</td>
<td>(1)</td>
</tr>
<tr>
<td>2 Nov. 04, 2011 14:01(LT)</td>
<td>Sapporo, Japan (43.07 °N, 141.35 °E)</td>
<td>(2)</td>
</tr>
<tr>
<td>3 Dec. 01, 2011 17:41(LT)</td>
<td>Moriya, Japan (35.98 °N, 140.00 °E)</td>
<td>(2)</td>
</tr>
<tr>
<td>4 Jan. 07, 2012 17:27(LT)</td>
<td>Biak, Indonesia (1.18 °S, 136.11 °E)</td>
<td>(2); simultaneously with CFH*</td>
</tr>
<tr>
<td>5 Jan. 10, 2012 18:42(LT)</td>
<td>Biak, Indonesia (1.18 °S, 136.11 °E)</td>
<td>(2); simultaneously with CFH, FLASH*</td>
</tr>
<tr>
<td>6 Jan. 13, 2012 15:49(LT)</td>
<td>Biak, Indonesia (1.18 °S, 136.11 °E)</td>
<td>(2)</td>
</tr>
<tr>
<td>7 Jan. 10, 2013 18:00(LT)</td>
<td>Biak, Indonesia (1.18 °S, 136.11 °E)</td>
<td>(2-3); simultaneously with CFH*</td>
</tr>
<tr>
<td>8 Apr. 25, 2013 16:40(LT)</td>
<td>Moriya, Japan (35.98 °N, 140.00 °E)</td>
<td>(3)</td>
</tr>
<tr>
<td>9 Oct. 27, 2013 9:10(LT)</td>
<td>Moriya, Japan (35.98 °N, 140.00 °E)</td>
<td>(3)</td>
</tr>
</tbody>
</table>

* These soundings are conducted under the Soundings of Ozone and Water in the Equatorial Region (SOWER) project.

3.3.1 Tropospheric measurements

Figure 3.10 shows the profile of the 7th descent sounding at Biak, Indonesia, taken on 10 January 2013. The housekeeping data indicate that the system was working properly at below 15 km altitude (left panel in Fig. 3.10): the PID controller kept the intensity of the scattered light constant around the target value of 1.35 V. Therefore, it is expected that the mirror temperature was at the dew/frost point temperature below 15 km.

This sounding was conducted simultaneously with the CFH. Figure 3.11 shows the profiles from the developed chilled-mirror hygrometer and the CFH, and the difference between the two measurements (developed chilled-mirror hygrometer minus the CFH measurements). The comparison results show that the dew/frost...
point temperature from the developed chilled-mirror hygrometer is consistent with that from CFH within ~0.5 K below 15 km, even the supersaturated region (13 - 14 km).

In general, the ambiguity of the condensate phase causes the ambiguity whether the mirror temperature was frost point or dew point temperature. When the water drops on the mirror are cooled below freezing, the water drops are often kept as liquid phase (i.e., supercooled water) until about -10 ~ -30 °C (Fujiwara et al. 2003). Once the phase transition from dew into frost occurs, the ice crystal would never go back to liquid water until the mirror temperature approaches to 0°C (e.g., Ibata and Kanai 2006). Because this profile is taken from the descent measurement, the condensate on the mirror is frost above 4.5 km where the mirror temperature becomes 0 °C, and the condensate on the mirror is dew below 4.5 km. Also, we can distinguish the condensate (dew or frost) by the scattered light signal (blue line in Fig 3.10). The fluctuation of the scattered light from dew (water drop) is much greater than that from frost as well as that of reflected light methods (e.g. CFH). However, the signal of the Snow White does not indicate a similar fluctuation of the reflected light.

3.3.2 Upper tropospheric and stratospheric measurements

Figure 3.12 shows the profile of the 5th sounding at Biak, Indonesia, taken on 10 January 2012. This sounding was conducted simultaneously with the CFH and quasi-simultaneously with FLASH-B again under the SOWER project. Figure 3.12 shows the comparison with these instruments around the UT/LS region. We see that the developed chilled-mirror hygrometer shows a significant response delay
above 15 km. The conservative PID tuning (i.e., low gain) may have caused this slow response.

In the next sounding, the 6th sounding at Biak, Indonesia, on 13 January 2012, we set the PID parameters so that the sensor response becomes much faster. Figure 3.13 shows the ascent profile of the mirror temperature and the housekeeping data for the 6th sounding. Above 15 km, large oscillations of the mirror temperature continue up to 24 km. This is due to the too active PID tuning (i.e., high gain). The oscillation period is about a minute, and the amplitude is about +/- 2°C. As is often assumed for other balloon-borne chilled-mirror hygrometers, it is expected that the true frost point temperature are within the oscillation amplitude (+/- 2°C). Above 23.5 km, the signal of the scattered light continues to decrease. This means that the mirror temperature is above the frost point temperature. At this time, the Peltier DC reaches ~2 A, which is the maximum value. Therefore, it is considered the cooling limit of the Peltier device is reached as shown in Fig. 3.11. This sounding shows that the effective measurement range with current cooling system is below about 23.5 km in the tropics.

Further PID tuning may give better measurements. However, such a significant response delay and such an oscillation with the long period (~ 1 min) were not observed in the laboratory experiments even at a low temperature of -75°C. Therefore, it is considered that other factors such as the condensate size (and condensate formation process) on the mirror may be important factors regarding the response time. Large condensates would result in much slower measurements. In the next section, we explore the behavior of dew/frost on the mirror.
3.4 Condensate on the mirror

3.4.1 Phase transition

We investigated condensate on the mirror by using an optical microscope under several conditions. Figures 3.14 and 3.15 show the behavior of the phase transition at around -0 °C. This experiment was conducted at room temperature in the laboratory of the Faculty of Env. Earth Science at Hokkaido University in February 2012.

The condensate has been dew (supercooled water) for about 800 s ((1) in Fig. 3.15) since the control was started. The dews of 5 · 10 μm are uniformly formed on the mirror. Then, frosts started to form at the edge of the mirror at 800 s (2). The ice crystal grows gradually, while the number of supercooled water droplets decrease (i.e., dews were evaporating) (3). After a few hundred seconds, the supercooled water completely disappeared on the mirror (4). As compared with the dew point and frost point temperature calculated from the RS・06G RH and temperature, the mirror temperature seems to indicate dew point under the conditions(1)-(3), and frost point under the condition(4). Under the condition (1)-(3), the fluctuation of the scattered light is large (~ ±0.02 V s⁻¹). This means that the PID controller tries to make the dew amount constant (in equilibrium). However, the mirror temperature for conditions (2),(3) is expected to be between the dew point and frost point because frost was growing and dew was evaporating. Figure 3.14 also shows the difference between the mirror temperature and the dew/frost point temperature calculated from the RS・06G measurements. The experimental results show that the mirror temperature was nearly the dew point temperature when the condensate amount on the mirror is in the mixed phase. Therefore, we can determine whether the
mirror temperature is dew point or frost point temperature by the scattered light, that is, the mirror temperature is dew point temperature when the fluctuation of the scattered light is large, and the mirror temperature is frost point temperature when the fluctuation is small (~±0.001 V s⁻¹). Strictly speaking, the mirror temperature should have a bias to the direction of frost point slightly until all condensates change into frost. For the period from 1000 to 1400 sec in this experiment, the mirror temperature seems to be slightly (~0.2°C) lower than dew point from the RS-06G measurements. Therefore, it leads the conclusion that there is an additional bias of ~0.2°C at the phase transition period (approximately from -10°C to -20°C of the mirror temperature during balloon ascent). In the future, the forced freezing algorithm, similar to the CFH, will be applied so that the uncertainty due to the phase ambiguity is eliminated.

3.4.2 Ice size at low temperatures

To investigate the condensates at lower temperatures, we investigated the mirror surface in the thermostatic chamber. We observed that the large ice crystals formed from supercooled water by the phase transition are maintained at low temperature (~-30°C) for 20-30 minutes.

We evaporated these large ice crystals by heating the mirror once, and re-formed the condensates under cold enough conditions of -20°C, -40°C, and -60°C. Figure 3.16 shows the condensates on the mirror. We can see that more and smaller ice crystals form at lower temperatures. For the developed chilled-mirror hygrometer, the intensity of the detection signals corresponds to the backscattering by the condensates on the mirror, which is considered to depend on the particle size and
the emitted light wavelength. Figure 3.17 shows the relationships between the size and the intensity of scattered light, assuming the backscattering by Mie scattering (Craig and Donald 1983; Arai 2013). The relationship can be approximated by a monotonically increasing function. Scattered light by a small particle cause weak signals. Because the target level of the scattered light intensity was set as a constant of 1.3 V throughout this experiment, it is expected that more ice particles are formed on the mirror when particle size is small, that is, under cold conditions.

It is not clear that why more ice particles are formed on the mirror at lower temperatures. For cloud microphysics, the number of ice forming nuclei (IN) increases nearly exponentially with degreasing temperature (Pruppacher and Klett 1997). As in the cloud formation process, the temperature dependence of condensate number on the mirror may reflect the temperature dependence of the IN on the mirror.

The size of the ice crystals on the mirror affects the response time. Thus, we discuss the response time of chilled-mirror hygrometer using an example of the Snow White observation in Section 3.6. The growth/evaporation speed of larger particles is slow, as shown in Section 3.6. Therefore, we need to form smaller condensates on the mirror by evaporating large ice in cold enough conditions at some point in a flight to obtain faster response in the UT/LS region where water vapor concentration is low.

3.5 Measurement uncertainty

Figure 3.18 shows the uncertainty of the dew/frost point temperature measurement. There are several sources of uncertainty, which are divided into
technical factors and principle factors. Technical factors are the mirror temperature measurement (1), the stability and response of the PID controller (2), and the contamination error by cloud/rain droplet (3). Principle factors are the ambiguity of the condensate phase (4), aerosol effects (5), and curvature effect (6). Additionally, the uncertainty of the vapor equation should be considered at the conversion into vapor pressure (7). If we calculate RH and mixing ratio by volume, the uncertainty of the air temperature and pressure measurements are also considered. The combined factor of technical and principle factors is the error by a response delay (8). These details are discussed below.

The uncertainty of the temperature measurement is 0.1 K ($\sigma = 1$) as discussed in Section 3.2.2. The thermal gradient of the mirror is expected within 0.015 K from the viewpoint of the thermal conductivity. According to Murai et al. (2011), however, the original FINEDEW™ has a temperature bias depending on the difference between the air temperature and dew/frost point temperature, and the correction was needed. The error is considered to be caused by the thermal flow from the heatsink. Therefore, we have re-designed the sensor probe. We prevented the thermal flow from the heatsink by separating the heatsink and PT100 thermometer thermally. Note that the original FINEDEW™ does not need to consider the thermal effect because it is calibrated by the humidity standard instead of the temperature standard. Chilled-mirror hygrometers should be fundamentally calibrated by the humidity standard because they measure the humidity. But, there is no humidity standard under the low-pressure and low-temperature conditions such as those found in the upper air. Therefore, we took the traceability for the temperature measurement instead of that as humidity as is done for the CFH,
NOAA FPH, and Snow White under the assumption that the mirror temperature equals to dew/frost point temperature if the system is working properly.

The uncertainty of the stability and time response of the PID controller depends strongly on the PID parameters, altitudes, and weather conditions. In the case of the 6th flight tests, the amplitude of the oscillations reached $\pm 2.0$ K in the UT/LS region. Meanwhile, in the case of the 7th test flight, such oscillations were not observed. This means that we need to determine the uncertainty associated with the PID controller for every instrument and every sounding. The uncertainty is expected to be up to $\pm 1.2$ K ($= 2.0/\sqrt{3}$) at a maximum. Further soundings under various conditions are needed to establish this component of the uncertainty statistically.

To eliminate the contamination error by cloud water droplets is the greatest challenge for the water vapor measurement using balloon ascent. We have minimized the contamination by designing the inlet tube as small as possible, and by separating the instrument from the balloon using the unwinder of 51 m long. Further improvements would be needed in cloudy condition such as for the 3rd sounding. Heating the inlet tube is one possible solution.

The ambiguity of the condensate phase can be eliminated by monitoring the scattered light fluctuations as discussed in Section 3.4.1. However, there may exist a small bias (< 0.2 K) just before the complete transition to the frost. To eliminate this uncertainty completely, the forced freezing algorithm for the phase transition, an artificial strong cooling at a preset temperature, is required.

Solution of pollutants affects the vapor pressure. If the condensates are formed by solutions, its vapor pressure should be smaller than that of pure water (the
so-called Raoult’s law). We have tried to protect the mirror from cloud droplets and aerosol particles by setting the mirror angle downward at the 7th sounding, obliquely downward (30˚ to vertical direction) at the 8th and 9th sounding, and perpendicular at the other soundings. Also, the gases other than water vapor may interfere the frost point temperature measurement. For the UT/LS region, HNO₃ is adsorbed readily into the ice surfaces to form nitric acid hydrates such as nitric acid tri-hydrate (NAT), which would increase the apparent frost point temperature (Szakáll et al. 2001). However, the experimental results by Thornberry et al. (2010) show that no detectable interference in the measured frost point temperature was found for HNO₃ mixing ratio of up to 4 ppb. The actual amount is less than 0.1 ppb to several ppb in the UT/LS. We would require further study to assess the effect by aerosol particles and interference of other gases.

We may need to consider the curvature effect (surface tension) to calculate the vapor pressure from the dew/frost point temperature, when the condensate size is small. The size of the condensate on the mirror in the liquid phase is about 5 – 10 μm (Fig.3.16), and the size of the ice particles on the mirror is about 2 – 5 μm at the temperature of −60 ℃. The saturation vapor pressure over ice particles is written as

\[
\frac{e_i(r)}{e_i(\infty)} = \exp\left(\frac{2\sigma}{r p_w R T}\right)
\]

(3.4)

where \(e_i(r)\) is vapor pressure over ice with radius \(r\), and \(\sigma\) is surface tension (Pruppacher and Klett 1997). Using \(\sigma = 106 \pm 3\) erg cm⁻² (Pruppacher and Klett 1997) and \(r = 1\) μm, we obtain \(e_i(r)/e_i(\infty) \approx 0.002\). Therefore, the particle size contributes little to the frost point temperature measurement of ~0.02 K (\([e_i(T+0.02)\cdot e_i(T)]/e_i(T) \approx 0.002\).
The response delay is related with the PID parameters and the particle size. To assess the response time, we have to change water vapor concentrations arbitrarily. However, it is technically difficult to change water vapor concentration at low temperatures. In this study, we use the stepwise change of the target level of the scattered light intensity instead of the stepwise change of the water vapor concentration to investigate the response time (stabilization time). Here, we define a stabilization time as a time to fit within the criterion (target level ± 0.015 V) once the stepwise change is given. The stabilization time is found within 5 sec even at -60°C, when the stepwise change of 0.5 V is given for the target level of the scattered light (Fig. 3.19). This result suggests that an optimum PID controller and small enough condensates would result in only a few second delay even in the low-temperature conditions. In addition to these factors, we need to consider the time constant derived from the heat capacity of the mirror and PT100 when the water vapor concentration (frost point temperature) actually changes. However, this evaluation is very difficult because of the difficulty of making a stepwise change of water vapor concentration in low temperature conditions.

3.6 Discussion of the issue/problems on the Snow White hygrometer

For the chilled-mirror hygrometer developed in this study, we saw that larger ice crystals on the mirror may cause slower response. Thus, we hypothesize that the Snow White hygrometer has this problem. Figure 3.20 shows an example of the observation from the Snow White sounding. In the stratosphere, the mirror temperature (red line) indicates higher frost point temperature than the expected values even within the cooling limit, i.e., below 22 km, while it seems that the signal
of the reflected lights is almost constant (middle panel in Fig. 3.20). Such a behavior is almost always observed in the Snow White soundings at Sapporo during 2003–2013 (a total of 30 sounding). We found that the same problem (drying mirror in the LS) 28 cases out of the 30 soundings at Sapporo.

We investigate closely the signal of the reflected light as shown in the right panel of Fig. 3.20. It is seen that the reflected light is gradually increasing above 14 km. This indicates that the condensates on the mirror become smaller and smaller by evaporation, that is, they are not equilibrium. This is probably because the feedback controller does not work properly. Here, let us estimate the evaporation rate of the condensate on the mirror, using the equation of the evaporation rate of a droplet falling from the cloud base (Pruppacher and Klett 1997).

In the case of a falling droplet, the evaporation rate can be calculated from

\[
\frac{dr}{dt} = \frac{D_v}{r \rho_w R} \left( \frac{e(T_\infty)}{T_\infty} - \frac{e(T_r)}{T_r} \right) \tilde{f}_v
\]

where \( r \) is the radius of the drop, \( D_v \) is the diffusion coefficient, \( \rho_w \) is the density of water, \( R \) is the gas constant for water vapor, \( e(T_\infty) \) is vapor pressure for ambient air temperature \( T_\infty \), \( e(T_r) \) is vapor pressure for drop surface temperature \( T_r \), and \( \tilde{f}_v \) is ventilation coefficient. \( Sc (= \frac{\mu}{\rho v D_v}) \) is dynamic viscosity, \( D_v \) is the mass diffusivity (\( Sc \)) is the Schmidt number, and \( Re (= \frac{\rho v l}{\mu}) \) \( L \) is characteristic linear dimension, \( v \) is kinematic viscosity) is the Reynolds number.

In the case of a condensate on the mirror, assuming that the condensate is a spherical ice crystal, the evaporation rate can be calculated from,
\[
\frac{dr}{dt} = \frac{D_v}{r \rho_v R_v} \left( \frac{e(T_{fp})}{T_a} - \frac{e(T_m)}{T_m} \right) f_v
\]

(3.6)

where \( T_{fp} \) is the expected frost point temperature in the stratosphere, and \( T_m \) is the mirror temperature of the Snow White. The evaporation rate depends strongly on the radius and the vertical gradient of the water vapor density near the mirror surface. Figure 3.21 shows the estimated evaporation rate for the particles with the radius of 2, 4, and 20 \( \mu \text{m} \) in the stratosphere. The results indicate that the condensate on the mirror remains for a long period of time if the condensate size is large enough (~20 \( \mu \text{m} \)) and that the small particles (~2 \( \mu \text{m} \)) evaporate rapidly. Therefore, we can conclude that for the Snow White, there are two key factors causing the above problem. One is that the condensates on the mirror are too large to detect the fluctuation of the frost at low temperatures. Another factor is the improper tuning of the feedback controller, which may be too conservative and cannot maintain the frost layer constant in the UT/LS region.

**3.7 Summary and concluding remarks**

A Peltier-based digitally-controlled chilled-mirror hygrometer has been developed to measure atmospheric water vapor accurately. The developed chilled-mirror hygrometer is environmentally-friendly and easy-to-handle in nature because this instrument does not use a cryogenic material to cool the mirror. Since January 2011, we have conducted nine test flights at Biak, Indonesia and Moriya, Japan to evaluate the performance of this instrument. The results of simultaneous measurements with the CFH at Biak, 10 January 2013 showed that the frost point temperature from the developed chilled-mirror hygrometer is consistent with that
from CFH within ~0.5 K below the troposphere. The result of the 6th sounding at Biak, 13 January 2012 showed that the developed chilled-mirror hygrometer can measure the lower stratospheric water vapor by the current Peltier cooling system. We need to reduce large oscillations in the UT/LS by a further PID tuning to reduce the measurement uncertainty.

We have also conducted several chamber and laboratory experiments. The observation of the condensates on the mirror shows that smaller ice crystals form at lower temperatures. Because the particle size affects the response time, we recognized a need to prevent large ice crystals from forming at the phase transient by making the heating algorithm some time at a flight. This algorithm is found to result in a faster response as shown in Fig.3.19.

We were able to obtain deeper understanding of the behavior of the chilled-mirror hygrometers through this development. The chilled-mirror hygrometer is often considered as an accurate hygrometer, but there are several problems that remain to be solved. The problem includes the evaluation of the PID controller, contamination errors by the cloud, aerosol effects, and measurement reliability of the mirror temperature (thermal gradient on the mirror). At the same time, we need to consider the improvement in the instrument production processes and the cost-cutting for long-term climate monitoring.
Fig. 3.1 Schematic of the measurement principle of the chilled-mirror hygrometer developed in this study.
Fig. 3.2 The instrument developed in this study. (a) the sensor probe and electrical circuit, (b) a close-up of the mirror and the Peltier device part, and (c) the flight configuration with the RS-06G radiosonde at the development phase (3)
Fig. 3.3 Cooling capability of the Peltier device used in this study. Shown are the temperature differences between the cold side of the Peltier device and the ambient air against the Peltier current under various conditions obtained in a thermostatic chamber. The panels show the dependence on (a) air temperature, (b) air pressure, and (c) the airflow rate.
Fig. 3.4 Ethanol bottle for the heatsink cooling. The ethanol is pushed out by the air expansion in the top of bottle in low-pressure conditions.
Fig. 3.5 Effect of the ethanol cooling in a pressure-controlled chamber. Solid line indicates the heatsink temperature when the ethanol cooling is used, and dashed line indicates the case where the ethanol is not used. The Peltier current starts to flow at 100 sec. The air pressure is reducing gradually (the approximate values shown at the top). Ethanol starts to be pushed out at ~500 sec for the solid curve case.
Fig. 3.6 Relationship between the reference resistance and the resistance measured by the developed circuit (top panel), and the error derived from the calibration fit (bottom panel). This error is converted from the resistance unit into temperature unit by using the relationship shown in Fig. 3.7.
Fig. 3.7 Relationship of the resistance of the PT100 and the reference temperature (top), and the error derived from the calibration fit (bottom). The temperature is measured with a working standard at the Meisei Electric Co. LTD.
Fig. 3.8 An example of the ultimate sensitive method for $T = -20 \, ^\circ C$ (top), and for $T = -50 \, ^\circ C$ (bottom)
Fig. 3.9 Profiles of airflows in four different inlet tubes (right panel), air temperature, humidity, and horizontal wind taken at Moriya, Japan on 12 October 2011 (left). The effects of the pendulum motions are filtered out by a moving averaging of 100 sec.
Fig. 3.10 Measured profiles for the 7th sounding taken at Biak, Indonesia on 10 January 2013. (left) Dew/frost point temperature and air temperature, (right) peltier current (green line) and intensity of the scattered light intensity (blue line) as the housekeeping data.
Fig. 3.11 Comparison with the CFH (left), and the difference temperature (right) for the 7th sounding taken at Biak, Indonesia on 10 January 2013.
Fig. 3.12 Comparison with the CFH (green line) and FLASH-B (purple line) taken at Biak, Indonesia on 10 January 2012. Water vapor mixing ratio converted from the frost point temperature observed by the developed hygrometer (red), CFH (green), water vapor mixing ratio observed by FLASH-B (purple), and saturation mixing ratio estimated from air temperature (black) are shown.
Fig. 3.13 Measured profiles for the 6th sounding taken at Biak, Indonesia on 13 January 2013. (left) Dew/frost point temperature and air temperature, (right) peltier current and intensity of the scattered light intensity as the housekeeping data.
Fig. 3.14 Time series of the mirror temperature and dew/frost point temperature calculated from the Meisei RS-06G air temperature and RH in the laboratory. The RH from RS-06G is corrected by a dry bias of 2.5%RH constant which is probably due to sensor aging (Shimizu et al, 2007). Several months passed after this sensor packing is opened. Differences between the mirror temperature and the frost point temperature (purple line) and dew point temperature are shown (green line).
Fig. 3.15 Condensates on the mirror for the experiments shown in Fig 3.14. The photo numbers correspond to those in Fig. 3.14
Fig. 3.16 Condensates on the mirror at temperatures of -10, -20, -40, -60°C in the thermostatic chamber.
Fig. 3.17 Theoretical relationship between the particle radius and the backscattering intensity, assuming the Mie scattering process. Black line indicates a linear fit.

Back scattering
θ = 150 - 180° (average)
λ = 680 nm

Scattering Intensity [mW]

SI = 35 * R - 55
The degree indicates the error of the vapor pressure calculated from the frost point temperature. (1) the mirror temperature measurement, (2) the stability and response of the PID controller, (3) the contamination error by cloud/rain droplet, (4) the ambiguity of the condensate phase, (5) aerosol effects, (6) curvature effect, (7) the uncertainty of the vapor equation.
Fig. 3.19 Response of the scattered light intensity for the step functions of the target level of the scattered light intensity (1.25 -> 1.30 -> 1.25). Time series of air temperature and mirror temperature (top) and intensity of scattered light(bottom). For these cases, the stabilization time is within 3 sec.
Fig. 3.20 An example of the observed profiles from the Snow White hygrometer, taken at Sapporo on 31 August 2013 (left). Mirror temperature and air temperature, (middle) peltier current and the intensity of the reflected light as housekeeping data, (right) the close-up (note the horizontal axis) of the reflected light
Fig. 3.21 Evaporation rate of a condensate on the mirror calculated with a simple model, assuming that the ice crystal is spherical shape. See text for the details.
Chapter 4
Summary

To assess the uncertainty of water vapor measurements from operational upper-air observation, and to improve the accuracy of the atmospheric water vapor measurements for climate monitoring, the author conducted the following researches:

In Chapter 2, the author investigated the measurement uncertainty of the Meisei RS-06G. Comparisons of RH measurements from the RS-06G radiosonde and from a chilled mirror hygrometer revealed that the RS-06G RH shows a stepwise change of \( \sim 3\% \) RH at 0 °C. This is due to a discontinuous correction factor in the processing software that compensates for the temperature dependence of the RH sensor. Using the results from chamber experiments, the author developed a new temperature-dependence (T-D) correction to resolve the artificial stepwise change at 0 °C. Because the RS-06G radiosonde is a successor to the Meisei’s previous radiosonde, RS-01G and RS2-91, on which the same RH sensor material had been installed since July 1999, the new T-D correction should be applied to the data obtained by these radiosondes as well. The author applied the new correction into the data at Japan Metrological Agency’s Sapporo and Tateno stations. Because the original T-D correction has only been applied only since February 2003, the time series of RH at both stations showed apparent large downward trends between 1999 and 2009. The new T-D correction was found to result in a much smaller downward RH trend at Sapporo and almost no trend at Tateno. However, this correction does not consider
the solar radiation heating during daytime observations, contamination by cloud
droplets, or slow sensor response at low temperatures. To further reduce
uncertainties in humidity trends, we need more laboratory experiments and
in-flight comparisons with reference instruments such as a chilled-mirror
hygrometer. In addition, to extend our analysis over longer periods, we need to
investigate the biases between the RS2-91 and the older radiosonde models.

In Chapter 3, a Peltier-based digitally-controlled chilled-mirror hygrometer has
been developed. The developed chilled-mirror hygrometer is environmentally-
friendly and easy-to-handle in nature because this instrument does not use a
cryogenic material to cool the mirror. Since January 2011, we have conducted nine
test flights to evaluate the performance. These results showed that the developed
chilled-mirror hygrometer can measure the lower stratospheric water vapor by the
current Peltier cooling system. We need to reduce large oscillations in the UT/LS by
a further PID tuning to reduce the measurement uncertainty. The author has also
conducted several chamber and laboratory experiments. The observation of the
condensates on the mirror shows that smaller ice crystals form at lower
temperatures. Because the particle size affects the response time, the author
recognized a need to prevent large ice crystals from forming at the phase transient
by making the heating algorithm some time at a flight. This algorithm was found to
result in a faster response.

The author was able to obtain deeper understanding of the behavior of the
chilled-mirror hygrometers through this development. The chilled-mirror
hygrometer is often considered as an accurate hygrometer, but there are several
problems that remain to be solved. The problem includes the evaluation of the PID

115
controller, contamination errors by the cloud, aerosol effects. At the same time, we need to consider the improvement in the instrument production processes and the cost-cutting for long-term climate monitoring.

Accurate water vapor measurements are important for various objectives such as the understanding of cloud microphysical processes and long-term trend detections. Systematic biases among various instruments hinder the application of measurement data from different types of hygrometers for the detection of long-term trends. In the troposphere, operational radiosonde sensors have large measurement uncertainties discussed in Capture 2. In the UT/LS, large discrepancies among instruments remain unresolved in spite of many years of efforts (e.g., Fahey et al. 2009; Rollins et al. 2014). The further reduction of systematic biases is critical for detecting the trends in atmospheric water vapor robustly. In the near future, the use of the hygrometer developed in this study is expected to contribute to resolving the issues of discrepancies among instruments through intercomparisons, if the remaining problems as discussed above are solved.
Appendix A.

Several equations exist for the vapor pressure of water or ice (Murphy and Koop 2005). Here, we use Buck’s equations (Buck 1981) because they are used by the manufacturer to calibrate the RS-06G. Buck’s equations are written as

\[ e_w = f_w \times 6.1121\exp\left(\frac{17.502T}{240.97 + T}\right) \]  \hspace{1cm} (A.1)

\[ e_i = f_i \times 6.1115\exp\left(\frac{22.452T}{273.55 + T}\right) \]  \hspace{1cm} (A.2)

and

\[ f_w = 1.0007 + (3.46 \times 10^{-6} P) \]  \hspace{1cm} (A.3)

\[ f_i = 1.0003 + (4.18 \times 10^{-6} P) \]  \hspace{1cm} (A.4)

where \( e_w \) and \( f_w \) are the water vapor pressure and the enhancement factor over the surface of liquid water, respectively, while \( e_i \) and \( f_i \) are those over the surface of ice, respectively. Units are °C for temperature, \( T \), and mb (= hPa) for pressure, \( P \). \( f_w \) and \( f_i \) correct the differences of saturation vapor pressure between pure water vapor and moist air. This correction is a weak function of temperature and pressure, averaging \( f \sim 1.005 \) near sea level. However, in the manufacturer’s calibration and in this study, the enhancement factor is set to \( f = 1 \). This approximation holds with an error 0.5 % or less (WMO, 2008).

Appendix B

We estimate the measurement uncertainties associated with this study by following the guidelines in JCGM/WG1 (2008).

First, we attempt to identify the likely sources of uncertainty and express them as a standard uncertainty. In this work, the major elements of the conceivable
uncertainties are from each instrument’s performance, spatial and temporal non-uniformity in the chamber, and reading errors. The accuracy of the RF-100 is ±0.1 °C according to the manufacturer’s specifications. We assume that the true value exists within a rectangular ±0.1 °C distribution. Consequently, the standard uncertainty of the reference temperature measurement $u_{T0}$ becomes

$$u_{T0} = \frac{0.1}{\sqrt{3}} = 0.058 \degree C$$

(B.1).

For the reference dew point sensor FDW10, the accuracy is ±0.5 °C. The standard uncertainty of the reference dew point measurements is $u_{m0}$, which is

$$u_{m0} = \frac{0.5}{\sqrt{3}} = 0.29 \degree C$$

(B.2).

To assess the uncertainty from the spatial and temporal non-uniformity in the PVC pipe, we measure the temperature and RH at three points within the pipe using the same RS-06G and obtain temperatures of +17.6 °C, +17.7 °C, and +17.7 °C, and RH levels of 27.1%, 27.3%, and 27.1%. These RH values correspond to dew point temperatures of approximately –1.6 °C, –1.4 °C, and –1.5 °C. Temporal fluctuations during measurement are small and steady, and remain within ±0.02 °C. Consequently, we assume that the spatial and temporal non-uniformity of temperature do not exceed 0.1 °C; i.e., the air temperatures in the PVC pipe remain within a rectangular ±0.05 °C distribution, and thus the standard uncertainty $u_{T1}$ becomes

$$u_{T1} = \frac{0.05}{\sqrt{3}} = 0.029 \degree C$$

(B.3).

We assume that the uncertainty of the dew point temperatures due to the spatial and temporal non-uniformity would not exceed 0.2 °C; i.e., the dew point temperatures in the PVC pipe remain within a rectangular ±0.1 °C distribution,
thus the standard uncertainty \( u_{m1} \) becomes

\[
u_{m1} = \frac{0.1}{\sqrt{3}} = 0.058 \, ^\circ C \quad (B.4)
\]

To estimate the reading errors, we complete five replicate readings for every condition and take the average of the five readings as the measurement value. For the temperature measurements, the standard uncertainties \( u_{T2} \) from the readings becomes

\[
u_{T2} = \frac{s}{\sqrt{n}} = 0.029 \text{ to } 0.071 \, ^\circ C \quad (B.5)
\]

where \( s \) is the standard deviation, and \( n \) is the frequency of measurement (i.e., \( n = 5 \)). For the dew point measurements, the standard uncertainties \( u_{m2} \) from the readings becomes

\[
u_{m2} = \frac{s}{\sqrt{n}} = 0.029 \text{ to } 0.13 \, ^\circ C \quad (B.6)
\]

Next, we determine the combined standard uncertainty from these three separate factors. The combined standard uncertainty of temperature measurement, \( u_T \), is

\[
u_T = \sqrt{u_{T0}^2 + u_{T1}^2 + u_{T2}^2} = 0.065 \text{ to } 0.096 \, ^\circ C \quad (B.7)
\]

The combined standard uncertainty of dew point measurement, \( u_m \), is

\[
u_m = \sqrt{u_{m0}^2 + u_{m1}^2 + u_{m2}^2} = 0.29 \text{ to } 0.32 \, ^\circ C \quad (B.8)
\]

Furthermore, we calculate the combined standard uncertainty of RH using the law of propagation of uncertainty. The combined standard uncertainty of RH, \( u_{RH} \), is written as

\[
u_{RH} = \sqrt{\left(\frac{\partial RH}{\partial T_a}\right)^2 u_T^2 + \left(\frac{\partial RH}{\partial T_m}\right)^2 u_m^2} = 0.36\% \text{ to } 1.7\% \text{ RH} \quad (B.9)
\]

To determine the expanded uncertainty, we use \( k = 2 \) as level of confidence. Thus, the expanded uncertainty of RH, \( U_{RH} \), becomes
\[ U_{RH} = k \times u_{RH} = 0.72\% \text{ to } 3.4\% \text{ RH} \]  \hspace{1cm} (B.10).

The values of \( U_{RH} \) for each condition are shown in Fig. 2.4.
Appendix C

The results of all the flight tests are provided in Appendix C.

Fig. C.1 A profile of the 1st sounding taken at Moriya, Japan on 28 January 2011 (daytime, 14:30LT).

Fig. C.2 A profile of the 2nd sounding taken at Sapporo, Japan on 4 November 2011 (daytime, 14:01LT).
Fig. C.3  A profile of the 3rd sounding taken at Moriya, Japan on 1 December 2011 (nighttime, 17:41LT).

Fig. C.4  A profile of the 4th sounding taken at Biak, Indonesia on 7 January 2012 (daytime, 17:27LT).
Fig. C.5 A profile of the 5th sounding taken at Biak, Indonesia on 10 January 2012 (nighttime, 18:42LT).

Fig. B.6 A profile of the 6th sounding taken at Biak, Indonesia on 13 January 2012 (daytime, 15:49LT)
Fig. B.7  A profile of the 7th sounding taken at Biak, Indonesia on 10 January 2013 (daytime, 18:00LT).

Fig. B.8  A profile of the 8th sounding taken at Moriya, Japan on 25 April 2013 (daytime, 16:40LT).
Fig. B.9 A profile of the 9th sounding taken at Moriya, Japan on 27 October 2013 (daytime, 9:10LT).
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