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FOURIER SERIES IX: STRONG SUMMABILITY OF THE DERIVED FOURIER SERIES.

By

Shin-ichi IZUMI and Masakiti KINUKAWA

1. Introduction. Let $f(x)$ be an integrable and periodic function with period $2\pi$ and its Fourier series and its conjugate be

\begin{equation}
(1.1) \quad a_0/2 + \sum_{n=1}^{\infty} (a_n \cos nx + b_n \sin nx) \equiv \sum_{n=0}^{\infty} A_n(x),
\end{equation}

\begin{equation}
(1.2) \quad \sum_{n=1}^{\infty} (b_n \cos nx - a_n \sin nx) \equiv \sum_{n=1}^{\infty} B_n(x).
\end{equation}

Further, let their termwise derived series be

\begin{equation}
(1.3) \quad \sum_{n=1}^{\infty} n (b_n \cos nx - a_n \sin nx) = \sum_{n=1}^{\infty} nB_n(x),
\end{equation}

\begin{equation}
(1.4) \quad -\sum_{n=1}^{\infty} n (a_n \cos nx + b_n \sin nx) = -\sum_{n=1}^{\infty} nA_n(x).
\end{equation}

A series $\sum_{n=1}^{\infty} c_n$ is said to be summable $H_k$ or strongly summable to $s$, if

\begin{equation}
\sum_{n=0}^{m} |s_n - s|^k = o(m) \quad (m \to \infty),
\end{equation}

where $s_n = \sum_{k=0}^{n} c_k$.

B. N. Prasad and U. N. Singh [7] have found a criteria for $H_1$ summability of the derived Fourier series which reads as follows:

**Theorem A.** If $f(t)$ is a continuous function of bounded variation and if for some $a > 1$,

\begin{equation}
(1.5) \quad G(t) = \int_{0}^{t} |dg(u)| = o \left\{ \frac{t}{(\log \frac{1}{t})^a} \right\}, \quad \text{as} \quad t \to 0,
\end{equation}

where $g(u) = g_x(u) = f(x+u) - f(x-u) - 2us$, then

\begin{equation}
\sum_{n=1}^{m} |\tau_n(x) - s| = o(m),
\end{equation}

where $\tau_n(x) = A_n(x)$ or $B_n(x)$. 


where $\tau_n(x)$ is the $n$-th partial sum of the series (1.3). That is, the derived Fourier series of $f(x)$ is summable $H_1$ to $s$ at a point $x$.

One of us [6] (cf. [4]) generalized Theorem A in the following form:

**Theorem 1.** Under the assumption of Theorem A, we have

\[ \sum_{n=1}^{m} |\tau_n(x)-s|^k = o(m), \quad \text{for } k > 0. \]

In the case $0 < k < 2$ of Theorem 1, we can generalize in the following form [4]:

**Theorem 2.** If $f(t)$ is a continuous function of bounded variation and if for some $\beta > 1/2$

\[ \int_0^t |dg(u)| = O \left\{ t/\left( \log \frac{1}{t} \right)^{\beta} \right\}, \quad \text{as } t \to 0, \]

then the derived Fourier series of $f(x)$ is summable $H_2$ to $s$ at a point $x$, that is,

\[ \sum_{n=1}^{m} |\tau_n(x)-s|^2 = o(m). \]

This theorem is the analogue of F. T. Wang's theorem for Fourier series ([8]). As the analogue of another theorem due to G. H. Hardy and J. E. Littlewood ([3], cf. [5]), we have proved [4]

**Theorem 3.** If $f(t)$ is a continuous function of bounded variation such that

\[ \int_0^t |dg(u)| = o(t), \]

then

\[ \sum_{n=1}^{m} |\tau_n(x)-s|^2 = o(m \log m). \]

We have also the following theorem.

**Theorem 4.** If $f(t)$ is a continuous function of bounded variation such that

\[ \int_0^{\delta} \frac{|dg(u)|^2}{u \, du} < \infty, \]

then (1.8) holds.

The integral in (1.9) is taken in the Hellinger sense, that is, it is defined as the limit of
\[ \sum \frac{|g(u_i) - g(u_{i-1})|^2}{u_i(u_i-u_{i-1})}. \]

**Theorem 5.** If \( f(t) \) is a continuous function of bounded variation such that

\[ \frac{1}{v-u} \int_{u}^{v} |dg(t)| \to 0, \quad (v > u, v \to 0), \]

then (1.8) holds.

It is known that \( f(t) \) is differentiable at \( t = x \) when and only when

\[ (f(u) - f(v))/(u-v) \to 0 \]
as \( u \uparrow x, \, v \downarrow x \). Then we get

**Theorem 6.** If \( f(t) \) is a continuous function of bounded variation and it is monotone in a neighbourhood of \( t = x \) and is differentiable at \( t = x \), then the Fourier series of \( f(t) \) is strongly summable \( H_2 \) at \( t = x \).

We have the following generalizations of the Prasad-Singh theorem concerning the series (1.4).

**Theorem 7.** If \( f(t) \) is a continuous function of bounded variation which is differentiable at \( t = x \) and if for some \( \alpha > 1 \)

\[ H(t) = \int_{0}^{t} |dh(u)| = o \left\{ t / \left( \log \frac{1}{t} \right)^{\alpha} \right\}, \quad as \, t \to 0, \]

where

\[ h(u) = h_x(u) = f(x+u) + f(x-u) - 2f(x), \]

then

\[ \sum_{n=1}^{m} |\overline{\tau}_n(x) - H_m(x)|^k = o(m) \]

for any \( k > 0 \), where \( \overline{\tau}_n(x) \) is the \( n \)-th partial sum of the series (1.4) and

\[ H_m(x) = -\frac{1}{4\pi} \int_{\pi/m}^{\pi} h_x(t) \csc^2 \frac{t}{2} dt. \]

**Theorem 8.** If \( f(t) \) is a continuous function of bounded variation which is differentiable at \( t = x \) and if for some \( \beta > 1/2 \)

\[ H(t) = \int_{0}^{t} |dh(u)| = o \left\{ t / \left( \log \frac{1}{t} \right)^{\beta} \right\}, \quad as \, t \to 0, \]

then

\[ \sum_{n=1}^{m} |\overline{\tau}_n(x) - H_m(x)|^2 = o(m). \]
Proof of sketch of Theorem 1 and Theorem 2 is given in [4] and [6]. We give here their complete proof in §2 and §3. Theorem 3 is stated in [4], but the proof is not given there, so that we prove it in §4. In the paragraphs §5–§8, we prove the remaining theorems.

2. Proof of Theorem 1

For the proof of Theorem 1, we need the following lemma.

Lemma. If \( f(x) \) be a continuous function of bounded variation and \( a_n, b_n \) are its Fourier coefficients, then
\[
\sum_{n=1}^{m} (|a_n|^k + |b_n|^k) = o(m),
\]
where \( k \geq 1 \).

For, by the Wiener theorem (cf. Zygmund [9], p. 221), we have
\[
\sum_{n=1}^{m} n \sqrt{a_n^2 + b_n^2} = o(m).
\]
Hence
\[
\sum_{n=1}^{m} n |a_n| = o(m), \quad \sum_{n=1}^{m} n |b_n| = o(m).
\]
Without loss of generality, we may assume that \( n|a_n| \leq 1, n|b_n| \leq 1 \), since the function is of bounded variation. Thus we get
\[
\sum_{n=1}^{m} |na_n|^k \leq \sum_{n=1}^{m} |na_n| = o(m)
\]
and
\[
\sum_{n=1}^{m} |nb_n|^k \leq \sum_{n=1}^{m} |nb_n| = o(m),
\]
which complete the proof of the lemma.

We shall now prove Theorem 1. We have
\[
(2.1) \quad \tau_n(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(u) \left\{ \frac{d}{dx} \frac{\sin(n+1/2)(x-u)}{\sin(x-u)/2} \right\} du
\]
\[
= -\frac{1}{2\pi} \int_{-\pi}^{\pi} f(u) \left\{ \frac{d}{du} \frac{\sin(n+1/2)(x-u)}{\sin(x-u)/2} \right\} du
\]
\[
= -\frac{1}{2\pi} \int_{-\pi}^{\pi} \{f(x+t) - f(x-t)\} \frac{d}{dt} \frac{\sin(n+1/2)t}{\sin t/2} dt.
\]
By the integration by parts,
\[
\tau_n(x) = \frac{1}{2\pi} \int_{0}^{\pi} \frac{\sin(n+1/2)t}{\sin t/2} d\left\{ f(x+t) - f(x-t) \right\}.
\]
Hence we have

---

1) Cf. Hardy-Littlewood [2].
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(2.2) \(\tau_n(x) - s = \frac{1}{2\pi} \int_0^\pi \sin\left(\frac{n+1/2}{2}t\right) d\left\{ f(x+t) - f(x-t) - 2ts \right\} \)

\[= \frac{1}{2\pi} \int_0^\pi \sin\left(\frac{n+1/2}{2}t\right) \, dg(t)\]

\[= \frac{1}{2\pi} \int_0^\pi \sin nt \, dg(t) + \frac{1}{2\pi} \int_0^\pi \cos nt \, dg(t).\]

For any \(\epsilon > 0\), there is a \(\delta\) such that

\[\int_0^\delta \left|dg(u)\right| < \epsilon t / \left(\log \frac{1}{t}\right)^\alpha, \quad \text{for } 0 < t < \delta.\]

Let us put

\[g(u) = g_1(u) + g_2(u),\]

where

\[g_1(u) = g(u) \quad \text{in } (0, \delta/2),\]

\[= 0 \quad \text{in } (\delta, \pi)\]

and \(g_1(u)\) is linear in \((\delta/2, \delta)\) and is continuous in \((0, \pi)\). Hence \(g_2(u)\) is also a continuous function of bounded variation which vanishes in the interval \((0, \delta/2)\). So we have

\[\tau_n(x) - s = \frac{1}{2\pi} \int_0^{\delta/2} \frac{\sin nt}{\tan t/2} \, dg_1(t) + \frac{1}{2\pi} \int_{\delta/2}^\delta \frac{\sin nt}{\tan t/2} \, dg(t) + \frac{1}{2\pi} \int_0^\pi \cos nt \, dg(t)\]

\[= P_n + Q_n + R_n.\]

Since \(Q_n\) and \(R_n\) are \(n\) times of the \(n\)-th Fourier coefficients of continuous functions of bounded variation, respectively, we have, by Lemma,

\[\sum_{n=1}^{m} |Q_n|^k = o(m) \quad \text{and} \quad \sum_{n=1}^{m} |R_n|^k = o(m).\]

However

\[P_n = \frac{1}{2\pi} \int_0^{\delta/2} \frac{\sin nt}{\tan t/2} \, dg(t) + \frac{C}{2\pi} \int_{\delta/2}^\delta \frac{\sin nt}{\tan t/2} \, dt\]

\[= \frac{1}{2\pi} \int_0^{\delta/2} \frac{\sin nt}{\tan t/2} \, dg(t) + o(1)\]

\[= S_n + o(1), \quad \text{as } n \to \infty.\]

Hence, it is sufficient to show that
\[ T_m^k = \sum_{n=1}^{m} |S_n|^k = o(m). \]

For this purpose we set

\[ c_n = |S_n|^{k-1} \cdot \text{sgn} S_n , \]

\[ \Lambda_m(t) = \sum_{n=1}^{m} c_n \sin nt , \]

\[ \Gamma_m = \sum_{n=1}^{m} |c_n| . \]

Then

\[ |\Lambda_m(t)| \leq \left\{ \begin{array}{ll}
\Gamma_m \\
mt \Gamma_m
\end{array} \right. \]

Using these formulas, we have

\[ 2\pi T_m^k = 2\pi \sum_{n=1}^{m} |S_n|^{k-1} \cdot S_n (\text{sgn} S_n) \]

\[ = 2\pi \sum_{n=1}^{m} c_n S_n = \sum_{n=1}^{m} c_n \int_{0}^{\pi/2} \frac{\sin nt}{\tan t/2} d\mu(t) \]

\[ = \int_{0}^{\pi/2} \Lambda_m(t) \cot t/2 d\mu(t) = \int_{0}^{1/m} + \int_{1/m}^{\pi/2} = I_1 + I_2 , \]

say, where

\[ |I_1| \leq m\Gamma_m \int_{0}^{1/m} |d\mu(t)| \leq \epsilon \Gamma_m , \]

and

\[ |I_2| \leq \int_{1/m}^{\pi/2} \Lambda_m(t) \cot t/2 d\mu(t) \]

\[ \leq P_m \int_{1/m}^{\pi/2} \cot t/2 |d\mu(t)| \]

\[ \leq \Gamma_m \left\{ \left[ \cot \frac{t}{2} G(t) \right]_{1/m}^{\pi/2} + \frac{1}{2} \int_{1/m}^{\pi/2} \csc^2 t/2 G(t) dt \right\} , \]

where

\[ G(t) = \int_{0}^{t} |d\mu(u)| . \]

Hence we get\(^1\)

\[ |I_2| \leq \epsilon \Gamma_m + \epsilon \Gamma_m \int_{1/m}^{\pi/2} \frac{dt}{t(\log 1/t)^\alpha} < A\epsilon \Gamma_m . \]

\(^1\) In the following, we denote by \(A\) an absolute constant, which may be different in each occurrence.
Collecting above results, we get

\[ T_m^k \leq A\epsilon \Gamma_m. \]

However, by the Hölder inequality, we see that, for \( k > 1 \),

\[
\Gamma_m = \sum_{n=1}^{m} |S_n|^{k-1} \leq \left( \sum_{n=1}^{m} |S_n|^{\epsilon \cdot k'} \right)^{1/k'} \cdot m^{1/k}
\]

\[
= T_m^{k/k'} m^{1/k}, \quad (1/k + 1/k' = 1).
\]

Hence we have

\[ T_m^k \leq A\epsilon m^{1/k} T_m^{k/k'}, \]

that is,

\[ T_m^k/m \leq A\epsilon m^k. \]

Thus we have

\[ \lim_{m \to \infty} \sup \frac{T_m^k}{m} \leq A\epsilon^k. \]

Since \( \epsilon \) is arbitrary, we get the required result.

3. **Proof of Theorem 2.** We can replace \( O \) in (1.7) by \( o \), and then for any \( 0 < \epsilon < 1 \), there is a \( \delta \) such that

\[ G(t) = \int_0^t |dg(u)| < \epsilon t / \left( \log \frac{1}{t} \right)^{\beta}, \quad (0 < t < \delta). \]

Let us put

\[ g(u) = g_1(u) + g_2(u), \]

where

\begin{align*}
  g_1(u) &= g(u) \quad \text{in} \ (0, \delta/2), \\
  &= 0 \quad \text{in} \ (\delta, \pi)
\end{align*}

and \( g_1(u) \) is linear in \((\delta/2, \delta)\) and is continuous in \((0, \pi)\). Hence \( g_2(u) \) is also a continuous function of bounded variation which vanishes in the interval \((0, \delta/2)\).

By the argument in §2, we have

\[
\tau_n(x) - s = \frac{1}{2\pi} \int_0^\pi \sin nt \tan t/2 \, dg_1(t) + \frac{1}{2\pi} \int_0^\pi \sin nt \tan t/2 \, dg_2(t) + \frac{1}{2\pi} \int_0^\pi \cos nt \, dg(t)
\]

\[
= P_n + Q_n + R_n.
\]

It is sufficient to show that

\[ \sum_{n=1}^{m} |P_n|^2 = o(m), \]
since, as in §2,

\[ \sum_{n=1}^{m} |Q_n|^2 = o(m) \quad \text{and} \quad \sum_{n=1}^{m} |R_n|^2 = o(m). \]

Since

\[ P_n = \frac{1}{2\pi} \int_{0}^{\delta/2} \frac{\sin nt}{\tan t/2} \, dg(t) + \frac{C}{2\pi} \int_{\delta/2}^{\delta} \frac{\sin nt}{\tan t/2} \, dt \]

\[ = \frac{1}{2\pi} \int_{0}^{\delta/2} \frac{\sin nt}{\tan t/2} \, dg(t) + o(1), \]

we have

\[ \sum_{n=1}^{m} |P_n|^2 = \frac{1}{4\pi^2} \int_{0}^{\delta/2} \int_{0}^{\delta/2} \frac{\sin nt \sin nu}{\tan t/2 \tan u/2} \, dg(t) \, dg(u) + o(m) \]

\[ = \frac{1}{4\pi^2} \{ I_1 + I_2 + I_3 + I_4 + o(m) \}, \]

where

\[ |I_1| \leq A \int_{0}^{1/m} \int_{0}^{1/m} \left( \sum_{n=1}^{m} n^2 \right) \, dg(u) \, dg(v) \leq A \epsilon m, \]

\[ |I_2| \leq A \int_{0}^{1/m} \int_{1/m}^{1/m} \frac{\sin nu \sin nv}{v} \, dg(u) \, dg(v) \leq \frac{A \epsilon m}{(\log m)^\beta}, \]

and

\[ |I_3| \leq A \epsilon m, \]

We next consider the remaining part \( I_4 \): We have

\[ I_4 = \int_{1/m}^{3/2} \int_{1/m}^{3/2} \frac{\sin (m+1/2)(u-v)}{2 \sin (u-v)/2} \, dg(u) \, dg(v) \]

\[ + \int_{1/m}^{3/2} \int_{1/m}^{3/2} \frac{\sin (m+1/2)(u+v)}{2 \sin (u+v)/2} \, dg(u) \, dg(v) = J + L, \]

where
\[ |L| \leq A \int_{1/m}^{3/2} \frac{|dg(u)|}{u} \int_{1/m}^{3/2} \frac{|dg(v)|}{v(u+v)} \leq A (\log m)^{-\beta} \int_{1/m}^{3/2} \frac{|dg(v)|}{v^2} \]

\[ = A (\log m)^{-\beta} \left\{ \frac{G(v)}{v^2} \right\}_{1/m}^{3/2} + \int_{1/m}^{3/2} \frac{G(v)}{v^3} \, dv \]

\[ \leq A (\log m)^{-\beta} \left\{ \frac{\epsilon m}{(\log m)^{\beta}} + \epsilon \int_{1/m}^{3/2} \frac{dv}{v^2 (\log 1/v)^{\beta}} \right\} \]

\[ \leq A \epsilon m (\log m)^{-2\beta} + A \epsilon (\log m)^{-\beta} \int_{1/m}^{(1/m)\Delta} \frac{dv}{v^2} \]

\[ \leq A \epsilon m (\log m)^{-2\beta} + A \epsilon (\log m)^{-2\beta} \int_{1/m}^{(1/m)\Delta} \frac{dv}{v^{1/2} (\log 1/v)^{\beta}} \]

It is then sufficient to show that \(|J| \leq A \epsilon m\). We have

\[ 2J = \int_{1/m}^{3/2} \frac{dg(u)}{\tan u/2} \int_{1/m}^{3/2} \frac{dg(v)}{\tan v/2} \frac{\sin(m+1/2)(u-v)}{\sin(\frac{u-v}{2})} = J_1 + J_2, \]

say. Let us first estimate \(J_1\). We write

\[ J_1 = \int_{1/m}^{3/2} \frac{dg(u)}{\tan u/2} \left\{ \int_{u}^{2u} + \int_{2u}^{3/2} \right\} \frac{dg(v)}{v} \frac{\sin(m+1/2)(u-v)}{\sin(\frac{u-v}{2})} = J_{11} + J_{12}. \]

Then

\[ |J_{12}| \leq A \int_{1/m}^{3/2} \frac{|dg(u)|}{u} \int_{2u}^{3/2} \frac{|dg(v)|}{v} \]

where the inner integral becomes, by integration by parts,

\[ \int_{2u}^{3/2} \frac{|dg(v)|}{v^2} = \left[ \frac{G(v)}{v^2} \right]_{2u}^{3/2} + 2 \int_{2u}^{3/2} \frac{G(v)}{v^3} \, dv \]

\[ \leq \frac{A \epsilon}{u (\log 1/u)^{\beta}} + \frac{A}{\delta (\log 1/\delta)^{\beta}} \leq \frac{A \epsilon}{u (\log 1/u)^{\beta}}. \]

Hence
\[ |J_{12}| \leq A\varepsilon \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^\alpha (\log 1/u)^{\beta}} \]

\[ = A\varepsilon \int_{1/m}^{\delta/2} \frac{G(u)}{u^\alpha (\log 1/u)^{\beta}} du + \int_{1/m}^{\delta/2} \frac{G(u)}{u^\alpha (\log 1/u)^{\beta}} \]

\[ \leq A\varepsilon m \left( \frac{m}{(\log m)^{\beta}} + A\varepsilon^2 \int_{1/m}^{\delta/2} \frac{du}{u (\log 1/u)^{\beta}} \right) \leq A\varepsilon^2 m. \]

Concerning \( J_{11} \), we have

\[ J_{11} = \int_{1/m}^{\delta/2} \frac{dg(u)}{u} \left\{ \int_{u}^{u+1/m} + \int_{u+1/m}^{2u} \right\} \frac{dg(v)}{v} \frac{\sin (m+1/2)(u-v)}{\sin (u-v)/2} \]

\[ = J_{111} + J_{112}, \]

where

\[ |J_{111}| \leq A\varepsilon m \left( \frac{m}{(\log 1/(u+1/m))^{\beta}} + \frac{1}{(\log 1/(u+1/m))^{\beta}} \right) \int_{1/m}^{\delta/2} \frac{dv}{v} \]

\[ \leq A\varepsilon m \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u (\log 1/(u+1/m))^{\beta}} \leq A\varepsilon^2 m \]

and

\[ |J_{112}| \leq \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u} \int_{u+1/m}^{2u} \frac{|dg(v)|}{v(v-u)} \]

Since \( \frac{1}{v(v-u)} = \frac{1}{u} \left( \frac{1}{v-u} - \frac{1}{v} \right) \), we obtain

\[ J_{112} = \int_{1/m}^{\delta/2} \frac{dg(u)}{u^2} \int_{u+1/m}^{2u} \frac{|dg(v)|}{v} + \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^2} \int_{u+1/m}^{2u} \frac{|dg(v)|}{v-v'} \]

\[ = J_{112}' + J_{112`}, \]

where
\[
|J_{112}^\prime| \leq |J_{112}''| \leq A\varepsilon \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^2} \left\{ \left[ \frac{v}{v-u} \left( \frac{1}{\log 1/v} \right)^{\alpha} \right]_{u+1/m}^{2u} + \int_{u+1/m}^{2u} \frac{v}{(\log 1/v)^{\alpha}} \frac{1}{(v-u)^{\alpha}} \, dv \right\}
\leq A\varepsilon \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u} \frac{mu}{(\log 1/u)^{\alpha}} \leq A\varepsilon^2 m.
\]

Hence we have proved that
\[
|J_1| \leq A\varepsilon^2 m.
\]

Finally we consider the remaining part
\[
J_2 = \int_{1/m}^{\delta/2} \frac{dg(u)}{\tan u/2} \int_{1/m}^{u} \frac{dg(v)}{\tan v/2} \frac{\sin(m+1/2)(u-v)}{\sin(u-v)/2}.
\]

Since \(\frac{1}{v(u-v)} = \frac{1}{u} \left( \frac{1}{v} + \frac{1}{u-v} \right)\), we have
\[
|J_2| \leq A \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u} \int_{1/m}^{u} \frac{|dg(v)|}{v(u-v)} |\sin(m+1/2)(u-v)| \leq A \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^{2}} \frac{|dg(v)|}{u-v} |\sin(m+1/2)(u-v)| = J_{21} + J_{22},
\]
say, where
\[
J_{21} \leq Am \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u} \int_{1/m}^{u} |dg(v)| \leq A\varepsilon m \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u (\log 1/u)^{\alpha}} \leq A\varepsilon m,
\]
(cf. \(J_{111}\)), and
\[
J_{22} \leq A \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^2} \int_{1/m}^{u} \frac{|dg(v)|}{v} \leq A\varepsilon \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^3} (\log 1/u)^{\alpha} + A\varepsilon (\log m)^{1-\beta} \int_{1/m}^{\delta/2} \frac{|dg(u)|}{u^2} \leq A\varepsilon^2 m + A\varepsilon^2 (\log m)^{1-\beta} \left\{ \frac{m}{(\log m)^{\alpha}} + \int_{1/m}^{\delta/2} \frac{du}{u^2 (\log 1/u)^{\alpha}} \right\}, \quad (0 < d < 1),
\]
\[
\leq A\varepsilon^2 m + A\varepsilon^2 (\log m)^{1-\beta} \left\{ \frac{m}{(\log m)^{\alpha}} + m^d \right\} \leq A\varepsilon^2 m.
\]
Thus we have
\[ |J| \leq A \varepsilon^2 m. \]
Collecting above estimations, we get
\[ \limsup_{m \to \infty} \frac{1}{m} \sum_{n=1}^{m} |P_n|^2 \leq A \varepsilon, \]
which completes the proof of Theorem 2.

4. Proof of Theorem 3

We see that the assumption of Theorem 3 implies that
\[ G(t) = \int_{0}^{t} |dg(u)| = o(t) \]
implies that
\[ \int_{1/n}^{\infty} \frac{|dg(t)|}{t} = o(\log n) \]
and
\[ \int_{1/n}^{\infty} \frac{|dg(t)|}{t^2} = o(n). \]

By integration by parts, we have
\[ \int_{1/n}^{\infty} \frac{|dg(t)|}{t^3} = \left[ \frac{G(t)}{t^3} \right]_{1/n}^{\infty} - \int_{1/n}^{\infty} \frac{G(t)}{t^3} \, dt = o(1/n) \]
which shows (4.2). (4.3) is similarly proved.

For the proof of Theorem 3, we have
\[ \sum_{n=1}^{m} |\tau_n(x) - s|^2 = \frac{1}{4\pi^2} \sum_{n=1}^{m} \int_{0}^{\pi} \frac{\sin(n+1/2)t}{\sin t/2} \, dg(t) \int_{0}^{\pi} \frac{\sin(n+1/2)u}{\sin u/2} \, dg(u) \]
\[ = \frac{1}{4\pi^2} \sum_{n=1}^{m} \int_{0}^{\pi} \frac{\sin nt}{\tan t/2} \, dg(t) \int_{0}^{\pi} \frac{\sin nu}{\tan u/2} \, dg(u) \]
\[ + \frac{1}{2\pi} \sum_{n=1}^{m} n(b_n \cos nx - a_n \sin nx) \int_{0}^{\pi} \frac{\sin nt}{\tan t/2} \, dg(t) \]
\[ + \frac{1}{4} \sum_{n=1}^{m} n^2 (b_n \cos nx - a_n \sin nx)^2 + o(1) \]
\[ = J + K + L + o(1), \]

1) Cf. T. KAWATA [5].
where, by Lemma,
\[
|L| \leq \sum_{n=1}^{m} n^2 (a_n^2 + b_n^2) = o(m)
\]
and
\[
|K| \leq \sum_{n=1}^{m} n (|a_n| + |b_n|) \left\{ \int_{0}^{1/m} \frac{nt}{t} |dg(t)| \left. \right|_{t=1/m}^{\pi/n} + \int_{1/m}^{\pi} \frac{|dg(t)|}{t} \right\}
\]
\[
= o \left\{ \sum_{n=1}^{m} n (|a_n| + |b_n|) \log n \right\} = o \left\{ \log m \sum_{n=1}^{m} n (|a_n| + |b_n|) \right\}
\]
\[
= o(m \log m).
\]
Hence it is sufficient for the proof to show that
\[
4\pi^2 J = \sum_{n=1}^{m} \int_{0}^{\pi} \frac{\sin nt}{\tan t/2} \frac{\sin nu}{\tan u/2} \frac{dg(t)}{dg(u)} = o(m \log m).
\]
For this purpose, we have
\[
4\pi^2 J = \int_{0}^{\pi} \frac{dg(t)}{\tan t/2} \int_{0}^{\pi} \frac{dg(u)}{\tan u/2} \sum_{n=1}^{m} \sin nt \sin nu
\]
\[
= \int_{0}^{1/m} \int_{0}^{1/m} + \int_{0}^{1/m} \int_{1/m}^{\pi/m} + \int_{1/m}^{\pi} \int_{0}^{1/m} + \int_{1/m}^{\pi} \int_{1/m}^{\pi/m} = J_1 + J_2 + J_3 + J_4,
\]
where
\[
|J_1| \leq \int_{0}^{1/m} |dg(t)| \int_{0}^{1/m} |dg(u)| \left( \sum_{n=1}^{m} n^2 \right) = o(m^3/m^3) = o(m),
\]
\[
|J_2| \leq \int_{0}^{1/m} |dg(t)| \int_{1/m}^{\pi/m} \frac{|dg(u)|}{u} \left( \sum_{n=1}^{m} n \right) = o(m^2 \log m/m) = o(m \log m),
\]
\[
|J_3| \leq \int_{1/m}^{\pi} \frac{|dg(t)|}{t} \int_{0}^{1/m} |dg(u)| \left( \sum_{n=1}^{m} n \right) = o(m \log m)
\]
and
\[
J_4 = \int_{1/m}^{\pi/2} \frac{dg(t)}{\tan t/2} \int_{1/m}^{\pi/2} \frac{dg(u)}{\tan u/2} \left[ \cos n(u-t) - \cos n(u+t) \right]
\]
\[
= \int_{1/m}^{\pi/2} \frac{dg(t)}{\tan t/2} \int_{1/m}^{\pi/2} \frac{dg(u)}{\tan u/2} \frac{\sin m(u-t)}{\sin(u-t)/2}
\]
\[
= \int_{1/m}^{\pi/2} \frac{dg(t)}{\tan t/2} \int_{1/m}^{\pi/2} \frac{dg(u)}{\tan u/2} \frac{\sin m(u+t)}{\sin(u+t)/2}
\]
\[
= J_{41} + J_{42} + J_{43}.
\]
We consider first $J_{41}$. We have

$$J_{41} = \int_{1/m}^{\pi/2} \frac{dg(t)}{\tan t/2} \left\{ \int_{|u-t|<1/2m} + \int_{|u-t|\geq 1/2m} \right\} \frac{1}{\tan u/2} \frac{\sin m(u-t)}{\sin(u-t)/2} dg(u)$$

$$= J_{41}' + J_{42}' ,$$

where

$$|J_{41}'| \leq Am \int_{1/m}^{\pi/2} \frac{dg(t)}{t} \int_{|u-t|<1/2m} \frac{dg(u)}{u}$$

$$= Am \int_{1/m}^{\pi/2} \frac{dg(t)}{t} \int_{t-1/2m}^{t+1/2m} \frac{G(u)}{u^2} du$$

and

$$|J_{41}| \leq A \int_{1/m}^{\pi/2} \frac{dg(t)}{t} \int_{t-1/2m}^{t+1/2m} \frac{G(u)}{u^2} du$$

Integrating by parts, we get

$$J_{41} = \int_{1/m}^{\pi/2} \frac{dg(t)}{t} \int_{t-1/2m}^{t+1/2m} \frac{G(u)}{u(\pi-t)} du$$

$$= O \left\{ \int_{1/m}^{\pi/2} \frac{dg(t)}{t} \right\} + O \left\{ m \int_{1/m}^{\pi/2} \frac{dg(t)}{t} \right\} + O \left\{ \int_{1/m}^{\pi/2} \frac{G(u)(2u-t)}{u^2(\pi-t)^2} du \right\}$$

and we have similarly
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\[ J_{41} = \int_{3/2m}^{\pi/2} \frac{|dg(t)|}{t} \left[ \frac{G(u)}{u(t-u)} \right]^{t-1/2m} \int_{3/2m}^{\pi/2} \frac{|dg(t)|}{t} \int_{1/m}^{t-1/2m} G(u) \frac{t-2u}{u(t-u)^2} du \]

\[ = O\left\{ m \int_{3/2m}^{\pi/2} \frac{|dg(t)|}{t} \right\} + O\left\{ \int_{3/2m}^{\pi/2} \frac{|dg(t)|}{t} \int_{1/m}^{t-1/2m} \frac{du}{u(t-u)} \right\} \]

\[ = o(m \log m) + O\left\{ m \int_{3/2m}^{\pi/2} \frac{|dg(t)|}{t} \int_{1/m}^{t-1/2m} \frac{du}{u(t-u)} \right\} \]

Hence we get

\[ J_{41} = o(m \log m). \]

The circumstances for the remaining parts \( J_{42} \) and \( J_{43} \) are very simple. We have namely,

\[ |J_{42}| \leq A \int_{3/2m}^{\pi/2} \frac{|dg(t)|}{t} \int_{1/m}^{t} \frac{|dg(u)|}{u} = o(\log m), \]

and

\[ |J_{43}| \leq A \int_{1/m}^{\pi/2} \frac{|dg(t)|}{t} \int_{1/m}^{t} \frac{|dg(u)|}{u(u+t)} = o(\log m \int_{1/m}^{\pi/2} \frac{|dg(u)|}{u^2}). \]

Thus we get Theorem 3.

5. Proof of Theorem 4. Since \( f(t) \) is a continuous function of bounded variation, it is sufficient to prove (1.8), replaced \( \tau_{n}(x) \) by

\[ \tau_{n}^{*}(x) = \frac{1}{\pi} \int_{0}^{\pi} \frac{\sin n(x-u)}{2 \tan(x-u)/2} f(u) du. \]

We have

\[ \tau_{n}^{*}(x) - s = \frac{1}{\pi} \int_{0}^{\pi} \frac{\sin nt}{2 \tan t/2} \frac{1}{2} \frac{d}{dx} \frac{\sin n(x-u)}{2 \tan(x-u)/2} f(u) du. \]

We shall prove that

\[ (5.1) \quad \sum_{\nu=1}^{\infty} (\tau_{\nu}^{*}(x) - s)^2 r^{\nu} = o\left( \frac{1}{1-r} \right) \quad (r \uparrow 1), \]

from which we get easily\(^{1}\)

\(^{1}\) It follows from the inequality (valid for any \( p_{n} \geq 0 \))

\[ \sum_{0}^{m} p_{n} \leq (1-1/m)^{-m} \sum_{0}^{m} p_{n} (1-1/m)^{n} \leq 4 \sum_{0}^{m} p_{n} (1-1/m)^{n}, \quad m \geq 2. \]

Cf. O. SzÁSZ [10].
S. Izumi and M. Kinukawa

\[ \sum_{n=1}^{m} | \tau_{n}^{*}(x) - s |^2 = o(m). \]

The left side of (5.1) is

\[
(5.2) \quad \sum_{n=1}^{\infty} (\tau_{n}^{*}(x) - s) \frac{r^{n}}{\sin nt \sin nu} \frac{dg(u)}{2 \tan t/2} \frac{dg(t)}{2 \tan u/2} = \frac{1}{\pi^{2}} \sum_{n=1}^{\infty} r^{n} \sin nt \sin nu.
\]

Then

\[
P(u, t, r) = \frac{1}{2 \tan u/2 \cdot 2 \tan t/2} \sum_{n=1}^{\infty} r^{n} \sin nt \sin nu.
\]

The right side integral of (5.2) is majorated by\(^\text{1)}\)

\[
(5.3) \quad \int_{0}^{\pi} \int_{0}^{\pi} P(u, t, r) \frac{|dg(t)|^{2}}{dt} \frac{du}{dt} = \frac{1}{\pi^{2}} \int_{0}^{\pi} \frac{du}{2 \tan u/2} \frac{|dg(t)|^{2}}{dt} \frac{du}{2 \tan t/2} \left( \sum_{n=1}^{\infty} r^{n} \sin nt \sin nu \right).
\]

The integral may be written as

\[
(5.4) \quad \int_{0}^{1-r} + \int_{1-r}^{1} = O\left( \frac{1}{1-r} \int_{0}^{\pi} \frac{|dg(t)|^{2}}{dt} \frac{du}{dt} \right).
\]

\(^1\) For, the integral is the limit of

\[
\sum \sum P(u_i, t_j, r) |g(u_i) - g(u_{i-1})| |g(t_j) - g(t_{j-1})| = \sum \sum \sqrt{P(u_i, t_j, r)} |g(u_i) - g(u_{i-1})| \sqrt{t_j - t_{j-1}}.
\]

which tends to the integral (5.3).
Since the relation (1.8) depends only on the local property of $f(t)$ at $t=x$, we can suppose, from the beginning, that $f(t)=0$ for $|x-t|>|\delta|$, and then it may be supposed that the integral of (5.4) in the right side is sufficiently small, by the condition (1.9). Thus we have proved (5.1).

6. Proof of Theorem 5. From (5.2), it is sufficient to prove that

\begin{equation}
\int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} (1-r)^2 \left| \frac{dg(u)}{dg(v)} \right| \frac{|dg(u)||dg(v)|}{((1-r)^2+(u-v)^2)((1-r)^2+(u+v)^2)} = o(1) \quad (r \uparrow 1).
\end{equation}

By the symmetry, it suffices to consider the integral

\[ \int_{0}^{\pi/2} du \int_{u}^{\pi/2} dv. \]

Let $D_k$ be the set

\[ 0 \leq u \leq \pi, \quad 2^{k-1}(1-r) \leq v-u \leq 2^k(1-r), \]

contained in the triangle $0 \leq u \leq \pi/2, \ u \leq v \leq \pi/2$.

The integral (6.1) on $D_k$ is less than

\[ \int_{D_k} \frac{|dg(u)||dg(v)|}{\left[(1-r)^2+(u-v)^2\right]\left[(1-r)^2+(u+v)^2\right]} \leq \frac{1}{2^k} \int_{0}^{\pi/2} \frac{|dg(u)||dg(v)|}{\left[(1-r)^2+u^2\right]\left[(1-r)^2+u^2\right]} \leq \frac{1}{2^k} \int_{0}^{\pi/2} \frac{|dg(u)|}{\left[(1-r)^2+u^2\right]} \leq \frac{1}{2^k} \int_{0}^{\pi/2} \frac{|dg(u)|}{(1-r)^2+u^2} = I_k + J_k, \]

where

\[ I_k = \frac{1}{2^{k-1}} \int_{0}^{\pi/2} \frac{1}{1-r} \int_{0}^{\pi/2} \frac{|dg(u)|}{1-r} du, \]

and

\[ J_k = \frac{1}{2^{k-1}} \int_{0}^{\pi/2} \frac{1}{1-r} \int_{0}^{\pi/2} \frac{|dg(u)|}{1-r} du + \frac{1}{2^{k-1}} \int_{0}^{\pi/2} \frac{1}{1-r} \int_{0}^{\pi/2} \frac{|dg(u)|}{1-r} du. \]

$o$ being uniform in $k$. Thus, summing up above estimations, we get (6.1). Thus the theorem is proved.

7. Proof of Theorem 7. As usual if we put

\[ D_n(t) = (1-\cos nt)/2 \tan t/2, \]

then

\begin{equation}
\tilde{\tau}_n(x) = -\frac{1}{\pi} \int_{-\pi}^{\pi} f(u) \frac{d}{dx} D_n(u-x) du
- \frac{1}{\pi} \int_{-\pi}^{\pi} f(u) \frac{d}{du} \left[ -\frac{1}{2} \sin(n(u-x)) \right] du
= I(n) + J(n).
\end{equation}
We easily see that
\[ J(n) = -\frac{1}{2} (na_n \cos nx + nb_n \sin nx). \]

Hence we have, by the lemma,
\[
\sum_{n=1}^{m} |J(n)|^k \leq A \sum_{n=1}^{m} (|na_n|^k + |nb_n|^k) = o(m).
\]

For the first part of (7.1), we have, for \( n \leq m \),
\[
I(n) = -\frac{1}{\pi} \int_{0}^{\pi} \frac{\overline{D}_n^*(t)}{\pi} \left\{ f(x+t) + f(x-t) \right\} dt
= -\frac{1}{\pi} \int_{0}^{\pi} \overline{D}_n^*(t) \, dh(t)
= -\frac{1}{\pi} \left\{ \int_{0}^{1/m} + \int_{1/m}^{\pi} \right\} = I_1(n) + I_2(n).
\]

By the assumption, we have
\[
I_1(n) = O \left\{ \int_{0}^{1/m} \frac{dt}{t} |dh(t)| \right\} = O \left\{ n \int_{0}^{1/m} |dh(t)| \right\} = o(1)
\]
and
\[
I_2(n) = -\frac{1}{2\pi} \int_{1/m}^{\pi} \cot \frac{t}{2} \, dh(t) + \frac{1}{2\pi} \int_{1/m}^{\pi} \cot \frac{t}{2} \cos nt \, dh(t)
= -\frac{1}{2\pi} \left[ \cot \frac{t}{2} \, h(t) \right]_{1/m}^{\pi} - \frac{1}{2\pi} \int_{1/m}^{\pi} \frac{1}{2} \csc^2 \frac{t}{2} \, h(t) \, dt
+ \frac{1}{2\pi} \int_{1/m}^{\pi} \cot \frac{t}{2} \cos nt \, dh(t) = G_m + H_m + L_{mn}
\]
where
\[
G_m = -\frac{1}{2\pi} \cot \frac{1}{2m} h \left( \frac{1}{m} \right) = o(1),
\]
for \( h(t)/t \to 0 \) with \( t \), as \( f'(x) \) exists.

Collecting above results, we get
\[
\overline{\tau}_n(x) - H_m = L_{mn} + J + o(1).
\]

By virtue of (7.2), it is sufficient to show that
\[
\sum_{n=1}^{m} |L_{mn}|^k = o(m).
\]

For any \( \varepsilon > 0 \), there is a \( \delta \) such that
Let us put

\[ h(u) = h_1(u) + h_2(u) , \]

where

\[ h_1(u) = h(u) \quad \text{in} \quad (0, \delta/2) , \]

\[ = 0 \quad \text{in} \quad (\delta, \pi) \]

and \( h_1(u) \) is linear in \((\delta/2, \delta)\) and is continuous in \((0, \pi)\). Hence \( h_2(u) \) is also a continuous function of bounded variation which vanishes in \((0, \delta/2)\).

So we have

\[ L_{mn}(x) = \frac{1}{2\pi} \int_{1/m}^{\delta/2} \cot \frac{t}{2} \cos nt dh(t) \]

\[ = \frac{1}{2\pi} \int_{1/m}^{\pi} \cot \frac{t}{2} \cos nt dh_1(t) + \frac{1}{2\pi} \int_{1/m}^{\delta/2} \cot \frac{t}{2} \cos nt dh_2(t) \]

\[ = \overline{P}_{n} + \overline{Q}_{n} . \]

Since \( \overline{Q}_n \) is \( n \) times of the \( n \)-th Fourier coefficient of a continuous function of bounded variation, we have, by Lemma,

\[ \sum_{n=1}^{m} |\overline{Q}_n|^k = o(m) . \]

However

\[ \overline{P}_n = \frac{1}{2\pi} \int_{1/m}^{\delta/2} \cot \frac{t}{2} \cos nt dh(t) + o(1) \]

\[ = \overline{S}_n + o(1) . \]

Hence it suffices to show that

\[ \overline{T}_m = \sum_{n=1}^{m} |\overline{S}_n|^k = o(m) . \]

Similarly as in the proof of Theorem 1, we put

\[ \tilde{c}_n = |\overline{S}_n|^{k-1} \text{sgn} \overline{S}_n , \quad \tilde{A}_n(t) = \sum_{n=1}^{m} \tilde{c}_n \cos nt . \]

and

\[ \overline{T}_m = \sum_{n=1}^{m} |\tilde{c}_n| . \]

Then we have
$T_{m}^{k} = \sum_{n=1}^{m} \overline{c}_{n} \overline{S}_{n} = \sum_{n=1}^{m} \overline{c}_{n} \cdot \frac{1}{2\pi} \int_{1/m}^{3/2} \cot \frac{t}{2} \cos nt \, dh(t)$

$= \frac{1}{2\pi} \int_{1/m}^{3/2} \left( \sum_{n=1}^{m} \overline{c}_{n} \cos nt \right) \cot \frac{t}{2} \, dh(t)$

$= \frac{1}{2\pi} \int_{1/m}^{3/2} \overline{A}_{m}(t) \cot \frac{t}{2} \, dh(t)$.

Hence

$T_{m}^{k} \leq T_{m} \int_{1/m}^{3} \cot \frac{t}{2} |dh(t)| = o(T_{m}) + o \left( \int_{1/m}^{3} \frac{dt}{t (\log 1/t)^{a}} \right)$

$= o(T_{m}) + o(T_{m}^{k/k'} m^{1/k})$.

Thus we get

$T_{m}^{k} = o(m)$,

which is the required.

8. Proof of Theorem 8. As in the proof of Theorem 7, it is sufficient to show that

$\sum_{n=1}^{m} |\overline{S}_{n}|^{2} = \sum_{n=1}^{m} \left| \frac{1}{2\pi} \int_{1/m}^{3/2} \frac{\cos nt}{\tan t/2} \, dh(t) \right|^{2} = o(m)$.

For this purpose we have

$\left| \int_{1/m}^{3/2} \frac{\cos nt}{\tan t/2} \, dh(t) \right|^{2} = \int_{1/m}^{3/2} \frac{\cos nt}{\tan t/2} \, dh(t) \int_{1/m}^{3/2} \frac{\cos nu}{\tan u/2} \, dh(u)$

$= \frac{1}{2} \int_{1/m}^{3/2} \int_{1/m}^{3/2} dh(t) dh(u) \left\{ \cos (u-t) + \cos (u+t) \right\}$.

Hence we get

$\sum_{n=1}^{m} |\overline{S}_{n}|^{2} = \frac{1}{2(2\pi)^{2}} \int_{1/m}^{3/2} \int_{1/m}^{3/2} \frac{dh(t) dh(u)}{\tan t/2 \tan u/2} \left\{ \frac{\sin (m+1/2)(u-t)}{2\sin(u-t)/2} + \frac{\sin (m+1/2)(u+t)}{2\sin(u+t)/2} \right\} + o(m)$.

Thus the required result shall be obtained by the same argument used in the proof of Theorem 2.
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