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Abstract

The spontaneous motion of an elliptic camphor particle floating on water is studied theoretically
and experimentally. Considering a mathematical model for the motion of an elliptic camphor
particle in a two-dimensional space, we first investigate the asymptotic solutions with numerical
computation. We then introduce a small parameter ε into the definition of the particle shape,
which represents an elliptic deformation from a circular shape and, by means of perturbation
theory, we analytically calculate the travelling solution to within O(ε). The results show that
short-axis-directed travelling solutions primarily bifurcate from stationary solutions and that long-
axis-directed ones are secondary which means that elliptic camphor particles are easier to move in
the short-axis direction. Furthermore, we show that rotating solutions bifurcate from stationary
solutions and that the bifurcation point changes with O(ε2), which suggests that elliptic camphor
disks are easier to exhibit translational motion, rather than rotational, within the small deforma-
tion. Finally, our theoretical suggestions are confirmed by an experiment.
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1. Introduction

Spontaneous motion seen in the natural world has been an origin of fascination for many re-
searchers. What attracts us are the various manners of these motions and relevant phenomena,
such as spatiotemporal patterning. Examples include locomotion of motor proteins in living organ-
isms [1], swimming motions of motile bacteria [2], the chemical locomotion of metallic nanorods
in aqueous solutions [3], the spontaneous motion of surfactant particles atop liquid surfaces [4–
6], spontaneous droplet motions [7–10] and propagating solitary waves in a vertically vibrating
suspension [11].

To create a novel chemical motor that works efficiently under isothermal conditions, scientists
have been taking a cue from biological motors which convert chemical energy into mechanical
energy under almost isothermal and non-equilibrium conditions [12]. A so-called surfactant-water
system has been introduced as a prototype of such a chemo-mechanical energy transducer. For
example, an oil-water system in which an oil droplet exhibits vectorial motion in an aqueous
solution was investigated in 1993 and 1996 [7, 12]. In this system, the interaction of the surfactant
molecules in the aqueous solution and the iodide ions in the oil droplet imparts a surface instability
on the droplet, by means of a surfactant molecular layer which changes the surface pressure. As a
result, spontaneous motion and deformations are observed.

On the other hand, a camphor-water system in which a camphor particle exhibits unidirec-
tional motions, such as rotation and translation, atop water was introduced [4]. Regarding this
system, both experimental and theoretical studies showed that the spontaneous motion of surfac-
tant particles is attributable to nonuniformity of surface tension around the particle [13, 14]. They
also provided an important idea for realizing such nonuniformity; that is, the asymmetric design
of the system, e.g., shape of surfactant particles, shape of the chamber, chemical concentration
field, etc. Lately, a number of studies have given a variety of examples, along with an improved
understanding of spontaneous motions [8, 9, 15–18].

Considering the simple case in which a surfactant particle or droplet moves over an aqueous
surface, one can see that an asymmetric surface tension profile is necessary for inducing motion.
In fact, theoretical studies of a camphor-water system have shown that the symmetric profile
of surface tension for a standing camphor disk can be unstable with respect to an infinitesimal
perturbation, and then a motion in a certain direction is stabilized [14, 19]. Consequently, the
surface concentration of camphor molecules becomes asymmetric with respect to the center of the
camphor disk.

In the last decade, motions of surfactant particles, almost undeformable droplets, and that
of “camphor boats” as well, have been investigated by means of mathematical modelling under
certain conditions [14, 20, 21]. As mentioned above, they can explain the spontaneous symmetry
breaking and many other phenomena, such as oscillatory motions in a linear chamber [13] and
jamming in an annular channel [22–24]. Nevertheless, there are still many problems which are
difficult to explain using their spatial one-dimensional model. One example is found in an alcohol-
water system, in which an alcohol droplet with an appropriate volume deforms spontaneously
due to the Marangoni effect and then exhibits vectorial motion over an aqueous surface [9]. The
deformation of the droplet seems to drive the motion and vice versa, but the relationship between
motion and deformation has not yet been fully understood. Another example is a translational
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motion coupled with rotation in a camphor-water system whose spatial two-dimensional model
was introduced in 2005 [25]. However, so far, this model has been analyzed only for a circular disk,
which cannot exhibit rotational motion [19].

Among these problems, we are interested in the relationship between the shape (or deformation)
of surfactant particles (or droplets) and the spontaneous motion. One possible approach is to
investigate the shape-dependent motion neglecting the dynamics of deformation. For this purpose,
we consider the camphor-water system. The definition of the particle shape is based on recent
research on the self-propelled motion of deformable domains. As in [26, 27], small deformation of
a circular shape with a radius r0 can be written as

r(θ) = r0

[
1 +

∞∑
k=2

(ak cos kθ + bk sin kθ)

]
, (1)

where (r, θ) are two-dimensional polar coordinates, and ak and bk are infinitesimally small param-
eters. Here, we choose the 2-mode deformation by dropping all k-mode terms except for k = 2.
This is the most fundamental, but nontrivial, deformation that is an elliptic deformation.

When considering the elliptic shape of a camphor particle, we face a simple question: in which
direction does the elliptic camphor particle move? The present study provides us with an answer to
this question by means of numerical and analytical investigations based on mathematical modelling,
as well as on experimental observations.

2. Mathematical model

Based on previous papers [14, 25, 28], we introduce a mathematical model for the spontaneous
motion of a camphor particle atop a water surface. Let us consider a two-dimensional space Ω
(= �2) as the water surface and its subset Ωc as the interior of the camphor particle whose
boundary is defined as follows:

∂Ωc(xc, θc) = {x ∈ Ω | x = xc + p}, (2)

where xc(t) (= (xc(t), yc(t))) and θc(t) are the center of mass and characteristic angle of the
camphor particle, respectively, and p is the parametric representation for ∂Ωc (see Fig. 1). Let
u(t,x) be the surface concentration of the camphor molecular layer.

The model equations are as follows:

m
d2xc

dt2
= −ηt

dxc

dt
+ F , (3)

I
d2θc
dt2

= −ηr
dθc
dt

+ T, (4)

∂u

∂t
= D∆u− αu+ f(x,xc, θc), (5)
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Fig. 1 Schematic representation of the camphor-water system in a two-dimensional space.

where m and I are the mass and moment of inertia of the camphor particle, ηt and ηr are the
friction coefficients for translation and rotation, and D and α are the diffusion coefficient and
sublimation rate of the camphor molecular layer, respectively. In (3) and (4), F and T are the
driving force and torque exerted on the camphor particle due to the surface tension profile on ∂Ωc,
which are defined as follows:

F =

∫
∂Ωc

γ(u)ndℓ, (6)

T =

∫
∂Ωc

γ(u)p× ndℓ, (7)

where n is the outer unit normal vector on ∂Ωc. The notation “×” denotes the two-dimensional
vector product. The surface tension γ is assumed to be a decreasing function of u. Based on the
experimental measurements [29], we apply the Hill-type function as follows:

γ(u) =
βnγ0

βn + un
+ γ1, (8)

where β, γ0 and γ1 are positive constants and n is a positive integer. In (5), f is given by

f(x,xc, θc) =

{
f0, x ∈ Ω̄c,

0, x ∈ Ω \ Ω̄c,
(9)

where f0 is the supply rate of the camphor molecular layer and Ω̄c is the closure of Ωc. The initial
conditions are

(xc(0),
dxc

dt
(0)) = (x0,v0), (10)

(θc(0),
dθc
dt

(0)) = (θ0, ω0), (11)

u(0,x) = 0, x ∈ Ω, (12)
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and the boundary condition is

lim
|x|→∞

u(t,x) = 0. (13)

Finally, to guarantee the existence and uniqueness of the solutions, we consider a regularity con-
dition as follows:

u(t, ·) ∈ C1(Ω). (14)

To normalize the system (2)–(14), we introduce the following dimensionless variables:

t̃ = αt, x̃ =

√
α

D
x, x̃c(t̃) =

√
α

D
xc(t), θ̃c(t̃) = θc(t), ũ(t̃, x̃) =

α

f0
u(t,x),

and the notations:

Ω̃ = {
√
α

D
x | x ∈ Ω}, Ω̃c = {

√
α

D
x | x ∈ Ωc}, p̃ =

√
α

D
p, ñ =

√
α

D
n,

dℓ̃ =

√
α

D
dℓ, m̃ =

∫
Ω̃c

dx̃, Ĩ =

∫
Ω̃c

|x̃− x̃c|2dx̃, η̃t =
1

ρD
ηt, η̃r =

α

ρD2
ηr,

β̃ =
α

f0
β, γ̃0 =

1

αρD
γ0, γ̃1 =

1

αρD
γ1,

where ρ is a constant expressing the surface density of the camphor particle. Removing the tilde
(˜) from each character, we derive the dimensionless system of (2)–(14) as follows:

∂Ωc(xc, θc) = {x ∈ Ω | x = xc + p}, (15)

m
d2xc

dt2
= −ηt

dxc

dt
+

∫
∂Ωc

γ(u)ndℓ, (16)

I
d2θc
dt2

= −ηr
dθc
dt

+

∫
∂Ωc

γ(u)p× ndℓ, (17)

∂u

∂t
= ∆u− u+ f(x,xc, θc), (18)

γ(u) =
βnγ0

βn + un
+ γ1, (19)

f(x,xc, θc) =

{
1, x ∈ Ω̄c,

0, x ∈ Ω \ Ω̄c,
(20)
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(xc(0),
dxc

dt
(0)) = (x0,v0), (21)

(θc(0),
dθc
dt

(0)) = (θ0, ω0), (22)

u(0,x) = 0, x ∈ Ω, (23)

lim
|x|→∞

u(t,x) = 0, (24)

u(t, ·) ∈ C1(Ω). (25)

3. Numerical results

In this section, we numerically solve (15)–(25) assuming that the camphor particle has an
elliptical shape as follows:

∂Ωc(xc, θc) := {(x, y) ∈ Ω | h(x,xc, θc) = 0}. (26)

Here, we put

h(x,xc, θc) =
x̂2

a2
+
ŷ2

b2
− 1, (x̂, ŷ) = (x− xc, y − yc)R(θc),

where R is the rotation matrix given by

R(θ) =

(
cos θ − sin θ

sin θ cos θ

)
.

For the numerical computation, we replace (24) with the following periodic boundary condition
by letting Ω = {(x, y) | 0 ≤ x < Lx, 0 ≤ y < Ly}:

u(t, (0, y)) = u(t, (Lx, y)),
∂u

∂x
(t, (0, y)) =

∂u

∂x
(t, (Lx, y)), 0 ≤ y < Ly,

u(t, (x, 0)) = u(t, (x, Ly)),
∂u

∂y
(t, (x, 0)) =

∂u

∂y
(t, (x, Ly)), 0 ≤ x < Lx,

t ≥ 0, (27)

where Lx and Ly are taken to be much greater than unity [30]. Also, instead of (20) and (25), we
use the following C1 function as an approximation of (20):

f(x,xc, θc) ≈
1

2

(
1− tanh

h(x,xc, θc)

λ

)
, (28)

where λ is a small parameter.
First, we investigate the asymptotic numerical solutions of (16)–(26) by computing (16)–(19),

(21)–(23), (26)–(28). In (21) and (22), we assume the following initial slight perturbation to the
translation and rotation:

v0 = (δ1, δ1), ω0 = δ2, (29)
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where δ1 and δ2 are small positive parameters, and θ0 in (22) is set to be 0. Fig. 2(a) shows the
mode diagram of the asymptotic solutions, in which we take ηt and ηr as control parameters, and
Fig. 2(b) shows the profiles of u for the solutions in Fig. 2(a). In Fig. 2, there are three types of
solutions; the stationary state (i.e., stationary solution symbolized by SS) is shown in region A,
the solution corresponding to steady translation in the short-axis direction (i.e., short-axis-directed
travelling solution STS) in region B, and the steady rotation solution (i.e., rotating solution RS)
in region C. Solutions denoted by the cross (×) are ambiguous ones, whose velocity or angular
velocity continued oscillating with small but non-negligible amplitude.

Fig. 2 Numerical results. (a) Mode diagram of the asymptotic solutions with respect to ηt and
ηr, in which the filled square denotes the stationary solution (SS), filled diamond the short-axis-
directed travelling solution (STS), black-edged gray disk the rotating solution (RS) and cross the
ambiguous solution. The letters A, B and C represent the parameter regions in which the solutions
SS, STS and RS are observed, respectively. (b) Profiles of u of the solutions SS, STS and RS. The
gray level represents the magnitude of u except for the interior of Ωc, which is shown in the color
bar on the right. The parameters are β = 0.4, γ0 = 2.5, λ = 0.01, a = 1, b = 0.5, δ1 = 0.1 and
δ2 = 0.1.

In Fig. 2(a), the appearance of SS in the region A is understandable, because the parameters
ηt and ηr are large in this region. When passing from region A to region B with decreasing ηt, the
solutions change from SS to STS. On the other hand, from region A to region C with decreasing
ηr, the solutions change from SS to RS. These mode changes can be explained in terms of pitch-
fork bifurcations as we will see later in Fig. 3. From Fig. 2, we find that possible solutions which
bifurcate from stationary solutions are travelling and rotating solutions. Hence, we consider the
following restricted problems to capture these solutions.

The first restricted problem is the one neglecting the rotational motion. When taking into
account the mirror symmetry of the elliptical shape, we can expect that the long-axis-directed
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travelling solution (LTS) potentially exists. To capture the solutions STS and LTS, we replace (16)
with m

d2xc
dt2

= −ηt
dxc
dt

+ ex ·
∫
∂Ωc

γ(u)ndℓ,

yc(t) ≡ y0,

(30)

and numerically solve the restricted problems (17)–(26) and (30) with b/a = 2 for STS and
a/b = 2 for LTS, under the constraint θc(t) ≡ 0. Fig. 3(a) shows the bifurcation diagrams for these
problems. As seen in Fig. 3(a), each STS primarily bifurcates from SS with a decrease in ηt and
secondly LTS, which indicates that the STS are stable, while the LTS are unstable. The second
restricted problem neglects the translational motion, in which we consider the system (16)–(26)
under the constraint, xc(t) ≡ x0. Fig. 3(b) shows the bifurcation diagram for this problem, in
which a supercritical pitch-fork bifurcation occurs near ηr = 0.0205.

Fig. 3 (a) Bifurcation diagrams for the solutions SS, STS and LTS. The abscissa and ordinate
denote ηt and v, respectively, where v is the asymptotic velocity numerically computed for large t.
(b) Bifurcation diagram for the solutions SS and RS. The abscissa and ordinate denote ηr and ω,
respectively, where ω is the asymptotic angular velocity numerically computed for large t. In (a)
and (b), the filled circle denotes the stable solution, while the empty circle denotes the unstable
one. All parameters are the same as those in Fig. 2.

From Figs. 2 and 3, we can predict that camphor particles with elliptical shape tend to move in
the short-axis direction at least in the case that ηr ≫ 0. To confirm this result for different ellipticity,
we numerically compute the bifurcation points of the LTS (symbolized by ηLTS) and those of STS
(symbolized by ηSTS) based on the restricted problem (18)–(26) and (30), as a function of the
parameter a subject to the constraint that the area of the camphor particle is kept constant at
πr20, where r0 is a positive constant. Fig. 4 shows the bifurcation curve on which the bifurcation
points of the numerical solutions LTS and STS are plotted. In the figure, one can see that ηSTS
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is greater than ηLTS for any value of a ( ̸= r0), and that ηSTS increases with an increase in b near
the point at a = b = r0. This means that the elliptical deformation of a circular camphor disk can
drive its short-axis-directed motion.

Fig. 4 Bifurcation curves obtained from the numerical computations with the restricted problems
(17)–(26) and (30) in which the area of the camphor particle is kept constant at πr20. The empty
and filled circles respectively denote (ηLTS, a/r0) and (ηSTS, b/r0), which are the bifurcation points
of the long- and short-axis-directed travelling solutions. The horizontal dotted line represents
max{a, b}/r0 =

√
2, which is the same as that in Fig. 2.

4. Analytical results

When a camphor particle has an exact circular shape, f in (18) has the circular symmetry.
Hence, (16) and (18) are independent of θc. Thus, (17) is separated from the system and can be
neglected. In this case, the system, (15)–(25), becomes essentially the same as the existing model
[19]. Generalized model, in which Ωc is defined as a disk with k-mode deformation, enables us to
investigate the contribution of the particle shape to the motion. As a special case of k = 2, the
camphor particle has an elliptic shape whose magnitude of deformation from a circular shape is
infinitesimally small. Hereinafter, we call this camphor particle an “elliptic camphor disk”.

In Section 4.1, we investigate bifurcations from stationary to travelling solutions without regard
to rotation, which offers helpful suggestions on the direction of motion of the elliptic camphor disk in
the experiment. In Section 4.2, we also investigate bifurcation from stationary to rotating solution
without regard to translation, which provides us with better understanding on the relationship
between elliptic deformation and rotation.

4.1. Analysis I: translation of an elliptic camphor disk

Based on (1), we define the shape of the elliptic camphor disk as follows:

∂Ωc(xc) = {(x, y) = (xc, yc) + r0(1 + ε cos 2θ)(cos θ, sin θ) | 0 ≤ θ < 2π}, (31)
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where ε is a parameter for the elliptic deformation from a circle with radius r0. We take |ε| ≪ 1,
then (31) becomes a first approximation of (26) by letting a = r0(1 + ε) and b = r0(1− ε).

Let us assume that the elliptic camphor disk is moving along the x axis at a constant velocity
vex, where ex is the unit vector in the x-axis direction. Note that if ε > 0, then the camphor disk
moves in the long-axis direction, while if ε < 0, it moves in the short-axis direction (see Fig. 5). In
both cases, it is expected that the profile of u has the mirror symmetry with respect to the long-
or short-axis direction, and hence the torque is cancelled:∫

∂Ωc

γ(u)p× ndℓ = 0.

Thus, under the conditions as in Fig. 5, we can neglect the equation of rotation (17). The above
constraint can be proved through the following analysis, but the details are not given here for the
sake of brevity.

Fig. 5 Schematic representation for the assumption.

To view the system from a co-moving frame, we introduce z (= (z, y)), zc (= (zc, yc)) and U
such that

z(t) = (x− vt, y), zc(t) = (xc − vt, yc), U(z) = u(t,x).

Then, (16) and (18) become

0 = −ηtvez +
∫
∂Ωc

γ(U)ndℓ, (32)

−v∂U
∂z

= ∆U − U + f(z, zc), (33)

where

f(z,zc) =

{
1, z ∈ Ω̄c,

0, z ∈ Ω \ Ω̄c,
(34)
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and (24) and (25) become

lim
|z|→∞

U(z) = 0, (35)

U(·) ∈ C1(Ω). (36)

We can set zc(t) ≡ 0 without loss of generality.
Next, we introduce the polar coordinates (r, θ) such that

(z, y) = (r cos θ, r sin θ), U(r, θ) := U(z),

after which (31)–(36) become as follows:

∂Ωc(r, θ) = {(r, θ) ∈ Ω | r = r0(1 + ε cos 2θ), 0 ≤ θ < 2π}, (37)

0 = −ηtvez +
∫ 2π

0

γ(U(r0(1 + ε cos 2θ), θ))n(θ)r0
(
1 + ε cos 2θ +O(ε2)

)
dθ, (38)

−v
(
cos θ

∂U

∂r
− sin θ

r

∂U

∂θ

)
=
∂2U

∂r2
+

1

r

∂U

∂r
+

1

r2
∂2U

∂θ2
− U + f(r, θ), (39)

f(r, θ) =

{
1, r ≤ r0(1 + ε cos 2θ),

0, r > r0(1 + ε cos 2θ),

lim
r→∞

U(r, θ) = 0, (40)

U(·, θ) ∈ C1((0,∞)), (41)

where

n(θ) = (cos θ − 2ε sin θ sin 2θ, sin θ + 2ε cos θ sin 2θ) +O(ε2).

From (37)–(41), we can calculate the bifurcation point of the travelling solution by means of
perturbation method (see Appendix A in detail). Let U(r, θ; ε, v) be a function satisfying (39)–(41)
and consider the expansion of U(r, θ; ε, v) with respect to an infinitesimally small ε and v as follows

U(r, θ; ε, v) =
∞∑
n=0

(Un(r, θ) + εŨn(r, θ))v
n +O(ε2), (42)

where Un and Ũn (n = 0, 1, 2, · · · ) are the functions satisfying (40) and (41). Substituting (42) into
U in (39), we successively obtain Un and Ũn (n = 0, 1, 2, · · · ). Substituting (42) into U in (38)
yields

ηtv = ez ·
∫ 2π

0

γ(U(r0(1 + ε cos 2θ), θ; ε, v))n(θ)r0(1 + ε cos 2θ)dθ +O(ε2)

= (k1 + εk̃1)v + (k3 + εk̃3)v
3 +O(ε2) +O(v5), (43)
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where k1, k̃1, k3 and k̃3 are the constants determined by the parameters. For example, k1 and k̃1
are given as follows:

k1 = −πr
4
0

4
γ′(U00)(I0K0 − I2K2), (44)

k̃1 =
πr40
2
γ′(U00)(I1K1 − I2K2)−

πr70
32

γ′′(U00)(I0K0 − I2K2)

(
I1K1 − I2K2 −

4

r0
I1K1

)
, (45)

where we define In = In(r0), Kn = Kn(r0) and U00 = r0I1K0. Here, k1 is shown to be positive from
the following inequality [32]:

Im(r)Km(r)− In(r)Kn(r) > 0 (m < n). (46)

Hence, (43) shows that a pitch-fork bifurcation occurs at ηt = k1 + εk̃1 and that the velocity of
the travelling solution near the bifurcation point is given by

v ≈ ±

√
ηt − (k1 + εk̃1)

k3 + εk̃3
.

Furthermore, one can see that for small r0 the sign of k̃1 is mainly governed by the first term of
the right-hand side of (45), which is negative. In fact, with the same parameters as those in Fig. 2,

k1 ≈ 0.380288, k̃1 ≈ −0.266656.

Considering that the x axis corresponds to the long- and short-axis direction when ε is positive
and negative, respectively, and that k̃1 is negative, we find that the bifurcation point of the long-
axis-directed travelling solution is smaller than that of the short-axis-directed one. This means
that the elliptic camphor disk is easier to move in the short-axis direction within the neighborhood
of the bifurcation point. Fig. 6 shows the bifurcation curve obtained from (43) and the numerical
computation, on which ηt and ε at the bifurcation point are plotted. In the figure, the gray line
and empty circles are for ε > 0, while the black line and filled circles are for ε < 0. This shows
that the travelling solutions bifurcate from the stationary solution for the circular camphor disk,
whose bifurcation point changes with O(ε).

Finally, we examine the bifurcation type, super- or sub-critical, of the travelling solution for a
circular camphor disk. Set ε = 0 in (43), then we obtain

ηtv = k1v + k3v
3 +O(v5),

where

k3 =
πr60
32

γ′(U00)

(
−I0K0 +

2

r20
I1K1 + I2K2

)
+
πr80
512

γ′′(U00)(−I0K0 + I2K2)

{
10I0K0 −

(
16

r20
− 1

)
I1K1 − 10I2K2 + I3K3

}
+
πr100
512

γ(3)(U00)(−I0K0 + I2K2)
2.
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Fig. 6 Bifurcation curves obtained from analytical and numerical calculations. The gray and black
lines are obtained from (43) while the empty and filled circles are from the numerical computation
performed by the same manners with that of Fig. 4. The gray line and empty circles are for ε > 0,
while the black line and filled circles are for ε < 0.

It is noteworthy that if γ is defined as a linear function, i.e., γ′′(U00) and γ
(3)(U00) are zero, then

k3 has a negative value [31]. However, since γ is the nonlinear function (19), the sign of k3 can
depend on the parameters of the model. Fig. 7 shows the nullcline of k3(r0, β) = 0 by taking r0
and β as control parameters, where r0 is given in (31) and β in (19). As seen in the figure, one can
see that k3 is positive for small β, which induces a subcritical pitch-fork bifurcation. Experimental
verification of this prediction is an interesting problem, which remains for future work.

Fig. 7 The nullcline of k3(r0, β) = 0, where γ0 = 2.5, n = 2.
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4.2. Analysis II: rotation of an elliptic camphor disk

Based on (1), we define the shape of the elliptic camphor disk as follows:

∂Ωc(θc) = {(x, y) = r0(1 + ε cos 2θ)(cos θ, sin θ)R(−θc) | 0 ≤ θ < 2π}, (47)

where ε is an infinitesimal parameter for the elliptic deformation from a circle with a radius r0.
Let us assume that the elliptic camphor disk is rotating at a constant angular velocity ω with its

center at the origin (see Fig. 8). In this case, it is expected that the profile of u has the π-rotational
symmetry with respect to xc, and hence the driving force for translation is cancelled:∫

∂Ωc

γ(u)ndℓ = 0.

Thus, under the condition as in Fig. 8, we can neglect the equation of translation (16). The above
constraint can be proved through the following analysis, but the details are not given here for the
sake of brevity.

Fig. 8 Schematic representation for the assumption. The thick solid line represents the elliptic
camphor disk with |ε| ≪ 1, while the dashed line represents the circular disk.

To view the system from a co-rotating frame, we introduce ξ (= (ξ1, ξ2)), ϕc and V such that

ξ(t) = (x, y)R(ωt), ϕc(t) = θc − ωt, V (ξ) = u(t,x).

Then, (17) and (18) become

0 = −ηrω +

∫
∂Ωc

γ(V )p× ndℓ, (48)

ω

(
∂V

∂z
ξ2 −

∂V

∂w
ξ1

)
= ∆V − V + f(ξ, ϕc), (49)
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where

f(ξ, ϕc) =

{
1, ξ ∈ Ω̄c,

0, ξ ∈ Ω \ Ω̄c,
(50)

and (24) and (25) become

lim
|ξ|→∞

V (ξ) = 0, (51)

V (·) ∈ C1(Ω). (52)

We can set ϕc(t) ≡ 0 without loss of generality.
Next, we introduce the polar coordinates (r, θ) such that

(ξ1, ξ2) = (r cos θ, r sin θ), U(r, θ) := U(ξ),

after which (47)–(52) become

∂Ωc(r, θ) = {(r, θ) ∈ Ω | r = r0(1 + ε cos 2θ), 0 ≤ θ < 2π}, (53)

0 = −ηrω +

∫ 2π

0

γ(V (r0(1 + ε cos 2θ), θ))p(θ)× n(θ)r0(1 + ε cos 2θ +O(ε2))dθ, (54)

−ω∂V
∂θ

=
∂2V

∂r2
+

1

r

∂V

∂r
+

1

r2
∂2V

∂θ2
− V + f(r, θ), (55)

f(r, θ) =

{
1, r ≤ r0(1 + ε cos 2θ),

0, r > r0(1 + ε cos 2θ),
(56)

lim
r→∞

V (r, θ) = 0, (57)

V (·, θ) ∈ C1((0,∞)), (58)

where

p(θ)× n(θ) = (2r0 sin 2θ)ε+O(ε3).

From (53)–(58), we can calculate the bifurcation point of the rotating solution by means of
perturbation method (see Appendix B in detail). Let V (r, θ; ε, ω) be a function satisfying (55)–
(58) and consider the expansion of V (r, θ; ε, ω) with respect to an infinitesimally small ε and ω as
follows:

V (r, θ; ε, ω) =
∞∑
n=0

(Vn(r, θ) + εṼn(r, θ))ω
n +O(ε2), (59)

15



where Vn and Ṽn (n = 0, 1, 2, · · · ) are the functions satisfying (57) and (58). Substituting (59) into
V in (55), we successively obtain Vn and Ṽn (n = 0, 1, 2, · · · ). Substituting (59) into V in (54)
yields

ηrω =

∫ 2π

0

γ(V (r0(1 + ε cos 2θ), θ; ε, ω))p(θ)× n(θ)r0(1 + ε cos 2θ)dθ +O(ε3),

= ε2(l̃1ω + l̃3ω
3) +O(ε3) +O(ω5). (60)

The constants l̃1 and l̃3 are given as follows:

l̃1 =
πr60
2
γ′(V00)(−I1K1 + I3K3), (61)

l̃3 =
πr80
18

γ′(V00)(3I1K1 − 2I2K2 − 3I3K3 + 2I4K4), (62)

where we define In = In(r0), Kn = Kn(r0) and V00 = r0I1K0. Here, l̃1 is shown to be positive while
l̃3 be negative from (46) and the following inequality [32]:

2In(r)Kn(r) ≤ In−1(r)Kn−1(r) + In+1(r)Kn+1(r).

(Taking ψn := InKn in (62), we see that 3ψ1−2ψ2−3ψ3+2ψ4 ≥ 2ψ1−4ψ3+2ψ4 ≥ 2(ψ1−ψ2) > 0.)
Hence, (60) shows that a supercritical pitch-fork bifurcation occurs at ηr = ε2l̃1 and that the angular
velocity of the rotating solution near the bifurcation point is given by

ω ≈ ±1

ε

√
ηr − ε2l̃1

l̃3
(|ε| ̸= 0).

Fig. 9 shows the bifurcation curve on which ηr and ε at the bifurcation point are plotted. In the
figure, the solid line is obtained from (60) and the filled circles from numerical computation. This
shows that the rotating solution bifurcates from the stationary solution for the circular camphor
disk, whose bifurcation point changes with O(ε2).

5. Experiment

5.1. Experimental method
In this section, we examine the motion of an elliptic camphor particle on water experimentally.

We used (+)-Camphor from Wako Pure Chemical Industries Co., Ltd. (Osaka, Japan) and purified
water fromMatsuba Chemical Co., Ltd. (Osaka, Japan). The elliptic camphor particle was prepared
by putting camphor powder into an elliptical template (No. E201N, Sanko, Japan). The upper
surface of the camphor particle was colored with black ink for easier visualization. Then, we
prepared a rectangular water bath (size: ca. 32 by 23 cm), in which we poured 1000-mL of purified
water. The depth of the water in the bath was approximately 15 mm. After placing the elliptic
camphor particle (size: ca. 13.5 by 6.5 mm, thickness: ca. 1 mm) on the water, we monitored its
motion with a digital video camera (Sony HDR-XR520V) from above. All measurements were
carried out at least three times at room temperature (ca. 23 ◦C). The images were then analyzed
with image processing software (ImageJ, National Institutes of Health, USA).
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Fig. 9 Bifurcation curves obtained from the analytical and numerical calculations. The solid line
is obtained from (60) and the filled circles from the numerical computation with the restricted
problem neglecting the translational motion, in which the area of the camphor particle is kept
constant at πr20.

5.2. Experimental results

Fig. 10 shows the experimental results of the motion of the elliptic camphor particle on water.
In Fig. 10(a), one can see that the camphor particle moves mainly in the short-axis direction.
To clarify the tendency of the motion in the short-axis direction, we examined the angle profile
(χ(t), ϕ(t)) throughout a 60 second interval, where χ(t) is the angle between the x-axis and the
directional vector in the short-axis of the elliptic camphor particle, and ϕ(t) is the angle between the
x-axis and the velocity vector (see Figs. 10(b) and (c)). From Fig. 10(b), we found that ϕ(t) ≈ χ(t),
which means that the camphor particle moves mainly in the short-axis direction. This experimental
result is consistent with our theoretical one.

6. Conclusion

Our numerical and analytical results showed that travelling and rotating solutions bifurcate
from stationary solutions via pitch-fork bifurcations, and that the stable travelling solution is
directed in the short axis. This result may be intuitively explained as follows: at least there are
two perspectives considered:

(i) Projected length of an ellipse on the long axis is larger than that on the short axis, which
induces the greater driving force in the short-axis direction.

(ii) The difference of u between both sides of the camphor in the long-axis direction is greater
than that in the short-axis direction, which induces the greater driving force in the long-axis
direction.
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Fig. 10 Experimental results on the motion of an elliptic camphor particle on water [31]. (a)
Superposed snapshots, each of which is taken every 1/6 seconds. It can be seen that the camphor
particle moves from right to left with an almost constant velocity. (b) Correlation between the
angles χ and ϕ. (c) Definition of χ and ϕ, which are the angles of v and w from the x axis,
respectively. Here, v is the velocity vector and w is the directional vector in the short-axis direction
of the elliptic camphor particle. The plotted data (b) were obtained from the experimental movie
which was taken for 60 seconds.

Although (i) and (ii) conflicts with each other, the contribution of (i) is more effective than that
of (ii) in our present camphor-water system, which results in motions in the short-axis direction.

Analytical results clarified that the bifurcation point of the long- and short-axis-directed trav-
elling solutions change with O(ε) while that of the rotating solution changes with O(ε2) for small
ε. Thus, we found that the elliptic camphor disk is easier to exhibit translation than rotation,
at least within the infinitesimally small ε. The above results were confirmed by a camphor-water
system experiment, which showed that elliptic camphor particles tend to move straightly in the
short-axis direction.

Applying the perturbation method as shown above, we can also calculate the bifurcation points
of the travelling and rotating solutions for the camphor disk with k-mode deformation. As a result,
we can suggest that the deformation of k-mode for k ≥ 3 does not affect the translational motion
as far as the deformation of first order of ε (infinitesimally small parameter for deformation) is
considered. Of course, by considering the second order of ε, every mode can affect the translational
motion through the mode coupling, which becomes the calculation more complicated. In contrast,
every mode for k ≥ 3 affects the rotational motion in the same way as that for k = 2 mode; the
rotation is induced in the order of ε2. It is noted that the coefficient for the torque is larger as k
is larger, i.e., large-mode deformation strongly drives rotational motion.

The present study provides us with the following future work. First, stability analysis of the
elliptic camphor disk travelling solution is necessary for a more rigorous discussion. According to
the [19], the stable stationary solution of circular camphor disks becomes unstable with a decrease
in the friction parameter for translation. We would like to apply this theory to our present system
to show that the solution can converge to the short-axis-directed travelling solution. Second, to
make the mathematical model more realistic, we should consider the inertia resistance as well as
the hydrodynamic effect such as Marangoni convection. Finally, clarifying the global bifurcation
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structure hidden in Fig. 2 remains an interesting problem. Although the details are not given
in the present paper, we numerically revealed that for small ηr the short-axis-directed travelling
solution bifurcates from the stationary solution and the travelling-rotating solution bifurcates
from the rotating solution. To tackle this problem analytically, we must consider large elliptical
deformations of the particle shape, to which we hope that we can apply elliptic coordinates and
the theory of Mathieu functions.
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Appendix A. Perturbation method for the travelling solution

To obtain Un and Ũn (n = 0, 1, 2, · · · ) in (42), we first consider the following expansion of
U(r, θ; ε, v):

U(r, θ; ε, v) =
∞∑
n=0

Un(r, θ; ε)v
n, (A.1)

where Un(r, θ; ε) (n = 0, 1, 2, · · · ) are the functions satisfying the following equation for n = 0:

0 =
∂2Un

∂r2
+

1

r

∂Un

∂r
+

1

r2
∂2Un

∂θ2
− Un + f(r, θ), (A.2)

f(r, θ) =

{
1, r ≤ r0(1 + ε cos 2θ),

0, r > r0(1 + ε cos 2θ),

and for n = 1, 2, · · · ,

−
(
cos θ

∂Un−1

∂r
− sin θ

r

∂Un−1

∂θ

)
=
∂2Un

∂r2
+

1

r

∂Un

∂r
+

1

r2
∂2Un

∂θ2
− Un, (A.3)

as well as the following conditions:

lim
r→∞

Un(r, θ) = 0, (A.4)

lim
r→+0

Un(r, θ) <∞, lim
r→+0

∂Un

∂r
(r, θ) = 0, (A.5)

U (i)
n (r0, θ) + ε

∂U
(i)
n

∂r

∣∣∣∣
r=r0

r0 cos 2θ = U (o)
n (r0, θ) + ε

∂U
(o)
n

∂r

∣∣∣∣
r=r0

r0 cos 2θ, (A.6)

∂U
(i)
n

∂r

∣∣∣∣
r=r0

+ ε
∂2U

(i)
n

∂r2

∣∣∣∣
r=r0

r0 cos 2θ + 2ε
sin 2θ

r0

∂U
(i)
n

∂θ

∣∣∣∣
r=r0

=
∂U

(o)
n

∂r

∣∣∣∣
r=r0

+ ε
∂2U

(o)
n

∂r2

∣∣∣∣
r=r0

r0 cos 2θ + 2ε
sin 2θ

r0

∂U
(o)
n

∂θ

∣∣∣∣
r=r0

. (A.7)

Here, (i) and (o) denote the inside and outside of Ωc, respectively. Note that (A.5)–(A.7) are derived
from (36), in particular (A.6) and (A.7) are from the Taylor expansion of the following equations,
respectively:

U (i)(r0(1 + ε cos 2θ), θ) = U (o)(r0(1 + ε cos 2θ), θ),(
∇U (i)

n

∣∣
r=r0(1+ε cos 2θ)

)
· n(θ) =

(
∇U (o)

n

∣∣
r=r0(1+ε cos 2θ)

)
· n(θ).
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We consider the general solutions of (A.2) and (A.3). Since (A.2) and (A.3) are linear equations,

their general solutions U
(g)
n (r, θ; ε) can be written as

U (g)
n (r, θ; ε) = U (p)

n (r, θ; ε) + U (c)(r, θ; ε),

where U
(p)
n (r, θ; ε) is a particular solution of (A.2) or (A.3) and U (c)(r, θ; ε) is the general solution

of the complementary equation of (A.2) or (A.3):

∂2U

∂r2
+

1

r

∂U

∂r
+

1

r2
∂2U

∂θ2
− U = 0. (A.8)

(A.8) can be solved by separation of variables and the solution can be written as follows:

U (c)(r, θ; ε) =
∞∑
k=0

[(
AkIk(r) +BkKk(r)

)
cos kθ +

(
CkIk(r) +DkKk(r)

)
sin kθ

]
,

where Ak, Bk, Ck and Dk are arbitrary constants. We can also find U
(p)
n (r, θ; ε): e.g.,

U
(p)(i)
0 (r, θ; ε) = 0,

U
(p)(o)
0 (r, θ; ε) = 1,

U
(p)(i)
1 (r, θ; ε) = 1− r0K1(r0)I0(r),

U
(p)(o)
1 (r, θ; ε) = r0I1(r0)K0(r).

Next, we consider the solutions of (A.2) and (A.3) under the conditions (A.4)–(A.7). Imposing

(A.4) and (A.5) on U
(g)
n (r, θ; ε), we can describe Un(r, θ; ε) as follows:

U (i)
n (r, θ; ε) = U (p)(i)

n (r, θ; ε) +
∞∑
k=0

(
An,kIk(r) cos kθ + Cn,kIk(r) sin kθ

)
, (A.9)

U (o)
n (r, θ; ε) = U (p)(o)

n (r, θ; ε) +
∞∑
k=0

(
Bn,kKk(r) cos kθ +Dn,kKk(r) sin kθ

)
, (A.10)

where An,k, Bn,k, Cn,k and Dn,k are the constants to be determined by (A.6) and (A.7).
Finally, to determine the constants An,k, Bn,k, Cn,k and Dn,k, we expand each with respect to

small ε:

An,k(ε) = an,k + εãn,k +O(ε2),

Bn,k(ε) = bn,k + εb̃n,k +O(ε2),

Cn,k(ε) = cn,k + εc̃n,k +O(ε2),

Dn,k(ε) = dn,k + εd̃n,k +O(ε2).
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Setting ε = 0 in (A.6) and (A.7), we obtain an,k, bn,k, cn,k and dn,k: e.g.,
a0,k = b0,k = 0 (k ̸= 0, k = 1, 2, · · · ),

c0,k = d0,k = 0 (k = 0, 1, 2, · · · ),

a0,0 = −r0K1(r0), b0,0 = r0I1(r0),


a1,k = b1,k = 0 (k ̸= 1, k = 0, 2, 3, 4, · · · ),

c1,k = d1,k = 0 (k = 0, 1, 2, · · · ),

a1,1 = −r
2
0

2
K2(r0), b1,1 =

r20
2
I2(r0).

When considering (A.6) and (A.7) within the first order of ε, we obtain ãn,k, b̃n,k, c̃n,k and d̃n,k:
e.g., 

ã0,k = b̃0,k = 0 (k ̸= 2, k = 0, 1, 3, 4, 5, · · · ),

c̃0,k = d̃0,k = 0 (k = 0, 1, 2, · · · ),

ã0,2 = r20K2(r0), b̃0,2 = r20I2(r0),


ã1,k = b̃1,k = 0 (k ̸= 1, 3, k = 0, 2, 4, 5, 6, · · · ),

c̃1,k = d̃1,k = 0 (k = 0, 1, 2, · · · ),

ã1,1 =
r30
4
K1(r0), b̃1,1 =

r30
4
I1(r0), ã1,3 =

r30
4
K3(r0), b̃1,3 =

r30
4
I3(r0).

Substituting the above results into (A.9) and (A.10), we obtain Un(r, θ; ε), which we rewrite as
Un(r, θ)+εŨn(r, θ)+O(ε

2). The results can be further simplified by using the formulae of modified
Bessel functions [33], and we finally obtain

U
(i)
0 (r, θ) = 1− r0K1(r0)I0(r),

U
(o)
0 (r, θ) = r0I1(r0)K0(r),

Ũ
(i)
0 (r, θ) = r20K2(r0)I2(r) cos 2θ,

Ũ
(o)
0 (r, θ) = r20I2(r0)K2(r) cos 2θ,

U
(i)
1 (r, θ) =

r20r

4

(
−K0(r0)I0(r) +K2(r0)I2(r)

)
cos θ,

U
(o)
1 (r, θ) =

r20r

4

(
−I0(r0)K0(r) + I2(r0)K2(r)

)
cos θ,
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Ũ
(i)
1 (r, θ) =

r20
4

(
r0K1(r0)I1(r)− rK2(r0)I2(r)

)
cos θ

+
r20
4

(
−rK2(r0)I2(r) + r0K3(r0)I3(r)

)
cos 3θ,

Ũ
(o)
1 (r, θ) =

r20
4

(
r0I1(r0)K1(r)− rI2(r0)K2(r)

)
cos θ

+
r20
4

(
−rI2(r0)K2(r) + r0I3(r0)K3(r)

)
cos 3θ,

U
(i)
2 (r, θ) =

r20
32

(
r2K0(r0)I0(r)− r2K2(r0)I2(r)− 2r0K1(r0)I0(r) + 2rK0(r0)I1(r)

)
+
r20
64

(
2r2K0(r0)I0(r)− r0rK1(r0)I1(r)− 2r2K2(r0)I2(r) + r0rK3(r0)I3(r)

)
cos 2θ,

U
(o)
2 (r, θ) =

r20
32

(
r2I0(r0)K0(r)− r2I2(r0)K2(r) + 2r0I1(r0)K0(r)− 2rI0(r0)K1(r)

)
+
r20
64

(
2r2I0(r0)K0(r)− r0rI1(r0)K1(r)− 2r2I2(r0)K2(r) + r0rI3(r0)K3(r)

)
cos 2θ,

Ũ
(i)
2 (r, θ) =

r20
32

(
r20K0(r0)I0(r)− 2r0rK1(r0)I1(r) + r2K2(r0)I2(r)

)
+
r20
32

{
−3r0rK1(r0)I1(r) + 2(r20 + r2)K2(r0)I2(r)− r0rK3(r0)I3(r)

}
cos 2θ

+
r20
32

(
r2K2(r0)I2(r)− 2r0rK3(r0)I3(r) + r20K4(r0)I4(r)

)
cos 4θ,

Ũ
(o)
2 (r, θ) =

r20
32

(
r20I0(r0)K0(r)− 2r0rI1(r0)K1(r) + r2I2(r0)K2(r)

)
+
r20
32

{
−3r0rI1(r0)K1(r) + 2(r20 + r2)I2(r0)K2(r)− r0rI3(r0)K3(r)

}
cos 2θ

+
r20
32

(
r2I2(r0)K2(r)− 2r0rI3(r0)K3(r) + r20I4(r0)K4(r)

)
cos 4θ,
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U
(i)
3 (r, θ) =

r20r

128

{
−(r20 + r2)K0(r0)I0(r) + (r20 + r2)K2(r0)I2(r)

+ 4r0K1(r0)I0(r)− 4rK0(r0)I1(r)
}
cos θ

+
r20r

1152

{
−3r2K0(r0)I0(r) + 3r0rK1(r0)I1(r) + (3r2 − r20)K2(r0)I2(r)

− 3r0rK3(r0)I3(r) + r20K4(r0)I4(r)
}
cos 3θ,

U
(o)
3 (r, θ) =

r20r

128

{
−(r20 + r2)I0(r0)K0(r) + (r20 + r2)I2(r0)K2(r)

− 4r0I1(r0)K0(r) + 4rI0(r0)K1(r)
}
cos θ

+
r20r

1152

{
−3r2I0(r0)K0(r) + 3r0rI1(r0)K1(r) + (3r2 − r20)I2(r0)K2(r)

− 3r0rI3(r0)K3(r) + r20I4(r0)K4(r)
}
cos 3θ,

Ũ
(i)
3 (r, θ) =

r20
96

{
−3r20rK0(r0)I0(r) + r0(3r

2 + r20)K1(r0)I1(r)− r3K2(r0)I2(r)
}
cos θ

+
r20
384

{
6r0r

2K1(r0)I1(r)− r(8r20 + 3r2)K2(r0)I2(r) + 3r0(r
2 + r20)K3(r0)I3(r)

− r20rK4(r0)I4(r)
}
cos 3θ

+
r20
384

(
−r3K2(r0)I2(r) + 3r0r

2K3(r0)I3(r)− 3r20rK4(r0)I4(r) + r30K5(r0)I5(r)
)
cos 5θ,

Ũ
(o)
3 (r, θ) =

r20
96

{
−3r20rI0(r0)K0(r) + r0(3r

2 + r20)I1(r0)K1(r)− r3I2(r0)K2(r)
}
cos θ

+
r20
384

{
6r0r

2I1(r0)K1(r)− r(8r20 + 3r2)I2(r0)K2(r) + 3r0(r
2 + r20)I3(r0)K3(r)

− r20rI4(r0)K4(r)
}
cos 3θ

+
r20
384

(
−r3I2(r0)K2(r) + 3r0r

2I3(r0)K3(r)− 3r20rI4(r0)K4(r) + r30I5(r0)K5(r)
)
cos 5θ.

Appendix B. Perturbation method for the rotating solution

To obtain Vn and Ṽn (n = 0, 1, 2, · · · ) in (59), we first consider the following expansion of
V (r, θ; ε, ω):

V (r, θ; ε, ω) =
∞∑
n=0

Vn(r, θ; ε)ω
n, (B.1)

where V0(r, θ; ε) = U0(r, θ; ε) as derived in Appendix A and Vn(r, θ; ε) (n = 1, 2, · · · ) are the
functions satisfying the following equation:

−∂Vn−1

∂θ
=
∂2Vn
∂r2

+
1

r

∂Vn
∂r

+
1

r2
∂2Vn
∂θ2

− Vn, (B.2)
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as well as the following conditions:

lim
r→∞

Vn(r, θ) = 0, (B.3)

lim
r→+0

Vn(r, θ) <∞, lim
r→+0

∂Vn
∂r

(r, θ) = 0, (B.4)

V (i)
n (r0, θ) + ε

∂V
(i)
n

∂r

∣∣∣∣
r=r0

r0 cos 2θ = V (o)
n (r0, θ) + ε

∂V
(o)
n

∂r

∣∣∣∣
r=r0

r0 cos 2θ, (B.5)

∂V
(i)
n

∂r

∣∣∣∣
r=r0

+ ε
∂2V

(i)
n

∂r2

∣∣∣∣
r=r0

r0 cos 2θ + 2ε
sin 2θ

r0

∂V
(i)
n

∂θ

∣∣∣∣
r=r0

=
∂V

(o)
n

∂r

∣∣∣∣
r=r0

+ ε
∂2V

(o)
n

∂r2

∣∣∣∣
r=r0

r0 cos 2θ + 2ε
sin 2θ

r0

∂V
(o)
n

∂θ

∣∣∣∣
r=r0

. (B.6)

Here, (i) and (o) denote the inside and outside of Ωc, respectively. Note that (B.4)–(B.6) are derived
from (52), in particular (B.5) and (B.6) are from the Taylor expansion of the following equations,
respectively:

V (i)(r0(1 + ε cos 2θ), θ) = V (o)(r0(1 + ε cos 2θ), θ),(
∇V (i)

n

∣∣
r=r0(1+ε cos 2θ)

)
· n(θ) =

(
∇V (o)

n

∣∣
r=r0(1+ε cos 2θ)

)
· n(θ).

We consider the general solution of (B.2). Since (B.2) is linear equation, its general solution

V
(g)
n (r, θ; ε) can be written as

V (g)
n (r, θ; ε) = V (p)

n (r, θ; ε) + V (c)(r, θ; ε),

where V
(p)
n (r, θ; ε) is a particular solution of (B.2) and V (c)(r, θ; ε) is the general solution of the

complementary equation of (B.2):

∂2V

∂r2
+

1

r

∂V

∂r
+

1

r2
∂2V

∂θ2
− V = 0. (B.7)

(B.7) can be solved by separation of variables and the solution can be written as follows:

V (c)(r, θ; ε) =
∞∑
k=0

[(
AkIk(r) +BkKk(r)

)
cos kθ +

(
CkIk(r) +DkKk(r)

)
sin kθ

]
,

where Ak, Bk, Ck and Dk are arbitrary constants. We can also find V
(p)
n (r, θ; ε): e.g.,

V
(p)(i)
0 (r, θ; ε) = 0,

V
(p)(o)
0 (r, θ; ε) = 1,
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V
(p)(i)
1 (r, θ; ε) = 1− r0K1(r0)I0(r),

V
(p)(o)
1 (r, θ; ε) = r0I1(r0)K0(r).

Next, we consider the solutions of (B.2) under the conditions (B.3)–(B.6). Imposing (B.3) and

(B.4) on V
(g)
n (r, θ; ε), we can describe Vn(r, θ; ε) as follows:

V (i)
n (r, θ; ε) = V (p)(i)

n (r, θ; ε) +
∞∑
k=0

(
An,kIk(r) cos kθ + Cn,kIk(r) sin kθ

)
, (B.8)

V (o)
n (r, θ; ε) = V (p)(o)

n (r, θ; ε) +
∞∑
k=0

(
Bn,kKk(r) cos kθ +Dn,kKk(r) sin kθ

)
, (B.9)

where An,k, Bn,k, Cn,k and Dn,k are the constants to be determined by (B.5) and (B.6).
Finally, to determine the constants An,k, Bn,k, Cn,k and Dn,k, we expand each with respect to

small ε:

An,k(ε) = an,k + εãn,k +O(ε2),

Bn,k(ε) = bn,k + εb̃n,k +O(ε2),

Cn,k(ε) = cn,k + εc̃n,k +O(ε2),

Dn,k(ε) = dn,k + εd̃n,k +O(ε2).

When considering (B.5) and (B.6) within the first order of ε, we obtain an,k, bn,k, cn,k, dn,k, ãn,k,
b̃n,k, c̃n,k and d̃n,k: e.g., 

a1,k = b1,k = c1,k = d1,k = 0 (k = 0, 1, 2, · · · ),

ã1,k = b̃1,k = 0 (k = 0, 1, 2, · · · ),

c̃1,k = d̃1,k = 0 (k ̸= 2, k = 0, 1, 3, 4, 5, · · · ),

c̃1,2 = −r30K3(r0), d̃1,2 = r30I3(r0),



a2,k = b2,k = c2,k = d2,k = 0 (k = 0, 1, 2, · · · ),

ã2,k = b̃2,k = 0 (k ̸= 2, k = 0, 1, 3, 4, 5, · · · ),

c̃2,k = d̃2,k = 0 (k = 0, 1, 2, · · · ),

ã2,2 = −r
4
0

2
K4(r0), b̃2,2 = −r

4
0

2
I4(r0).

Substituting the above results into (B.8) and (B.9), we obtain Vn(r, θ; ε), which we rewrite as
Vn(r, θ)+ εṼn(r, θ)+O(ε

2). The results can be further simplified by using the formulae of modified
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Bessel functions [33], and we finally obtain

V
(i)
0 (r, θ) = 1− r0K1(r0)I0(r),

V
(o)
0 (r, θ) = r0I1(r0)K0(r),

Ṽ
(i)
0 (r, θ) = r20K2(r0)I2(r) cos 2θ,

Ṽ
(o)
0 (r, θ) = r20I2(r0)K2(r) cos 2θ,

V
(i)
1 (r, θ) = 0,

V
(o)
1 (r, θ) = 0,

Ṽ
(i)
1 (r, θ) =

r30r

4

(
−K1(r0)I1(r) +K3(r0)I3(r)

)
sin 2θ,

Ṽ
(o)
1 (r, θ) =

r30r

4

(
−I1(r0)K1(r) + I3(r0)K3(r)

)
sin 2θ,

V
(i)
2 (r, θ) = 0,

V
(o)
2 (r, θ) = 0,

Ṽ
(i)
2 (r, θ) =

r40r
2

48

(
−3K0(r0)I0(r) + 4K2(r0)I2(r)−K4(r0)I4(r)

)
cos 2θ,

Ṽ
(o)
2 (r, θ) =

r40r
2

48

(
−3I0(r0)K0(r) + 4I2(r0)K2(r)− I4(r0)K4(r)

)
cos 2θ,

V
(i)
3 (r, θ) = 0,

V
(o)
3 (r, θ) = 0,

Ṽ
(i)
3 (r, θ) =

r30r

72

{
3(r20 + r2)K1(r0)I1(r)− 4r0rK2(r0)I2(r)− 3(r20 + r2)K3(r0)I3(r)

+ 4r0rK4(r0)I4(r)
}
sin 2θ,

Ṽ
(o)
3 (r, θ) =

r30r

72

{
3(r20 + r2)I1(r0)K1(r)− 4r0rI2(r0)K2(r)− 3(r20 + r2)I3(r0)K3(r)

+ 4r0rI4(r0)K4(r)
}
sin 2θ.
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