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Chaotic itinerancy
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Chaotic itinerancy is a closed-loop trajectory through high-dimensional state space of neural activity that directs the cortex in sequence of quasi-attractors. A quasi-attractor is a local region of convergent flows (attractant, absorbent) giving ordered, periodic activity and divergent flows (repellant, dispersive) giving disordered, chaotic activity between the regions. Quasi-attractors are associated with perceptions, thoughts and memories, the chaos between them with searches, and itinerancy with sequences in thinking, speaking and writing. Chaotic itinerancy differs from itineraries in symbolic dynamics where sequencing is arbitrary, from saddle points with measure-zero attracting flows, from Kelso/Bresaler’s metastable neurodynamics, and from Freeman/Kozma’s cinematic neurodynamics.
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On the Finding of Chaotic Itinerancy

The first finding of chaotic itinerancy

At least up to the late 1980s, complex and dynamic behaviors in high-dimensional dynamical systems attracted attention in various fields, such as nonlinear physics, hydrodynamics, condensed matter physics, physical chemistry, and even neuroscience. Ikeda studied optical turbulence and found complex phenomena in his model of a delayed-feedback optical system, one of which showed transitory dynamics among several optical modes [Ikeda et al., 1989]. A similar phenomenon was observed by many others in optical turbulence (see, for example, [Anderson, 1987; Arecchi, 1990; Davis, 1990]). Independently, Tsuda found a similar transitory phenomenon in a neural network model of associative memory [Tsuda et al., 1987], in which not only a single association of a certain memory, but also a successive association of memories were realized. Kaneko proposed coupled map lattices (CML) and globally coupled maps (GCM) to describe turbulence-like complex dynamics, and bifurcation phenomena appearing in various fields. He also found transitory behaviors in intermediate regions, between a fully chaotic region and an ordered region, of two-dimensional parameter space consisting of the coupling strength among elementary individual maps and a degree of nonlinearity inherent in each map [Kaneko, 1990]. In GCM, such a transition occurs when multiple attractors are weakly destabilized, and the underlying states in the transitions were considered to be attractors in Milnor’s sense. The Milnor attractor concerned here is expressed as a minimal set among attractors whose basins of attraction have positive Lebesgue measures. Thus, there can be trajectories leaving the attractor.

Universality

Kaneko, Ikeda, Davis, and Tsuda discussed the universality of this kind of transitory behavior. The common features were as follows: the successive transitions among quasi-attractors [Tsuda, 2001; Haken, 2006] are chaotic; the stability of the states changes via transitions; there are distribution functions for the transitions, such as transition probabilities and distributions of the residence-time of trajectories in a neighborhood of quasi-attractors; the drastic change of local dimensionality during the transitions, etc. Here, local-dimensionality can be calculated by instantaneous Lyapunov exponents defined by the eigenvalues of Jacobian matrix at each position of a trajectory. These authors called the phenomenon characterized by these factors a "chaotic itinerancy" [Ikeda et al., 1989; Kaneko, 1990; Davis, 1990; Tsuda, 1991a], in which the neighboring regions of quasi-attractors were named "attractor ruins", as these regions in phase space are not occupied by conventional attractors, but include trajectories which can be nearly stationary, as if a conventional attractor remained there. An attractor in Milnor’s sense, but not in a geometric and conventional sense, provides a good concept for describing a quasi-attractor, because under even infinitesimal perturbations, all the neighboring trajectories escape from the attractor sooner or later, as it can include a region or a set with neutral stability. This destabilized state of the attractor yields an attractor ruin. Thus, in chaotic itinerancy, complete convergence to an attractor fails and the continuing presence of a collapsing gradient leads to the appearance of the effect of real nonlinearity even in a neighborhood of the attractor.

Can Transitory Phenomena in the Brain be Interpreted as Chaotic Itinerancy?

Chaotic Transitions in the Brain

The complex transitions among distinct states of brain activity are not merely random; rather, they are transitory dynamics with specific features such as nonstationary, repetitive, and chaotic transitions. The typical phenomena observed experimentally seem to be chaotic transitions among "quasi-attractors" for the rat and rabbit olfactory system, particularly in the olfactory bulb [Freeman, 1987; Skarda and Freeman, 1987; Freeman, 1995, Freeman, 1999], irregular transitions between synchronization and desynchronization of subthreshold dynamics in the cat visual cortex [Gray et al., 1992], irregular reentry of phase differences in human electrocorticogram (ECOg) [ Freeman, 2003], and the task-related propagation of wave packets consisting of &gamma; waves with around 30–90 Hz oscillations and &beta; waves with around 10–30 Hz oscillations in the rat olfactory and widely connected areas [Kay et al., 1995; Kay et al., 1996].

In particular, Freeman and colleagues observed chaotic transitions during active behaviors in animals. Rats learn odor, which is represented by a limit-cycle attractor in the olfactory bulb. After the learning of several odor inputs, the activity of the olfactory bulb becomes a chaotic wandering among learned states if an input is new, however, the activity converges to one of the learned states, i.e., the activity is represented by a limit-cycle attractor if an input has been learned previously [Freeman, 1987; Skarda and Freeman, 1987]. This shows the typical attended dynamics of the animal. Furthermore, the state transitions occur spontaneously, which can yield a ready state for appropriate responses to external stimuli as well as perceived states.

Freeman has asserted that the changes occur by the change of the attractor landscape. Kay also proved the existence of state transitions in the field potentials in the olfactory bulb, hippocampus, and entorhinal cortex of rats. The transitions occur during successive periods of anticipation of odor inputs, perception of odor, judgment for action, and actual action [Kay et al., 1995].

Figure 1: Chaotic itinerancy generated by coupling of one-dimensional Milnor attractors [Tsuda and Unemura, 2003]. Colored trajectories indicate attractor ruins (see text) including quasi-attractors, and the black ones indicate chaotic trajectories that move over a higher dimension of phase space. A nearly stationary motion in each neighborhood of an attractor can be seen.

Figure 2: Trajectories starting from a given initial condition are superimposed. Attractor ruins are shown by colored dots, and chaotic trajectories by black ones.
al., 1995; Kay et al., 1996). The transitions may reflect the representation of the animal's experience, i.e., episodes. Orderly sequences of spatial patterns relating to intentional behavior were found in the ECOf of olfactory, visual, auditory, somatic and entorhinal cortices, and modeled as a cinematographic process. It shares with chaotic itinerancy in the concept of sequential frames, but it differs in requiring convergence to one attractor and dissolved one attractor landscape at each descent into chaos [Freeman, 2006; Freeman and Vitiello, 2006; Freeman and Quijano, 2012].

Transitions without external inputs, i.e., as spontaneous cortical activity, or as ongoing activity have also been measured using quantities that reflect field potentials, such as local field potential (LFP), calcium imaging, electroencephalogram (EEG), and ECOf. The brain changes its activity in the absence of stimuli such that the spontaneously activated pattern or ongoing activity is similar to what would be observed if the stimuli were actually presented [Knet et al., 2003; Goldberg et al., 2003; Mason et al., 2007; Freeman, 2003].

In particular, Arieli et al. [1995] and Kenet et al. [2003] showed that ongoing activity contains a set of dynamically switching cortical states, in which these dynamic states were suggested to reflect expectations about the sensory inputs. This finding indicates that the brain is always in an active idling state [Freeman, 1987], with possible responsive patterns being evoked to enable quick responses to any stimulus. Spontaneous cortical activity has also been suggested to appear with wandering mental processes because of the activation of default networks [Mason et al., 2007].

Other types of spontaneous activity have also been observed. One of them stems from the study performed by Freeman and Zhai [2009], who observed spontaneous activity in animal and human brains, and performed a data analysis in terms of a random number moderated by refractory periods. These authors found that the spontaneous activity could be characterized by black noise, the power spectrum density of which Extremely rare events predominated. However, black 'noise' means that the refractory periods operate not as a sharp high-cutoff filter. Instead, the refractory periods reduce the power over the entire spectrum in proportion to frequency in the logarithmic scale in both variables, giving the slopes between -2 and -4, as evaluated by the impulse response of the cortex. Another type has been observed in cultures of the hippocampal CA3 [Sasaki et al., 2007]. The transition occurred in the presence of a high concentration of carbachol, which is an agonist of muscarinic acetylcholine receptors, among five kinds of states: random firing states, up-down states, steady firing states, rhythmic activity, and partially synchronized states. The transition was not regular; rather, it was chaotic, such as what shown in a noisy tent map. In contrast to the effect of carbachol, the input of atropine, which is an antagonist of muscarinic acetylcholine receptors, prohibited the transition and had a strong tendency to force the CA3 network to one of the five states described above, depending on the initial conditions. The finding of this spontaneous transition in CA3 is important because the hippocampal CA3 can be considered as playing a role in the internal reconstruction of episodes.

The significance of Tsuda's model in computational neuroscience

Before Tsuda's work on dynamic associative memory, a mathematical model of associative memory succeeded in describing a single association in Hopfield networks [Hopfield, 1982]. In particular, in the Hopfield type of network, it was used proving a Hebbian learning algorithm that an attractor dynamics subserves for the realization of associative memory, in which a trajectory starting from an initial condition put in a basin of attraction converges to the attractor, which is presumed to represent a certain memory. Thus, this type of model realizes a single association of memory as a pattern completion. On the other hand, in the case of successive association, the study of neural network was restricted to the condition that a rule for order of association was given [Amari, 1977]. Thus, any emergent properties could not be treated by these theories. Tsuda's model describes a dynamically successive association of memories with a self-organized rule that emerges in a recurrent neural network with inhibitory feedback connections under a Hebbian learning algorithm. This kind of successive association of memories can be described by dynamic transitions between dynamical memory states. The dynamic process and its transition rule were studied and a circle map with criticality as a transition rule was found. Critically appeared twofold: a circle map was in a critical stage between a chaotic map and a stable one; and fixed points representing memories were described by indifferent fixed points, which were similar to those introduced by Milnor as a typical example of an attractor defined to include even an invariant set with neutral stability [Milnor, 1985]. Based on the work of local geometric analysis of memories, Körner and his colleagues [Körner et al., 1991] observed a similar transitory behavior in a neural network model of parallel-in-sequence processing of information, which was proposed as a dynamic model of motor activity of vigilance [Treisman, 1982; Crick, 1984]. Aihara and his colleagues made a model for dynamic associative memories [Adachi and Aihara, 1997], using the network of chaotic neurons proposed by Aihara [Aihara, 1990], and observed a similar chaotic transition between memories. A similar, but not transient, behavior was also observed in a neural network model for association of memories, in which each memory was represented by a limit cycle attractor [Nara and Davis, 1992]. In the Nara–Davis model, a decrease in the number of synaptic connections to a neurotransmitter dynamics, trajectories can be kicked out of quasi-attractors by noise and attractor ruins can be yielded if noisy trajectories are regulated to behave in a nearby stationary fashion in each neighborhood of quasi-attractors. In such a case, chaotic itinerancy can appear also in noisy dynamical systems.

Attractor Ruins

As these transitory phenomena observed in the brain include chaotic transitions, whether these can be interpreted in terms of chaotic itinerancy depends mainly on the presence of nearly stationary motion in a neighborhood of ordered state, which is guaranteed by the appearance of attractor ruins. Freeman has proposed an attractor landscape that yields mesoscopic states through state transitions [Freeman, 1987; Skarda and Freeman, 1987]. In his proposal, the trajectory representing a dynamic change in brain activity converges asymptotically to a selected attractor; however, escape occurs by collapse of the entire landscape. While collapse of the entire landscape should be realized by a sudden change in system parameter(s), the appearance of attractor ruins can occur via a continual change in the parameter(s). However, because the attractor landscape is activated by limbic command, the nearly stationary motion in a neighborhood of the selected attractor depends on the activity of the limbic system. If the limbic command changes, not suddenly but more slowly than the converging dynamics, which brings about a slower change in the attractor landscape compared with the convergence of the states, the nearly stationary motion can be generated by the appearance of the attractor ruin. If collapse of the entire landscape occurs, it is unlikely that attractor ruins are present; rather, a sudden change from one attractor to another must be observed, so that the nearly stationary motion can simply appear on the attractor only.

Conversely, the "I don't know" state that Freeman observed in animal perception seems to be identified with chaotic itinerancy because of the appearance of attractor ruins. An input of unknown odor gives rise to chaotic transitions among learned odor states, and nearly stationary motion appears in a neighborhood of a limit-cycle attractor that represents a learned odor state. Thus, the learned state is weakly destabilized and expressed by an attractor ruin. Only after learning, the trajectory converges to a new limit-cycle attractor. The strongly chaotic activity of the "I don't know" basin of attraction is required for trial-and-error Hebbian learning, because the Hebbian synapses require pre- and post-synaptic activity, but it must be novel to avoid reinforcing some existing attractor. Actually, Tsuda's model guarantees this trial-and-error Hebbian learning even for the period of recalling memories by avoiding the reinforcement of existing attractors due to the continual transient dynamics.

Metastability

Bressler and Kelso [2001] proposed a concept that is similar to chaotic itinerancy, i.e., the dynamic functional binding of local and global information processing based on metastability to represent both a specific information processing to each cortical local area and global integration of the local information processing. If each specific processing works as a metastable state in some potential function with a gradient, global integration will be realized by the formation of such a function, which may generate a global attractor. However, the manner by which such a function is formed is unknown. An attractor ruin in chaotic itinerancy is not metastable; in contrast, an ordered state as a precursor of an attractor ruin is rather metastable. If the system is trapped in a certain metastable state, energy is required to go beyond a local maximum barrier, even if the transitions are caused by the change of attractor landscape; only a sufficient energy supply allows the transition. Conversely, a basin of transitions in chaotic itinerancy is provided by an attractor ruin that possesses a neutral stability, thus, the transitions demand only a low-level energy supply, i.e., even arbitrarily small perturbations can trigger the transitions. Usually, in dynamical systems, a neutral stable state appears in a critical stage of bifurcations, so that this state is structurally unstable, i.e., it becomes unstable via a small change in a bifurcation parameter. However, a neutral stable state in chaotic itinerancy in neural systems is structurally stable via the common mechanism of masking effects by the presence of inhibitory interneurons [Körner et al., 1991].

Unstable Attractor

Another type of state transitions among attractors via arbitrarily small perturbations has been observed in pulse-coupled oscillators. Timme et al. [2002] analyzed the structure of basins of
attractions of periodic attractors and found a specific feature of the basin structure in which each periodic attractor is surrounded by the basins of other attractors, but is remote from its own basin. Because in this type of situation arbitrarily small perturbations bring about transitions among periodic attractors, such attractors are unstable. In the sense that this unstable attractor is also consistent with the definition of attractor proposed by Milnor [1985], it is similar to, but not the same as, attractor ruins in chaotic itinerancy. The nearly stationary motion in this type of couplings of oscillators can appear only on the attractors. Although pulse-coupled oscillator systems can provide mathematical models for both vertebrate and invertebrate locomotion, in which pattern generators can be coupled by pulses, it is unlikely that these also provide models of cortical neural networks for perception, memory, and cognition, as more complex neural activity is coupled by more continual variables of electric potentials and chemicals.

Heteroclinic Cycle
Rabinovich and colleagues studied another dynamical system that may account for a certain type of cortical transition observed in the olfactory system of insects [Rabinovich et al., 2001; Afraimovich et al., 2004]. As a presentation of the transition, these authors proposed a heteroclinic cycle of saddle connections. This transition mechanism is based on a generic property of saddle connections, in which the transition is not always chaotic. Usually, saddle connections are not structurally stable, because an unstable manifold of one saddle can coincide with a stable manifold of the other saddle with measure-zero in phase space. However, it may appear to be structurally stable under the presence of symmetry [Guckenheimer, 1988]. This holds under the condition that the sum of the dimensions of the unstable manifolds of one saddle and of the stable manifolds of the other saddle exceeds the dimension of phase space. One can confirm this condition in each invariant subspace of symmetrical dynamical systems. Using this theory, transitions via saddle connections may occur in some areas of the brain. However, the presence of such symmetry in the brain must be investigated in more detail.

One may still discuss the possibility of the appearance of chaotic itinerancy in heteroclinic cycles [Tsuda, 2009]. It is interesting to consider the memory capacity of networks of competing neuron groups. Rabinovich et al. estimated this capacity at approximately $c(N - 1!)$, where $N$ is the number of neurons and $c$ is a Napier's constant, 2.71828... - calculating the possible number of heteroclinic cycles [Rabinovich et al., 2001]. On the other hand, to calculate the critical dimensionality of the appearance of chaotic itinerancy, Kaneko [2002] estimated two factors that supposedly determine the dimensionality of the chaotic transition. Let $N'$ be the system's dimension, and let us assume that the number of states in each dimension is two, taking into account the presence of two stable states separated by a saddle. The number of admissible orbits cyclically connecting the subspaces, using, for instance, heteroclinic cycles, increases in proportion to $(N' - 1)!$, whereas the number of states increases in proportion to $N'!$. If the former number exceeds the latter, then not all orbits can necessarily be assigned to each of the states, thus causing the transitions. In this situation, we expect itinerant motions between states. In chaotic itinerancy, this critical number is six [Kaneko, 2002; Kaneko and Tsuda, 2003]. We identify $N'$ with $N$. In such a case, one may conclude that the transition via heteroclinic cycles occurs when the memory capacity is smaller than the number of states, whereas chaotic itinerancy occurs in the opposite condition. This implies that the motion-related neural activity, in which the number of motor commands is small enough for the number of modality of motion, can appear as the transition behavior via heteroclinic cycles, whereas perception, cognition-related neural activity can appear as the transition behavior via chaotic itinerancy, because the memory capacity for perception and cognition must be much larger than the perceived and cognitive states.

The necessity of chaotic itinerancy as a new dynamical concept
In dynamical systems such as those described by differential equations, i.e., vector fields, dimensionality is crucial to produce a variety of solutions. Here, we discuss dissipative dynamical systems, in which an attractor describes an asymptotic state of a dynamical trajectory with a given initial condition. Dynamical systems with less than three dimensions possess two types of attractors: fixed points and limit cycles. Dynamical systems with three dimensions can further produce torus and strange attractors, namely chaotic attractors. The presence of chaos is essentially new in three-dimensional dynamical systems. Are there any essentially new dynamics in higher-dimensional dynamical systems?

Rössler [1979] proposed the idea of hyperchaos as a new attractor in dynamical systems with more than three dimensions. Hyperchaos is defined by the presence of a multiple number of positive Lyapunov exponents, namely the presence of a multiple number of independently expansive directions. Thus, hyperchaos is considered to describe a general class of higher-dimensional chaos. Thus, the following question arises: what is a specific behavior among higher-dimensional chaotic behaviors? In other words, what is the classification of hyperchaos, or could specificity exist in dynamical systems with degrees of freedom higher than three? Chaotic itinerancy can provide specific transitory dynamics among "quasi-attractors". One can describe various phenomenological states in terms of the concept of attractors in dynamical systems. The steady state is described by a fixed point, the periodic state by a limit cycle, the quasi-periodic state by a torus, and the irregular state by a strange attractor. To describe the transitory phenomena, one needs another dynamical concept, such as chaotic itinerancy.

A saddle connection provides an alternative description of transition between states, as mentioned in the previous section. Generically, in low-dimensional systems, a saddle connection is structurally unstable, so that it cannot be an appropriate model for transitory phenomena. However, if the system has some kind of symmetry, the saddle connection becomes structurally stable [Guckenheimer, 1988]. In such a case, successive transitions between states represented by saddles can occur, but are not always chaotic. Furthermore, the transitory phenomena discussed here are characterized by the presence of nearly stationary motion in each neighborhood of an attractor. Chaotic itinerancy is a generic structure that allows chaotically successive transitions and nearly stationary motion.

Furthermore, transitory dynamics demands a new concept of attractor, because the transition should be associated with the instability of such an attractor itself. The concept of chaotic itinerancy expresses the chaotic transitions between "quasi-attractors". The trajectories behave as if the attractors still exist, in the sense that a positive measure of orbits is attracted to a neighborhood of an original attractor. However, such an attracted area is not asymptotically stable. It should be noted that this idea of quasi-attractor is similar to the attractor concept proposed by Milnor [1985]. However, if a Milnor attractor exists, the trajectories converge to a Milnor attractor unless it has a riddled basin, and then cannot leave from a neighborhood of an attractor without additional perturbations. Thus, we used the term "attractor ruin", which includes the region of a quasi-attractor and indicates the states that appear soon after the destabilization of attractors.

Chaotic itinerancy has been numerically observed in many systems [Kaneko and Tsuda, 2003]. Typical systems include GCM [Kaneko, 1990], CML [Tsuda and Umemura, 2003], networks of neuron maps [Adachi and Aihara, 1997], coupled differential equations [Fujii and Tsuda, 2004a; Fujii and Tsuda, 2004b; Tsuda et al., 2004], delay-differential equations [Ikeeda et al., 1989], and skew product transformations [Tsuda et al., 1987; Tsuda, 1992].

The characteristics of chaotic itinerancy have also been clarified [see, for example, Kaneko and Tsuda, 2001]. The distribution of the residence time in attractor ruins follows a power law [Tsuda, 1992] or an exponential law [Tsuda and Umemura, 2003], depending on the models. The chaotic transition usually occurs in high-dimensional phase space; however, in the case that chaotic trajectories are confined to a "narrow tube"-like structure in phase space, the transition can be described by low-dimensional chaos [Tsuda et al., 1987; Tsuda, 1991]. On the Lyapunov spectrum, the following three specific characteristics have been described. (1) many of the Lyapunov exponents accumulate in a neighborhood of zero [Kaneko, 1990; Tsuda, 1992]; (2) the zero exponents beside the direction of orbit (in the case of flow) show large fluctuations and never converge [Sauer, 2003]; and (3) even the largest exponent fluctuates and exhibits extremely slow convergence [Tsuda and Umemura, 2003].

Is there a mathematical concept that can represent an attractor ruin? Possible scenarios of the appearance of chaotic itinerancy have been discussed from the mathematical viewpoint. Because a mathematical description is not the purpose of this article, the readers are recommended to refer to [Tsuda, 2000], in which five scenarios have been proposed. We expect that the question of whether other possibilities of scenarios exist will be investigated.
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