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Abstract—Neutral-point-clamped pulsewidth modulation rectifiers (NPCR’s) are suitable for high-voltage systems because of their circuit structure. The NPCR’s, however, have a problem, in that the neutral point potential (NPP) varies when the current flows into or out of the neutral point. The variations cause voltage deviations in the input waveforms, as well as unbalanced voltage stress on the devices. This paper describes a controlling method for NPCR’s based on a state-space model. There are three control objectives: 1) to keep the power factor at unity; 2) to keep the dc-link voltage at a reference value; and 3) to keep the neutral point potential at 0 V. The neutral point current is treated as one of the inputs. The controller is designed based on the optimal regulator theory in order to achieve the three control objectives simultaneously. The validity of the proposed method is demonstrated by experimental results.

Index Terms—Neutral-point-clamped converter, optimal regulator, space-vector-based pulsewidth modulation, state-space model.

I. INTRODUCTION

With the increasing use of high-power static line-side converters, the effects of the harmonic and/or reactive currents generated by these converters are becoming a troublesome problem for the utilities. A voltage-source boost pulsewidth modulation (PWM) rectifier (line-side converter) is promising because it can provide sinusoidal ac currents with unity power factor. Furthermore, it can provide a bilateral power flow.

In this paper, a neutral-point-clamped [1] PWM rectifier (NPCR) is described. An NPCR is suitable for high-power rectifiers because the device voltage stress is one-half of a conventional rectifier, given the same dc-link voltage, and the generated harmonics are less than those generated by a conventional rectifier, given the same switching frequency. Thus, they are expected to play a greater role in high-power applications where device switching is limited below several hundred hertz. However, it has a problem; its neutral point potential (NPP) varies when the current flows into or out of the neutral point [2], thus resulting in an excess voltage stress to either the upper or lower set of the devices. Thus, an NPCR requires an additional control function, namely, the NPP control.

In this paper, the modeling of an NPCR is carried out and the state equations, which include the NPP, are obtained. An NPCR has three control objectives: 1) to keep the power factor (PF) at unity; 2) to keep the dc-link voltage at a reference value; and 3) to keep the neutral point potential at 0 V. It is shown that an NPCR can be described by a three-input–three-output system. An optimal regulator referred to as a linear quadratic integral (LQI) regulator [3] is used because the regulator is suitable for a multi-input–multi-output system and its stability is insensitive to small parameter variations. The neutral point current, the current flowing into or out of the neutral point, is treated as one of the inputs [4], along with the voltage inputs. Experimental results prove the validity of the proposed modeling and control strategy.

II. MODELING OF AN NPCR

Fig. 1 shows an NPC voltage-source rectifier, which is the object of this paper. The dc load consists of $R_k$ and $L_{dc}$. The voltages and currents on the ac side are transformed into the $d$–$q$ coordinate reference frames, which are rotating at the source voltage angular frequency $\omega$. The following equations are obtained:

$$\frac{d}{dt}i_d = -\frac{R}{L}i_d + \omega i_q - \frac{1}{L}v_d + \frac{1}{L}E_1$$

$$\frac{d}{dt}i_q = -\omega i_d - \frac{R}{L}i_q - \frac{1}{L}v_q$$

where the $d$ and $q$ axes are selected to be $i_d = E_2$, the source line-to-line voltage, and $i_q = 0$. As the instantaneous power
on the ac side is always equal to that on the dc side, the following equation holds [4]:

\[
\begin{align*}
\nu_i & = V_{cl}i_{cl} + V_{c2}i_{c2} + (V_{cl} + V_{c2})i_{dc}, \\
i_{c1} &= C\frac{dV_{cl}}{dt}, \quad i_{c2} = C\frac{dV_{c2}}{dt}, \quad i_{c1} + i_{c2} = i_{dc}.
\end{align*}
\] (3)

Solving (3) for \( V_{c1} \) and \( V_{c2} \), we have

\[
\begin{align*}
\frac{d}{dt}V_{c1} &= \frac{\nu_i + V_{c2}i_{c2} - V_{c2}i_{c2} - I_k}{C(V_{cl} + V_{c2})} - \frac{I_k}{C}, \\
\frac{d}{dt}V_{c2} &= \frac{\nu_i + V_{c2}i_{c2} + V_{c2}i_{c1} - I_k}{C(V_{cl} + V_{c2})} - \frac{I_k}{C}.
\end{align*}
\] (4) (5)

The equation in the dc link is

\[
\frac{d}{dt}I_{dc} = \frac{V_{cl} + V_{c2}}{L_{dc}} - \frac{R_{dc}}{L_{dc}}i_{dc}.
\] (6)

The NPCR is described by (1), (2), and (4)–(6).

III. CONTROL SYSTEM DESIGN

A. State Equations

There are three control performance criteria for the NPC rectifier, namely, to keep the power factor (PF) at unity, to keep the dc-link voltage at a reference value, and to keep the neutral point potential at 0 V. These conditions are described mathematically as

\[
i_q = 0 \quad V_{cl} = V_{c2} = \frac{V_d^*}{2}
\]

where \( V_{dc}^* \) denotes the reference of the dc-link voltage. The number of control inputs is three: the rectifier input voltages \( \nu_{d} \), \( \nu_{q} \), and the neutral point current \( i_n \). Thus, the system is a three-input–three-output fifth-order system. As (4) and (5) include nonlinear terms, they must be linearized at an appropriate operating point. The operating point and linearized equations are given in the Appendix. After the linearization, the equations are transformed into a discrete-time system. Modifying the original equations according to the above process, we finally have the state equations as

\[
x(k + 1) = Ax(k) + Bu(k - 1) + Ed(k)
\] (7)

where every variable represents a small deviation from the operating point. \( u(k - 1) \) represents the input delay caused by a computational time of one sampling period. This is always the case if a microprocessor-controlled system is employed. The output equation is given by

\[
y(k) = Cx(k).
\] (8)

B. An Optimal Regulator

It is known that applications of state feedback control are essential for multi-input and multi-output systems. In this paper, an optimal regulator is selected because it guarantees a stable feedback system and is insensitive to small parameter variations. To remove steady-state errors in response to a step reference and/or disturbance change, an integral-type optimal regulator, which is called an LQI regulator [3], is employed.

The objective of an optimal regulator is to find an optimal input that quickly reduces the state variables to zero. Therefore, (7) must be expanded using new state-space variables so as to meet the optimal regulator requirements. Thus, the error system [4]–[6] is applied. The new state variables are the error vector between reference \( \bar{R}(k) \) and output \( \bar{y}(k) \), the first-order difference of state vector \( \Delta x(k) \), and the first-order difference of delayed input \( \Delta u(k - 1) \). These definitions are

\[
\begin{align*}
e(k) &= \bar{R}(k) - \bar{y}(k), \\
\Delta x(k) &= x(k) - x(k - 1), \\
\Delta u(k - 1) &= u(k - 1) - u(k - 2).
\end{align*}
\]

where \( \bar{R}[\bar{V}_d, V_{cl}, V_{c2}]^T \) is a reference vector, and \( \Delta u(k - 1) \) is introduced as one of the state variables to take into account the output of the delay time of one sampling interval needed for computation. Thus, the augmented state equations in the expanded system are

\[
\begin{bmatrix}
x_0(k + 1) \\
\Delta u(k)
\end{bmatrix} = \begin{bmatrix}
\Phi & G \\
0 & 0
\end{bmatrix} \begin{bmatrix}
x_0(k) \\
\Delta u(k - 1)
\end{bmatrix} + \begin{bmatrix}
0 \\
1
\end{bmatrix} \Delta u(k)
\]

\[
x_0(k) = \begin{bmatrix}
e(k) \\
\Delta x(k)
\end{bmatrix}, \quad \Phi = \begin{bmatrix}
\mathbf{I} & -CA \\
0 & \mathbf{A}
\end{bmatrix}, \quad G = \begin{bmatrix}
-CB \\
\mathbf{B}
\end{bmatrix}.
\] (9)

Equation (9) indicates that \( x_0(k) \) and \( \Delta u(k - 1) \) approach zero at steady state if the variations in the reference and/or disturbance are stepwise and, then, the LQI regulator requirements are satisfied. This is the reason for introducing the augmented state variables. Equation (9) also indicates that the effects of the input time delay can be taken into account.

The LQI regulator minimizes the following cost function:

\[
J = \sum_{k=1}^{\infty} \left\{ \begin{bmatrix}
x_0^T(k) & \Delta u^T(k - 1)
\end{bmatrix} \begin{bmatrix}
Q & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
x_0(k) \\
\Delta u(k - 1)
\end{bmatrix} + \Delta u^T(k)H\Delta u(k) \right\}
\] (10)

where the diagonal matrices \( Q \) and \( H \) denote the weight for the output and input, respectively. Responses are adjustable by changing the weight values, i.e., larger weights correspond to smaller responses. For example, if a larger value of \( Q_{dd} \) is chosen, the transient variation in \( i_d \) becomes smaller, and vice versa. The weight values are decided by simulation-based examinations of the transient responses.
The control input that minimizes the cost function will be given in a feedback form as

$$u(k) = F_e \sum_{i=1}^{k} e(i) + F_x x(k) + F_u u(k-1)$$  \hspace{1cm} (11)$$

where $F_e$, $F_x$, and $F_u$ are matrices satisfying the following Riccati equation [3]:

$$[F_e \quad F_x \quad F_u] = -[H + G^T P G]^{-1} G^T P \Phi (\Phi G)$$  \hspace{1cm} (12)$$

Equation (11) clearly indicates that a servo system of 1-type with integral compensation can be constructed, as shown in Fig. 2.

IV. PWM PATTERN CREATION PRINCIPLE

Here, a PWM pulse pattern creation method which can realize an arbitrary control input given by the LQI regulator is presented.

A. Instantaneous Space Vector

The switching function, $S_i$ ($i = u, v, w$), is defined in Table I. The definition of the instantaneous space vector $V_k$ is given by

$$V_k = v_u e^{j\theta_u} + v_v e^{j\theta_v} + v_w e^{j\theta_w}$$

where $v_i = S_i V_i$, $i = u, v, w$.  \hspace{1cm} (14)$$

The input potential of the rectifier, $v_u, v_v, v_w$, takes on three values, $V_{cl}, 0$, and $-V_{cl}$. Thus, there are 27 switching modes corresponding to each of the three-phase switching states ($S_{u1}, S_{v1}, S_{w1}$).

If the NPP is maintained at 0 V, which means $V_{cl} = V_{c2}$, then there are 19 space vectors. They are shown by the apexes of the small triangles in Fig. 3. The largest ones, $V_{01} - V_{06}$, are called half (HF) vectors; and the zero vector is $V_0$. There are two kinds of HF-vectors, e.g., $V_{01}$ of $(1,0,0)$ and of $(0,-1,1)$. Both vectors produce the same line voltages as far as $V_{cl} = V_{c2}$, but produce different phase voltages. The former is called a positive HF vector and is specified as $V_{01p}$, because it provides positive zero-sequence voltage, and the latter is called a negative HF vector, and is specified as $V_{01n}$, because it provides negative zero-sequence voltage. The HF-vectors are very important in controlling the NPP because if the output of $V_{01p}$ results in a decrease in the NPP for one sampling interval, the output of $V_{01n}$ results in an increase in the NPP for the same sampling interval, and vice versa. There are three kinds of zero vectors, $V_0 (1,1,1)$, $(0,0,0)$, and $(-1,-1,-1)$.

The reference input voltages should be represented in the space-vector form. When input voltages $v_u$ and $v_v$ are given by $u(k)$ in (11), they are transformed into the $d$ and $q$ components of the modulation index [5], [7] as

$$M_d = \frac{\sqrt{2}v_u}{V_{cl} + V_{c2}}$$

$$M_q = \frac{\sqrt{2}v_v}{V_{cl} + V_{c2}}.$$  \hspace{1cm} (15)$$

Then, the modulation index $M$ and the phase angle $\phi$ are given by

$$M = \sqrt{M_d^2 + M_q^2}$$

$$\phi = \omega t + \delta$$

$$\delta = \tan^{-1} \left( \frac{M_q}{M_d} \right).$$  \hspace{1cm} (16)$$

B. Pulsewidth Calculation

Let the input reference voltage represented by the space vector be

$$V_r = \frac{\sqrt{3}}{2} V_{cl} M e^{j\phi}$$

$$V_{dc} = V_{cl} + V_{c2}.$$  \hspace{1cm} (18)$$

Consider the case where $V_r$ exists in the range $0 \leq \phi \leq \pi/3$, where $\phi$ hereafter is measured from the real axis. The range $0 \leq \phi \leq \pi/3$ is divided into four small triangular regions, 1, 2, 3, and 4, as shown in Fig. 4. The principle of PWM control is that the reference vector $V_r$ is approximated by using three...
adjacent vectors represented by the three apexes of one of the four triangles; the vectors \( V_{01}, V_{1}, \) and \( V_{12} \) are used if \( V_r \) is located in region 2, as is the case in Fig. 4. The region where \( V_r \) exists can be identified if \( V_{r1} \) and \( V_{r2} \) are compared to the side length, \( V = \sqrt{3}V_{dc}/2 \), of the small triangle. Decomposing \( V_r \) into the two directions, \( V_1 \) and \( V_2 \) in Fig. 4, we have

\[
\begin{align*}
V_{r1} &= V_{dc} \left( \frac{2}{3}M(\cos \phi - \sin \phi) \right) \\
V_{r2} &= V_{dc} M \sin \phi.
\end{align*}
\]

Region 2 of Fig. 4 is enlarged in Fig. 5, where the apexes of the triangle can be rewritten as \( V_{01} = V_a \), \( V_{12} = V_c \), and \( V_1 = V_b \). Also, the new reference vector \( V'_r \) is defined on the basis of the new origin \( V_a \), as shown in Fig. 5. Decompose \( V'_r \) into \( V'_{r1} \) and \( V'_{r2} \), and define the normalized voltages as

\[
x = \frac{2V'_{r1}}{V_{dc}}, \quad y = \frac{2V'_{r2}}{V_{dc}}.
\]

The normalized output times for each of the three vectors \( V_b \), \( V_c \), and \( V_a \) are

\[
\alpha_b = x, \quad \alpha_c = y, \quad \alpha_a = 1 - \alpha_b - \alpha_c
\]

respectively. The same procedure for obtaining the normalized output times is applicable if \( V_r \) is located in regions 1 and 4.

If \( x + y > 1 \), \( V_r \) will exist in region 3. In this special case, \( V_a \) is selected as the new origin instead of \( V_a \), as shown in Fig. 5. Thus, the normalized output times for \( V_b, V_c, \) and \( V_d \) are, in this case,

\[
\alpha_b = 1 - x, \quad \alpha_c = 1 - y, \quad \alpha_d = 1 - \alpha_b - \alpha_c
\]

respectively. The actual timewidth for the output vectors is the product of \( \alpha_i \)’s and the sampling interval \( T \).

C. Output Sequence of Voltage Vectors

In order to decide the output sequence of voltage vectors, the following conditions must be considered [8]:

1) the sequence for which one of the input variables, \( i_{sn} \), is controllable;
2) the sequence under which a single switching enables us to change one vector to the following vector.

Suppose that a reference \( V_r \) is located in region 2, as shown in Fig. 4. The vectors \( V_{01}, V_{12}, \) and \( V_1 \) are used in this case because they satisfy condition 2). The timewidth during which each vector is used is given by (20), e.g., \( \alpha_a \) provides the normalized time for the HF-vector \( V_{01} \). Each HF-vector has two kinds; \( V_{01p} \) as well as \( V_{01n} \) can be output for an arbitrary normalized time duration as far as the sum of each output time equals to \( \alpha_a \). If the output of \( V_{01p} \) results in a decrease in the NPP for one sampling interval, the output of \( V_{01n} \) results in an increase in the NPP for the same sampling interval. Thus, the ratio of the output time of \( V_{01p} \) to \( V_{01n} \) varies the NPP. This is the control principle of the NPP.

In the three different vectors used for one sampling interval, the same HF vector is used as the first and last vectors, but if the first one is a positive HF-vector, then the last one must be a negative HF-vector, and vice versa. Thus, the output sequence of voltage vectors in this case is

\[
V_{01p} \rightarrow V_{12} \rightarrow V_1 \rightarrow V_{01n}.
\]

For the next sampling interval, the reverse sequence of output vectors is used to assure symmetrical operation. The output sequence of voltage vectors for the other regions is summarized in Table II [8].

D. NPP Control Method

Define the switching function related to the NPP for phase \( w \) as

\[
S_{iw} = 1, \quad \text{when } S_w = 0
\]

\[
= 0, \quad \text{when } S_w = 1 \text{ or } -1.
\]
If $S_{nw} = 1$, both the switches $S_{w2}$ and $S_{w3}$ in Fig. 1 are triggered. Then, the current $i_w$ flows into or out of the neutral point, namely, $i_w$ flows into the neutral point if $i_w > 0$, and $i_w$ flows out of the neutral point if $i_w < 0$. One sampling interval can be divided into four subintervals corresponding to each of the four kinds of vectors used for the sampling interval. Then, the current flowing into the neutral point at the $j$th subinterval, $i_{nj}$, is given by

$$i_{nj} = S_{nw}i_n + S_{ne}i_n + S_{me}i_n, \quad j = 1, 2, 3, 4. \quad (22)$$

If currents are assumed to be constant during a sampling interval, which is the case in discrete-time systems, the average neutral point current over one sampling interval, $i_n$, will be given by

$$i_n = \alpha_1 i_{n1} + \alpha_2 i_{n2} + \alpha_3 i_{n3} + \alpha_4 i_{n4}. \quad (23)$$

where $\alpha_1 - \alpha_4$ represent the normalized times during which each of the four kinds of input vectors is used for one sampling interval, and $i_{n1}$ - $i_{n4}$ are the neutral point currents provided by each of the four vectors. Equations (22) and (23) indicate that the value of $i_n$ depends on the magnitude of three phase currents, $i_n$, and the timewildths, $\alpha_1 + \alpha_4$, $\alpha_2$, and $\alpha_3$. Therefore, an arbitrarily large amount of $i_n$ cannot be provided during one sampling period. If an excessive amount of $i_n$ is required by the regulator, it must be provided over several sampling intervals.

According to the output vector sequence shown in Table II, the first and last vectors are the same HF-vector, but one is positive and the other is negative. Considering the fact that $i_n$ depends on the magnitude of three phase currents, $i_n$, and the timewildths, $\alpha_1 + \alpha_4$, $\alpha_2$, and $\alpha_3$. Therefore, an arbitrarily large amount of $i_n$ cannot be provided during one sampling period. If an excessive amount of $i_n$ is required by the regulator, it must be provided over several sampling intervals.

Substitution of the required control input $i_n$ into (26) gives us the time ratio $r$, which will produce $i_n$. However, it should be noted that the required amount of neutral point current $i_n$ may not be provided in one sampling interval because $r$ is limited. Slower NPP responses will result in this situation.

V. EXPERIMENTAL RESULTS

The experiments [9] were carried out under the following conditions: ac source voltage, $E_1 = 100$ V; ac reactor, $L = 5$ mH; $R = 0.4$ $\Omega$; dc capacitor, $C = 500$ $\mu$F; and dc load, $L_k = 5$ mH, $R_k = 52$ $\Omega$, or $32$ $\Omega$. The references were $V_{dc1} = V_{dc2} = 80$ V and $i_{dc} = 0$ A. The sampling frequency was $1800$ Hz. The average switching frequency of the devices was below $500$ Hz, thus indicating that high-power gate-turn-off thyristors (GTO’s) may be applicable.

Fig. 6 shows the configuration of the NPCR controller used for experiments. A digital signal processor (NEC, $\mu$P77240) executes algorithms such as the coordinate transformation, input calculation, and PWM signal generation to the rectifier. Voltage and current waveforms at steady state and the harmonic spectrum for input current are shown in Fig. 7(a).
Fig. 8. Responses to step changes in a load resistance $R_{dc} = 52 \, \Omega \rightarrow 32 \, \Omega \rightarrow 52 \, \Omega$; 55.5 ms (100 steps)/div.

Fig. 9. Responses to a step change in an NPP reference. NPP = 20 V $\rightarrow$ 0 V; 55.5 ms (100 steps)/div.

Fig. 10. Responses to a step change in an inverter frequency. $f_i = 40 \rightarrow 37.5$ Hz; 55.5 ms (100 steps)/div.

Fig. 11. Responses to a step change in an inverter frequency. $f_i = 40 \rightarrow 37.5$ Hz; 55.5 ms (100 steps)/div.

Fig. 12. Responses to a step change in an inverter frequency. $f_i = 40 \rightarrow 37.5$ Hz; 55.5 ms (100 steps)/div.

and (b), respectively. We can observe that the input current is almost sinusoidal with unity power factor.

Responses to the parameter variations are shown in Fig. 8, where the load resistance $R_{dc}$ was changed in a stepwise fashion from $R_{dc} = 52 \, \Omega$ to 32 $\Omega$ in 150 steps, and then back to 52 $\Omega$ in 350 steps where 100 sampling steps = 55.5 ms. We have confirmed that the system is stable when subjected to load variations, which suggests that a robust control system has been obtained, and the control purposes have been achieved.

Fig. 9 shows the effects of the NPP control. The NPP reference was initially set at NPP = 20 V ($V_{dc}$ = 100 V, $V_{g} = 0$ V). The NPP reference was then changed to NPP = 0 V at 100 steps. We can observe that the NPP approaches zero in a stable fashion, which indicates that if there is a deviation in the NPP for some reason, it will eventually be forced to zero. As the maximum value for the current flowing into the neutral point $i_{n}$ is limited, the response time for the NPP control is relatively slow. The required $i_{n}$ is provided over several sampling periods in this situation.

An induction motor drive was successfully tested. The dc load, $R_{dc}$, and $L_{dc}$, was removed and a three-phase NPC inverter was connected to the dc link to feed a 1-kW induction motor. Responses when an inverter output frequency was changed from 40 to 37.5 Hz at 50 steps are shown in Fig. 10, where $f_i/V$ was kept constant. We can observe that $i_{d}$ becomes negative shortly after the frequency change and then slowly back to a positive value, which suggests that regenerative operation has been performed.

VI. CONCLUSION

In this paper, the modeling and control of an NPC three-phase voltage-source boost rectifier have been carried out. The neutral point current is treated as one of the inputs. The linear state equations obtained from the analysis are useful for designing a state feedback control system.

The relation between the neutral point current and the half vectors used is clarified. The method of controlling the NPP by adjusting the output time ratio of a positive half vector to a negative half vector is employed. An integral-type optimal regulator is used for the rectifier control. The regulator enables us not only to accomplish three control purposes,
namely, PF control, NPP control, and dc-link voltage control simultaneously, but to realize a stable system in the event of load variations. The validity of the modeling and the control strategy is confirmed by experimental results.

APPENDIX

The operating points identified by the subscript “0” are

\[
\begin{align*}
\vec{i}_{d0} &= 0 \\
\vec{v}_{d0} &= E_d \\
\vec{i}_{q0} &= 0 \\
\vec{v}_{q0} &= 0 \\
I_{dc0} &= \frac{V_{c10} + V_{c20}}{R_{dc}} \\
\vec{i}_{d0} &= \frac{E_1 - \sqrt{E_1^2 - 4R(V_{c10} + V_{c20})I_{dc0}}}{2R} \\
\vec{v}_{d0} &= E_1 - Ri_{d0} \\
\vec{v}_{q0} &= -\omega Li_{d0}. 
\end{align*}
\]

Linearizing (1), (2), and (4)–(6) around the operating points, a state equation of the following form is obtained:

\[
\frac{d}{dt}\vec{x} = \begin{bmatrix} -\frac{E}{L} & \omega & 0 & 0 & 0 \\
-\omega & -\frac{E}{L} & 0 & 0 & 0 \\
\frac{v_{d0}}{C(V_{c10} + V_{c20})} & \frac{v_{d0}}{C(V_{c10} + V_{c20})} & 1 & -\frac{1}{CR_{dc}} & 1 \\
\frac{v_{q0}}{C(V_{c10} + V_{c20})} & \frac{v_{q0}}{C(V_{c10} + V_{c20})} & 1 & -\frac{1}{CR_{dc}} & 1 \\
0 & 0 & 1 & -\frac{1}{L_{dc}} & 0 \\
0 & 0 & 0 & -\frac{1}{L_{dc}} & 0 \\
0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \vec{i}_{d0} \\
\vec{i}_{q0} \\
\vec{v}_{d0} \\
\vec{v}_{q0} \\
0 \end{bmatrix} + \begin{bmatrix} \frac{1}{L} \\
0 \\
\frac{1}{L} \\
0 \end{bmatrix} \begin{bmatrix} \vec{u} \\
\vec{u} \end{bmatrix} + \begin{bmatrix} \vec{e}_c \\
\vec{e}_c \\
\vec{e}_c \\
\vec{e}_c \end{bmatrix}, \quad \vec{y} = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T \begin{bmatrix} \vec{x} \end{bmatrix}
\]

where definitions are given by the equations at the top of the page.
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