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Abstract

In recent years, great progress has been made in automatic speech recognition (ASR) system. The hidden Markov model (HMM) and dynamic time warping (DTW) are the two main algorithms which have been widely applied to ASR system. Although, HMM technique achieves higher recognition accuracy in clear speech environment and noisy environment. It needs large-set of words and realizes the algorithm more complexly. Thus, more and more researchers have focused on DTW-based ASR system.

Dynamic time warping (DTW) is based on template matching, it can accomplish time alignment of reference and test speech features by dynamic programming. Conventional DTW is fast and less complexity, however its recognition accuracy is limited. Therefore, Conventional DTW has mostly been used for speech recognition in clear environment. Recently, a DTW with multireferences (mDTW) algorithm has also been developed to improve the recognition accuracy in comparison to the hidden Markov model (HMM) algorithm under noisy conditions. However the mDTW algorithm increases the calculation cost and requires more memory resources which reduce the system practicability.

It is possible to reconstruct the multireferences. The new method should be require less memory resources and reduce the calculation cost. Therefore, this study proposes a reconstruction method which add a training part to the DTW-based ASR system. The proposed reconstruction of references is aimed at making the DTW algorithm more effective. According to the DTW algorithm, the optimal warping path implies a minimum
error between any two given sequences. The algorithm that we have proposed will give us a way to build a new reference to replace the original two. This process will be done in three stages; First, for each reference word, speech utterances will be divided into two subsets. Second, for each pair of subsets, the optimal path will be computed and the new reference will replace the pair of subsets. Finally, the new references will be input to the DTW-based ASR system to get the recognition accuracy. The feasibility of the proposed technique was examined using computer simulations. The results demonstrated the effectiveness of the proposed technique. The simulation results show that our approach yields 96.94% accuracy compared with the 97.54% accuracy of mDTW in 20 dB white noise and 84.4% accuracy compared with 86.44% accuracy of mDTW in 10 dB white noise. Our approach yields 94.12% accuracy compared with 94.14% accuracy of mDTW in 20 dB babble noise and 80.82% accuracy compared with 81.64% accuracy of in 10 dB babble noise. Comparing our proposed technique to the mDTW, the calculation cost has been reduced 41.6%.
Acknowledgments

There are a lot of people I must recognize for their help. First, I would like to thank my supervisor, Prof. Yoshikazu Miyanaga, for his encouragement and support, for his faith in my work and for providing an excellent research environment. I also gratefully acknowledge Pro. Hiroshi Tsutsui from our laboratory. I always highly appreciated his guidance and his continuous support.

A very special thanks goes to Dr. Baiko Sai. The successful, learning great skills with him is the proof to me that the key to achieving the highest quality research in speech recognition area. The numerous discussion with him and his advice have been an invaluable contribution to my effort in further developing my understanding of signal processing algorithms and information theory.

My appreciation also goes to the Thesis Defense Committee members: Prof. Kuni-masa Saitoh, Prof. Toshio Nojima and Prof. Yasutaka Ogawa from the Division of Media Network, Graduate School of Information Science and Technology (IST), Hokkaido University.

I am also extremely grateful to the present and past members of the Information Communication Network Laboratory (ICNL). They have been my companions for many years now and working with them convinced me that research flourished best in such an excellent team acting in concert to achieve common goals.

From a personal perspective, I would like to express my gratitude to my parents and
wife. They are the best parents I can imagine and I am very grateful to them for teaching me never to be satisfied with an achievement and to continue to strive for more. I also want to express my heartfelt gratitude to my wife for all her patience, love and support. The time with her gives me much of the strength for my work.
# Contents

Abstract i

Acknowledgments iii

List of Figures x

List of Acronyms xi

1 Introduction 1

1.1 Background .................................................. 1
1.2 Classification of speech recognition .......................... 3
1.3 Motivation ..................................................... 5
1.4 Thesis Overview .............................................. 6

2 Fundamentals of speech recognition 8

2.1 Situation of speech recognition ................................. 8
2.2 Feature extraction of speech signal .............................. 8
2.3 Pattern comparison techniques ................................. 13
   2.3.1 Dynamic time warping method ........................... 14
   2.3.2 Hidden Markov Model method ........................... 14
2.4 Voice activity detection techniques ............................ 18
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>Noise reduction technique</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td><strong>Voice Activity Detection</strong></td>
<td>24</td>
</tr>
<tr>
<td>3.1</td>
<td>Introduce</td>
<td>24</td>
</tr>
<tr>
<td>3.2</td>
<td>Short-time energy algorithm</td>
<td>25</td>
</tr>
<tr>
<td>3.3</td>
<td>Zero-crossing rate algorithm</td>
<td>26</td>
</tr>
<tr>
<td>3.4</td>
<td>Double thresholds algorithm based on short-time energy and zero-crossing rate</td>
<td>27</td>
</tr>
<tr>
<td>3.5</td>
<td>Modified short-time energy for VAD</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td><strong>Noise Reduction</strong></td>
<td>38</td>
</tr>
<tr>
<td>4.1</td>
<td>Influence of additivity and multiplicative noises</td>
<td>38</td>
</tr>
<tr>
<td>4.2</td>
<td>Running spectrum filtering algorithm</td>
<td>40</td>
</tr>
<tr>
<td>4.3</td>
<td>CMS algorithm</td>
<td>48</td>
</tr>
<tr>
<td>4.4</td>
<td>Dynamic range adjustment algorithm</td>
<td>48</td>
</tr>
<tr>
<td>4.5</td>
<td>Proposed noise reduction method</td>
<td>51</td>
</tr>
<tr>
<td>5</td>
<td><strong>Conventional Dynamic Time Warping Algorithm</strong></td>
<td>55</td>
</tr>
<tr>
<td>5.1</td>
<td>Introduce</td>
<td>55</td>
</tr>
<tr>
<td>5.2</td>
<td>Dynamic programming algorithm</td>
<td>56</td>
</tr>
<tr>
<td>5.3</td>
<td>Sakoe-Chiba proposed DTW algorithm</td>
<td>59</td>
</tr>
<tr>
<td>5.4</td>
<td>Itakura proposed DTW algorithm</td>
<td>67</td>
</tr>
<tr>
<td>5.5</td>
<td>DTW with multireferences</td>
<td>71</td>
</tr>
<tr>
<td>6</td>
<td><strong>Reconstruct references DTW algorithm</strong></td>
<td>73</td>
</tr>
<tr>
<td>6.1</td>
<td>One pair of vectors</td>
<td>73</td>
</tr>
<tr>
<td>6.2</td>
<td>Pairs of vectors</td>
<td>75</td>
</tr>
</tbody>
</table>
6.3 Evaluation measure and results ........................................ 77

7 Conclusion and Future Work ........................................... 82
  7.1 Conclusion .............................................................. 82
  7.2 Future work ............................................................ 83

Bibliography ................................................................. 84

Vita ............................................................................. 98
## List of Figures

2.1 ASR system diagram ................................................. 8  
2.2 The relation between Mel frequency and linear frequency ........ 10  
2.3 Block diagram of MFCC processor for speech recognition .......... 11  
2.4 Illustration of DTW .................................................. 15  
2.5 The relation between HMM chain and parameters of speech .......... 17  
2.6 The nonspeech segments of a word ................................ 19  
2.7 The waveforms of speech with white and babble noises ............. 21  
2.8 The 3rd dimension feature vector of MFCC of clean speech with 10 dB white and babble noises ................................. 22  
3.1 The short-time square energy, logarithm energy and average energy of a speech signal ............................................. 33  
3.2 Waveform of word ‘Sapporo’ ........................................ 34  
3.3 Short-time energy and zero-crossing rate of frames of a speech signal . 34  
3.4 VAD with double thresholds algorithm based on short-time energy and ZCR in clear environment ............................... 35  
3.5 Short-time energy and zero-crossing rate of frames of a speech signal . 36  
3.6 VAD with double threshold algorithm based on modified short-time energy and zero-crossing rate in clear environment ............................... 37
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>Power spectrum of clean speech in the modulation spectra</td>
<td>41</td>
</tr>
<tr>
<td>4.2</td>
<td>Power spectrum of 5 dB white noise in the modulation spectra</td>
<td>42</td>
</tr>
<tr>
<td>4.3</td>
<td>Power spectrum of mixed waveform with clean speech and 5 dB white noise in the modulation spectra</td>
<td>42</td>
</tr>
<tr>
<td>4.4</td>
<td>Logarithm spectrum of clean speech in the modulation spectra</td>
<td>43</td>
</tr>
<tr>
<td>4.5</td>
<td>Logarithm spectrum of mixed waveform with clean speech and 5 dB white noise in the modulation spectra</td>
<td>43</td>
</tr>
<tr>
<td>4.6</td>
<td>DTW recognition accuracy vs. band for RSF</td>
<td>44</td>
</tr>
<tr>
<td>4.7</td>
<td>Overview of RSF</td>
<td>45</td>
</tr>
<tr>
<td>4.8</td>
<td>The comparison of MFCC feature vectors of 3(^{th}) channel between clean and noisy speech</td>
<td>47</td>
</tr>
<tr>
<td>4.9</td>
<td>The comparison of MFCC feature vectors of 3(^{th}) channel between clean and noisy speech after RSF</td>
<td>47</td>
</tr>
<tr>
<td>4.10</td>
<td>The comparison of MFCC feature vector of 3(^{th}) channel between clean and noisy speech after CMS</td>
<td>49</td>
</tr>
<tr>
<td>4.11</td>
<td>The comparison of MFCC feature vectors of 3(^{th}) channel between clean and noisy speech after RSF and DRA</td>
<td>50</td>
</tr>
<tr>
<td>4.12</td>
<td>The comparison of MFCC feature vectors of 3(^{th}) channel between clean and noisy speech after CMS and DRA</td>
<td>51</td>
</tr>
<tr>
<td>4.13</td>
<td>Overview of union of RSF CMS and DRA method</td>
<td>54</td>
</tr>
<tr>
<td>5.1</td>
<td>A warping path by DP algotihm</td>
<td>58</td>
</tr>
<tr>
<td>5.2</td>
<td>Warping function and adjustment window definition for Sakoe and Chiba’s DTW algorithms</td>
<td>62</td>
</tr>
<tr>
<td>5.3</td>
<td>Continuous conditions for Sakoe and Chiba’s DTW algorithms</td>
<td>63</td>
</tr>
<tr>
<td>5.4</td>
<td>Sakoe and Chiba proposed two weighting coefficients</td>
<td>65</td>
</tr>
</tbody>
</table>
5.5 $k$ continuous points until the point $(i, j)$ by the $j$-axis direction 67

5.6 Warping function and adjustment window definition for Itakura’s DTW algorithms 68

5.7 Continuous conditions for Itakura's DTW algorithm 70

5.8 Recognition accuracy of mDTW 72

6.1 Types of slope 74

6.2 Merging rule 75

6.3 Basic algorithms of different DTW methods 77

6.4 Computing time of proposed DTW 79

6.5 Recognition accuracy of tDTW algorithms with 10 dB and 20 dB white and babble noise 80

6.6 Recognition accuracy of proposed DTW 81
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR</td>
<td>Automatic Speech Recognition</td>
</tr>
<tr>
<td>CMS</td>
<td>Cepstrum Mean Subtraction</td>
</tr>
<tr>
<td>CMVN</td>
<td>Cepstral Mean-variance Normalization</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Component</td>
</tr>
<tr>
<td>DCT</td>
<td>Discrete Cosine Transformation</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic Programming</td>
</tr>
<tr>
<td>DRA</td>
<td>Dynamic Range Adjustment</td>
</tr>
<tr>
<td>DTW</td>
<td>Dynamic Time Warping</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>IIR</td>
<td>Infinite Impulse Response</td>
</tr>
<tr>
<td>LPCC</td>
<td>Linear Predictive Coefficients</td>
</tr>
<tr>
<td>MFCC</td>
<td>Mel-Frequency Cepstrum Coefficients</td>
</tr>
<tr>
<td>PLP</td>
<td>Perceptual Linear Predictive</td>
</tr>
<tr>
<td>RASTA</td>
<td>Relative Spectral</td>
</tr>
<tr>
<td>RSF</td>
<td>Running Spectrum Filtering</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SS</td>
<td>Spectral Subtraction</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------</td>
</tr>
<tr>
<td>VAD</td>
<td>Voice Activity Detection</td>
</tr>
<tr>
<td>ZCR</td>
<td>Zero-Crossing Rate</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Background

Speech is the primary means of communication between people. For reasons ranging from technological curiosity about the mechanisms for mechanical realization of human speech capabilities to the desire to automate simple tasks inherently requiring human-machine interactions, research in automatic speech recognition (and speech synthesis) by machine has attracted a great deal of attention over the past five decades [50]. With the development of technology, machines can be competent for many works instead of human. Thus, it is our holy grail to make machines understanding human’s speeches and able to communicate with human by speech recognition technology. The researched motivation of automatic speech recognition (ASR) is to transform human’s tongue signals to texts or commands. It means machines can convert speeches of phonemes, words or sentences into messages, and then the messages are achieved some texts by message comprehension. In other word, the machine obtains the human’s commands and makes an appropriate response by message comprehension. As for an interdisciplinary subject, the speech recognition is involved with computer, acoustics, phonetics, signal process-
With the developments of computer, acoustic, signal processing and pattern recognition, Speech recognition has been made great strides recently. It is applied widely to many fields (i.e., industry, military, communication, medical, self-server, office automatic, etc.). In the industry field, speech recognition is applied to quality control and checking, acoustic control of numerically controlled lathe, etc [32, 56, 91]. In the military field, speech recognition is applied to flight vehicle control system, operational command and training of air traffic control [90]. In communication field, speech recognition is applied to use voice activation to make some calls and an interactive voice response system that offers automated employee benefit information on demand [72]. In medical field, speech recognition is applied to special utensils and other aids for disabled persons [11]. In the consumer electronics field, speech recognition is applied to produces of mobile terminal, car autonavigator, domestic robot, etc [10, 14, 17, 59, 94]. Moreover, the more applications include information inquiry, ticket reservation, audio retrieval, dictating machine, automatic translation, etc. As an more conveniently and efficiently man-machine interactive mode, the speech recognition is close to our everyday lives. It has many significant influence on our lifestyles.

Nowadays, speech recognition can obtain an very excellent performance in the ideal environment of laboratory. However, the performance of speech recognition drops rapidly in the noisy environment. The reasons are the variance of speech in the transmission and distort of speech in surrounding noisy environment. Furthermore, characteristics are difference from different speakers, i.e., age, spirit, sex, dialog, etc. This sound spectrum can be significant changed from different speakers. Even if the same speaker’s sound characteristic can be difference under difference time or spirit. In addition, reference data applied to pattern matching may also not able to cover all the
human sound characteristics. All the factors above are considered as major obstacles for speech recognition when applying to actual practice. Hence, it is important to improve the performance of speech recognition in noisy environment.

1.2 Classification of speech recognition

(1) Classification according to total number of vocabulary

- Small vocabulary speech recognition: The total number of recognized word is usually between 1 and 100.

- Medium vocabulary speech recognition: The total number of recognized word is usually between 100 and 1000.

- Large vocabulary speech recognition: The total of number recognized word is usually more than 1000.

Because the total number of recognized speech is small, the feature difference of all words is large. Thus, recognition accuracy for ASR based on small vocabulary is high. On the contrary, for the large vocabulary, the recognition accuracy is low. Because the feature differences of all words are small. Moreover, in order to support faster and higher performance hardware requirement, recognition time should also be controlled. However, the classified circumscription is not changeless. The given circumscription is only a reference number, but the order of quantity is usually same.

(2) Classification according to recognized unit

- Word based speech recognition: The word is used as a recognized phonetic unit in speech recognition. All aforehand speeches of the words must be preprocessed to reference patterns or made as the training models. Hence, the word based
model only recognizes the word, which is exist in the reference patterns or training models. If a new word needs to be recognized, then its reference speeches must be added into the recognition model beforehand. With the increase of recognize word, the calculation cost and time are increase for recognition. However, the recognition accuracy is high.

- Phoneme based speech recognition: The syllable and phoneme is used as a recognized phonetic unit in speech recognition. Firstly, the speech is recognized as a sequence of phoneme. Then, all phonemes are combined to some words, phrases or sentences according to rules of syntax of spoken language. In theory, all phoneme phonetic units in spoken language are preprocessed to reference patterns or made the training models. Next, the phoneme based speech recognition system can recognize all words, phrases and sentences.

(3) Classification according to recognized object

- Isolated word speech recognition: The speech recognition system recognizes the speech into a word, or a set of speech segments by labeling or halting, which can be recognized into a set of word.

- Continues speech recognition: The speech recognition system recognizes natural and fluent continues speech into some words, phrases or sentences correctly. The continuous speech recognition system is most complex. However, it is ultimate object of speech recognition research.

(4) Classification according to difference speaker

- Speech recognition for specific speaker: The speech recognition system only can recognize specific speaker’s speeches. The system is simple and recognition accuracy is high. However, it is necessary to obtain plenty of reference speeches of
the speaker beforehand.

- Speech recognition for unspecific speaker: A few people’s standard speeches are used to make reference pattern or train the learning model. Moreover, the system can recognize all people’s speeches, and has excellent versatility and wide application. However, such system is difficult to apply to practice with its low recognition accuracy.

(5) Others classification

- Speaker recognition system: The processing does not recognize the word or semantics of speech, but it can recognize the speaker who said the speech. Thus, the system can be used as identification. Some security access control systems apply the speaker recognition system to identify the visitors by their speeches, and give corresponding permissions.

1.3 Motivation

Dynamic time warping (DTW) is a popular automatic speech recognition (ASR) method based on template matching [37, 81]. DTW can accomplish time alignment of reference and test speech features by dynamic programming. Conventional DTW has fast search and low complexity, but it has poor speech recognition accuracy. Therefore, DTW has mostly been used for speech recognition in clean speech environments [6, 42, 51, 77, 99]. Recently, a DTW with multireferences (mDTW) algorithm has also been developed to improve the recognition accuracy under noisy conditions. However, the mDTW algorithm increases the calculation cost. Therefore, in this thesis, our motivation is to develop a DTW-based ASR system with training part to reduce the calculation cost. Unlike a conventional DTW or mDTW, we employ an appropriate reference utterances
to replace the original utterances. We attempt to improve the performance of the DTW-based speech recognition approach. First, we improve the short time energy algorithm. The new proposed approach is easily represent the smoothness properties between adjacent frames, substantially decreases the effect of pulse-noise. The endpoint detection accuracy is increased. Then, we propose the union of running spectrum filter (RSF), cepstrum mean substraction (CMS), and dynamic range adjustment (DRA) to reduce noise. The recognition accuracy is better than that of RSF, as well as calculation cost is lower than that of RSF. Last, we propose the DTW with training part is used to recognize. Compare with the mDTW, the recognition accuracy is almost same. However, the calculation cost have been reduced significantly.

1.4 Thesis Overview

Chapter 1 the background of automatic speech recognition (ASR) systems has been introduced. Current ASR recognizes ether the small set of words and phrases or the large vocabulary of speech sentences. For each task, a suitable ASR has been developed and improved recently. In this doctor thesis, dynamic time warping (DTW) has been explored and modified suitable for an efficient robust speech recognition system.

Chapter 2 introduces the basic technologies used into ASR. The speech features are extracted by speech analysis methods and they are used for speech recognition. Normally speech features are disturbed by various noises and thus its noise components should be reduced by using noise robust technologies. After that, noise robust speech features are estimated and used for speech recognition. As commonly used speech clustering technologies, DTW and hidden Markov model (HMM) have been already developed. In this chapter, the overview of these technologies have been explained.
Chapter 3 the importance of automatic voice activity detection (VAD) has been discussed. In particular, under noise circumstances, it has been quite difficult to design the automatic voice activity detection with a speech recognition system. The basic concept about VAD and its current techniques have been discussed in this chapter.

Chapter 4 introduces current noise reduction technologies used into speech processing. Among them, CMS, and RSF/DRA are explained in this chapter.

Chapter 5 introduces conventional DTW methods. Some DTW methods have been developed and applied into several real applications. However, they have somewhat weak against speaker independent mechanism and various noises. Some of issues in the conventional DTW have been discussed in this chapter.

Chapter 6 has proposed new techniques using DTW, VAD, CMS and RSF/DRA. It can realizes noise robust mechanism, robust automatic VAD and high speech recognition accuracy. In addition, the proposed method can reduce the total calculation cost drastically compared with other methods whose recognition accuracy is almost the same.

Chapter 7 summaries the above research and give a conclusion to highlight the research significance. Finally, we briefly describe some possible work for future research.
Chapter 2

Fundamentals of speech recognition

2.1 Situation of speech recognition

Fig. 2.1 shows a diagram of an ASR system that comprises modules for voice activity detection (VAD), feature extraction, noise reduction, and speech recognition [16, 36, 45, 46, 53, 62, 70]. The unknown speech waveform is sampled, processed by these blocks, and compared with known waveforms to make a recognition decision. The blocks shown in this figure are discussed below and throughout the paper.

Figure 2.1. ASR system diagram

2.2 Feature extraction of speech signal

The feature vector is extracted from original speech signal at front-end processing of ASR system, which is easy to build model and recognize. The parameter of feature
vector is very important to improve the recognition accuracy. Usually, the differences of feature among speeches of same word should be as small as possible. On the contrary, that among differences of feature of different words should be as big as possible. Moreover, in order to reduce storage space, recognition cost and time, the number of dimension of feature vector should be as small as possible upon keeping the higher accuracy.

Since 1980s, the cepstrum parameter is widely to ASR. It includes linear predictive coefficients (LPCC) [4,5,38,49], Mel-frequency cepstrum coefficients (MFCC) [12] and perceptual linear predictive (PLP) [28,31]. The MFCC is most popular in ASR, because the MFCC better expresses the mechanism of human’s ear. By analyzing the spectrum of speeches, we can obtain the better accuracy and robust. The Mel frequency better describes the nonlinear relation that human’s ear feels the frequency of speech signal. The equation that linear frequency is converted to Mel frequency is

\[ f_{mel} = 2595 \log_{10}(1 + \frac{f_{linear}}{700}) \]  

(2.1)

where \( f_{mel} \) is Mel frequency and \( f_{linear} \) is real linear frequency. In Mel frequency domain, the perception of hearing is symmetrical for frequency. For different frequencies, the speech signal in corresponding critical-band can make the basilar membrane to vibrate. When the bandwidth of frequency is more than the critical-band, we can not perceive the signal. By Zwicker’s research [104], the change of critical-band is same to that of Mel frequency. Under 1000 Hz, the Mel frequency is linear distribution, and it is logarithm distribution above 1000 Hz. This is also shown in Fig. 2.2. So a set of bandpass filters can be used to imitate hearing, thus, reducing the influence of noisy circumstance. According to the different critical-band, the frequency of speech signal is divided into a set of trilateral bandpass filters (Mel filter-banks). The weighted sums of all amplitudes of signals in the same critical-band is as the output of a trilateral bandpass
filter, and then a vector is obtained from all outputs by logarithm computation. Finally, the vector is transformed to MFCC parameter by discrete cosine transform (DCT).

![Figure 2.2. The relation between Mel frequency and linear frequency](image)

Fig. 2.3 shows a block diagram of the MFCC processor for speech recognition. The basic steps in the processing include the following:

1. **Preemphasis**

   The digitized speech signal, $s(n)$, is through a first-order finite impulse response (FIR) filter, it is put into spectrally flatten signal and made less susceptible to finite precision effects later in the signal processing. The fixed first-order system is
In the case, the output of the preemphasis, $s'(n)$, is related to the input to the network, $s(n)$, by the difference equation

$$s'(n) = s(n) - 0.97s(n - 1)$$  \hspace{1cm} (2.3)

(2) Windowing
The next step in the processing is to window each individual frame. If we define the window as $w(n), 0 \leq n \leq N - 1$, then the result of Hamming window, which has the form

$$w(n) = 0.54 - 0.46\cos\left(\frac{2n\pi}{N - 1}\right)$$  \hspace{1cm} (2.4)$$

$$s_w(n) = s'(n)w(n)$$  \hspace{1cm} (2.5)$$

$s_w(n)$ is the signal after windowing.

(3) Fast Fourier transform (FFT)

$s_w(n)$ is transformed to spectrum coefficient by FFT:

$$S(k) = \left|\sum_{n=0}^{N-1} s_w(n)e^{-j\frac{2\pi kn}{N}}\right|, \hspace{0.5cm} 0 \leq k \leq N - 1$$  \hspace{1cm} (2.6)$$

(4) Mel filter-banks

$S(k)$ is filtered with Mel filter-banks and the logarithm energy $X(m)$ is obtained.

$$X(m) = \ln \left(\sum_{m=0}^{N-1} S(k)H_m(k)\right), \hspace{0.5cm} 1 \leq m \leq M$$  \hspace{1cm} (2.7)$$

where $m$ is the number of filter, $H_m(k)$ is the weighted factor of the $m^{th}$ filter in the frequency $K$ and $X(m)$ is the output of $m^{th}$ filter.

(5) Discrete Fourier transform (DFT)

The MFCC coefficients $c(l)$ are obtained with DFT.

$$c(l) = \sqrt{\frac{2}{M}} \sum_{m=1}^{M} X(m)\cos \frac{\pi(2m+1)l}{2M}, \hspace{0.5cm} 0 \leq l \leq L - 1$$  \hspace{1cm} (2.8)$$

where $L$ is the total of dimension of MFCC vector.

(6) Temporal derivative
the first order difference $\triangle c(l)$ and second order difference $\triangle\triangle c(l)$ coefficients can be obtained in time by the functions:

$$\triangle c(l) = \frac{\sum_{\sigma=-\Phi}^{\Phi} \sigma c(l + \sigma)}{\sum_{\sigma=-\Psi}^{\Psi} \sigma^2}$$  \hspace{1cm} (2.9)$$

$$\triangle\triangle c(l) = \frac{\sum_{\sigma=-\Psi}^{\Psi} \sigma c(l + \sigma)}{\sum_{\sigma=-\Psi}^{\Psi} \sigma^2}$$  \hspace{1cm} (2.10)$$

where $\Phi$ and $\Psi$ are the number of frame that is used to compute the difference at both front and back. The $c(l)$, $\triangle c(l)$ and $\triangle\triangle c(l)$ are spliced to MFCC feature vector.

### 2.3 Pattern comparison techniques

A key question of speech recognition is how speech patterns is compared to determine their similarity. According to the specifics of recognition system, pattern comparison can be done in a wide variety of ways [9, 64]. Usually the early speech recognition system uses the pattern comparison to identify. In the training, all template parameters are extracted from every speech unit by the feature vector sequences of training. In the recognition, the testing speech feature vector is compared with the all pattern parameters. The speech unit is the result, which similarity is highest. Because of the speech signals are random, the length of time that the some utterances for one word are pronounced by the same people are difference. Thus, the utterances must be flexed to same length of time before pattern comparison. Firstly, researchers align the speech parameters into time with linear flexing method. As all testing speech signals are flexed...
to length of the reference template. However, the utterance is nonlinear flexing. The consonants and the transition segments from consonant to vowel keep the fixed lengths and their changes are less. But the flexing of vowel segments are large. Thus, the linear flexing method can not be aligned so accurately and the result is unsatisfactory. Hence, the more advanced Pattern comparison techniques are proposed.

2.3.1 Dynamic time warping method

The dynamic programming (DP) can solve the problem of difference speaking velocity. Dynamic time warping (DTW) algorithm was proposed with DP by Sakoe [81], Vintsyuk [86], et al.. The DTW algorithm is nonlinear time alignment technology that combines the time alignment with distance computing technology. The DTW separates a problem of complex global optimization into some simple problems of local optimization. It calculates step by step and finds out the optimal matching path between the testing pattern and reference pattern. Fig. 2.4 shows the illustration of DTW algorithm. The DTW algorithm overcomes the problem that speaking speed is nonuniform and improves the performance of ASR system. The recognition accuracy of speech recognition for small vocabulary is very high by DTW. But the DTW algorithm is fit to that the recognition unit is word, prase or the whole sentence. For the large vocabulary, the DTW algorithm is difficult to apply, because the calculation cost is large [6, 42, 48, 66, 77].

2.3.2 Hidden Markov Model method

The hidden Markov model (HMM) [35, 40, 54, 67] is that the speech signal can be well characterized as a double parametric random processes. One is used to describe the statistical method of characterizing the spectral properties of the short-time nonstationary signal (or instantaneous character of signals), the other is used to describe the process
Data sequence $Q$ of length $J$

Data sequence $P$ of length $I$

(a) The alignment of measurements by DTW for measuring the distance between two sequences

(b) DTW obtains a mapping between the sequences. The black squares denote the optimum warping path

Figure 2.4. Illustration of DTW
how a short-time stationary signal is made the transition to next short-time stationary signal, as well as dynamic character of the speech signal. Based on the double random processes, HMM approach can identify the short-time stationary speech signals of difference parameter. It also can follow the process of transition between these speech signals.

The human’s process of speech also is a double stochastic processes. The speech signal is a observable sequence. It is the parameters sequences that the brain makes it to phonemes, words or sentences by the grammar and human’s minds. Thus the parameters sequences is unobservable. Many experiments have shown the HMM approach can describe the processing of phonation of speech signal very accurately.

All parameters of the HMM are defined as follow.

(1) $N$ is the number of states in the model. although the states are hidden, for many practical applications is often some physical significance attached to the sates or to sets of states of the model. The individual states are labeled as $\{1, 2, \ldots, N\}$, $q_i$ is the state at time $t$.

(2) $M$ is the number of distinct observation symbols in the per state. The observation symbols are denoted as $V = \{v_1, v_2, \ldots, v_M\}$. The observation sequence is denoted as $O = \{o_1, o_2, \ldots, o_T\}$. $T$ is the size of observation sequence.

(3) The state-transition probability distribution $A = \{a_{ij}\}$ where

$$a_{ij} = P[q_{i+1} = j | q_i = i] \quad 1 \leq i \leq N, 1 \leq j \leq N$$ \hspace{1cm} (2.11)

$$\sum_{j=1}^{N} a_{ij} = 1$$ \hspace{1cm} (2.12)

(4) the observation symbol probability distribution $B = \{b_j(k)\}$, in which

$$b_j(k) = P[o_t = v_k | q_i = j] \quad 1 \leq K \leq M, 1 \leq j \leq N$$ \hspace{1cm} (2.13)
(5) The initial state distribution $\pi = \{\pi_i\}$ in which

$$\pi_i = P[q_1 = i] \quad 1 \leq i \leq N \quad (2.14)$$

An HMM can be described with specification of two model parameters $N$ and $M$, specification of observation symbols, and the specification of the three sets of probability measures $A$, $B$, and $\pi$. For convenience, we use the compact notation

$$\lambda = (A, B, \pi) \quad (2.15)$$

With the time is changed, the states can be transferred each other, it is possible to the same states. Every observation sequence has corresponding state-transition probabilities for different states. Fig. 2.5 shows an HMM with four states $\{S_1, \cdots, S_4\}$. The state-transition is $a_{ij}$ between all states. Each observation sequence is $\{o_1, o_2, \cdots, o_T\}$. The observation sequence is MFCC feature vector of speech signal.

Figure 2.5. The relation between HMM chain and parameters of speech
2.4 Voice activity detection techniques

In the speech signal processing, the voice activity detection (VAD) technique [2, 34, 55, 92, 93] is important. The VAD can distinguish the speech segments and nonspeech segments from the input of digital speech signal, moreover, it can determine the start-point and end-point of speech signal accurately.

In the isolated word speech recognition system and continuous speech recognition system, the efficient VAD is important for improving the recognition accuracy and reducing the time of processing. In the noise reduction, the VAD is also important. For example, cepstrum mean subtraction (CMS) [24]. In order to compute the mean of energies of all speech frames, CMS must detect the endpoints of speech segment, in order to reduce the distortion of transmission channel and improve the robustness of recognition. Furthermore, when the silent segments are taken out beforehand, the estimation of energy of speech is more closer to real speech segments rather than the silent segments are influenced by the noise in silent or nonspeech segments. Moreover, it is good for creating the silent model and noise model that the nonspeech segments are taken out from the speech signal. Obviously it can decrease the collected digital data from the analog speech signal that the starting-point and end-point are detected accurately and the background noises segment without the speech. Thus, it can decrease the computation cost and processing time in speech processing systems. In the variable bit rate speech coding, the bit rate of silent segments can be reduced under the quality of received speech signal is kept the same. In order to decrease the transmitting power and economize the resources of channel, the mobile terminal usually uses the the variable bit rate speech coding. If the speech signals are nothing in the channel, it will reduce the bit rate. Whereas, it will raise the bit rate.

In the robust speech recognition, the intentions of VAD are the follows.
Figure 2.6. The nonspeech segments of a word
• Detecting the speech frame and background noise from the signal of speech frame. The VAD can affect the performance of ASR. If the speech segment is recognized to noise, then some important speech data are lost and the recognition accuracy is decreased. If the noise segment is recognized to speech, then calculation cost and the error probability of comparison with reference patterns will be raised, the recognition accuracy is also decreased.

• Dividing the sentence. For the continuous speech recognition system, the sentences are divided into the recognition unit (syllable, phoneme, word or phrase, e.g.) by VAD. For the man-machine interactive processing system, the system can respond to user by the every sentence. If the whole sentence is detected in error, the response of system may be mistake. If the system know the end of a sentence, then it do not respond the request.

• Some speech recognition algorithms need estimate the spectrum characteristics of noise. The spectral subtraction (SS), e.g., the the spectrum characteristics of noise is estimated with the detected noise.

• Reducing the calculation cost. The calculation cost is important to low performance hardware, mobil device or embedded system. The VAD can take out the nonspeech segments and reduce the speech coding, then the ASR system can improve the recognition performance and time.

2.5 Noise reduction technique

In the early researches of speech recognition, the standard speech databases are recorded on the quiet circumstances. Thus, the better recognition accuracy can be gotten with
the recognition system that speeches are trained or created to reference models on the quiet circumstances. As the application of speech recognition system, the recognition environment is more complexity. Under real noise environment, the recognition performance is drastic lowering because the feature vectors are discrepant between the noisy speeches and the reference models, which are created under the quiet circumstances. [20, 44, 76]. Fig. 2.7 shows the waveforms of clean speech with white and babble noises. Fig. 2.8 shows the $3^{th}$ dimension feature vector of MFCC for the three waveforms. It shows the feature vectors of speech are so distorted by the noises.

![Waveforms](image)

(a) The waveform of clean speech

(b) The waveform of speech with 10 dB white noise

(c) The waveform of speech with 10 dB babble noise

Figure 2.7. The waveforms of speech with white and babble noises

The robust noisy speech recognition has been a research focus in the last twenty years, the researches proposed many ways and tried to improve the performance of ASR system. But any perfect solution has not been proposed for robust ASR system. The major influences are the follow.
Figure 2.8. The $3^{th}$ dimension feature vector of MFCC of clean speech with 10 dB white and babble noises

- The influence of double articulation. The acoustic feature of speech signal is closely related with the pronunce. The acoustic features of speech signal may be made a great deal of different in different contexts, characterizes some language constructions. Moreover, two same utterances may express the different meanings.

- The influence of language complexity. The meaning of a sentence is closely related with the contexts and cultural background. Furthermore, the structure of sentence is variation in language grammar. But it is very difficult that the information of context are applied to ASR.

- The influence of variation of pronunciation for speaker himself. For the factors of
age, sentiment, health condition, speaking speed and so on, the acoustic features are different between utterances of same word.

- The influence of utterances for different speakers. The utterances between different speakers are big difference, because their vocal cords are difference.

- The influence of ambient environment. The speech signal can be distorted easily by the noise, reverberation, microphone, transmission channel and so on.

The noise reduction technique can reduce the noise and extract the real speech from the noisy speech. It tries to increase the acoustic feature of real speech signal possibly, in order to improve the recognition accuracy of ASR system.
Chapter 3

Voice Activity Detection

3.1 Introduce

The human’s speech is discontinuous. Thus, the ASR system begins to work when speech is detected. Usually, only the VAD programming runs in order to reduce the calculation cost of ASR system, when speech signal is nothing. Furthermore, the endpoints of speech are accurately detected is important to improve the recognition accuracy of ASR system. Thus, VAD is a very important technique problem, especially in high ambient noise environments. The accurate endpoint detection of speech is a simple problem in the most benign circumstances. In practice, one or more problems usually make accurate VAD difficult in the noisy background (e.g., fans or machinery running). In nonstationary environments (e.g., the presence of door slams, irregular road noise, car horns) with speech interference (as from TV, radio). Other factors are that the distortion introduced by the transmission system when the speech is sent, (e.g., cross-talk, intermodulation distortion, and various types of tonal interference arise to various degrees in the communications channel) [41]. Many VAD methods have been proposed in speech recognition systems. VAD algorithm typically relies on the short-time energy
and zero-pass ratio [15,92]. The associated techniques use different features of syllables in the time-domain and are low computational complexity. In the chapter, we introduce these ways of VAD and propose modified VAD algorithm.

### 3.2 Short-time energy algorithm

Since the speech signal is a nonstationary processing, the way can not been used to process speech signal, which is used to process stationary signal. The produced processing of speech signal is closely-related with physical working of phonatory organ. This physical working is slower than vibrations of sounds. The speech signal in $10 \sim 30$ ms time can be as a quasi-steady signal (as short-time steady state), because the parameters of spectrum and physical characteristics are almost invariant [70,73]. Thus, a speech signal can be divided into many short frames and every frame is as a detecting unit. According to the energies of speech and nonspeech frame, short-time energy based VAD approach can identify endpoints of any speech signal, because the energy of speech frame is larger than that of nonspeech frame [34,43,68,82,92].

The samples of a waveform of input speech signal is defined as $x(m)$, $m$ is the sample index. The short-time square energy of speech signal $E_{sqr}(n)$ is defined as

$$E_{sqr}(n) = \sum_{m=-\infty}^{+\infty} [x(m)\omega(m-n)]^2$$

(3.1)

The short-time average amplitude $E_{avg}(n)$ is defined as

$$E_{avg}(n) = \sum_{m=-\infty}^{+\infty} |x(m)|\omega(m-n)$$

(3.2)

The short-time logarithm energy $E_{log}(m)$ is defined as

$$E_{log}(n) = \sum_{m=-\infty}^{+\infty} \log[x(m)\omega(m-n)]^2$$

(3.3)
The $\omega(n)$ is the window function which is small width in samples, it represents the frame size $n$. Usually the rectangular, Hamming and Hanning window functions are used to speech signal processing. The rectangular window function is defined as

$$\omega(n) = \begin{cases} 1 & 0 \leq n \leq N - 1 \\ 0 & \text{other} \end{cases}$$

(3.4)

The Hamming window function is defined as

$$\omega(n) = \begin{cases} 0.54 - 0.64\cos\left(\frac{2\pi n}{N-1}\right) & 0 \leq n \leq N - 1 \\ 0 & \text{other} \end{cases}$$

(3.5)

The Hanning window function is defined as

$$\omega(n) = \begin{cases} 0.5(1 - \cos\left(\frac{2\pi n}{N-1}\right)) & 0 \leq n \leq N - 1 \\ 0 & \text{other} \end{cases}$$

(3.6)

The short-time square energy $E_{sqr}(n)$, logarithm energy $E_{log}(n)$, and average amplitude $E_{avg}(n)$ can embody the signal strength, but their characteristics are difference. To embody the dynamic range of amplitude, the $E_{avg}$ is better than $E_{sqr}$ and $E_{log}$. To embody the level difference between surd and sonant, the $E_{avg}$ is worse than $E_{sqr}$ and $E_{log}$. Hence we use the short-time square energy $E_{sqr}$ and rectangular window function to detect endpoint in the chapter.

### 3.3 Zero-crossing rate algorithm

Sometime, aforesaid short-time energy algorithms are inaccurate for VAD. The human’s pronunciation include the surd and sonant. The sonant is produced by the vibration of the vocal chords. The amplitude of sonant is high and periodicity is apparently. The surd is without vibration of the vocal chords, it is produced by the friction, impact or plosive that the suction of air into the mouth. Thus, the short-time energy is lower than that of
sonant. It can be identified into nonspeech easily by short-time energy method. Fig. 3.2 shows a waveform of word ‘Sapporo’. The amplitude of surd segment is lower than that of sonant segment, and it is almost same to that of nonspeech segment. Hence, they are very difficult to identify with just our eyes. If the nonspeech and surd segments are zoomed, we found the waveform of surd segment goes up and down so quickly around zero level value, and the number of crossing zero level value for nonspeech segment is fewer. Fig. 3.5 shows the short-time energy and zero-crossing rate of frames of a speech signal. The the number of crossing zero level value can be used to distinguish the endpoint of speech signal. The method is described as zero-crossing rate (ZCR) [3, 8, 19, 52, 63, 101].

The zero-crossing rate is defined as

\[ ZCR(n) = \frac{1}{2} \sum_{m=-\infty}^{\infty} |\text{sgn}[x(m)] - \text{sgn}[x(m-1)]| \omega(m-n) \] (3.7)

where the \(\text{sgn}[\cdot]\) is symbol function, it is defined as

\[ \text{sgn}[x] = \begin{cases} 1 & x \geq 0 \\ -1 & x < 0 \end{cases} \] (3.8)

The \(\omega(n)\) usually uses the rectangular window function.

### 3.4 Double thresholds algorithm based on short-time energy and zero-crossing rate

The double thresholds algorithm sets two thresholds for speech signal. The starting of speech signal is detected by the hither threshold, and then the other threshold is used to accurately detect the real starting point of speech signal. The algorithm is described as follow.
Firstly, the speech signal is divided into some frames. The time of each frame is about 20 – 30 ms. There is 10 – 20 ms overlaps for adjacent frames. We use the 23.2 ms (about 256 sample point) for a frame and the part of overlaps is 11.2 ms (about 128 sample point). The short-time energy of the \(i^{th}\) frame is defined as \(E_i(N)\), the zero-crossing rate is defined as \(ZCR_i(n)\). Initially, we do not know which frame is the nonspeech or speech, hence we assume that the incoative short-time part is the nonspeech segment, there is only even distributed background noise in the part. The threshold of zero-crossing rate \(IZCT\), lower threshold of short-time energy \(ITL\) and higher threshold of short-time energy \(ITU\) of the first \(N\) frames can be calculated. \(N\) is set as 5. The threshold of zero-crossing rate is defined as

\[
IZCT = \min(IF, \overline{ZCR} + 2\zeta_{IZC})
\]  

(3.9)

where \(\overline{ZCR}\) is the average of ZCR of first five frames, \(\zeta_{IZC}\) is the standard deviation of ZCR, \(IF\) is empirical value, usually \(IF = 25\).

\[
\overline{ZCR} = \frac{1}{N} \sum_{i=1}^{N} ZCR_i(n)
\]  

(3.10)

\[
\zeta_{IZC} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (ZCR_i(n) - \overline{ZCR})^2}
\]  

(3.11)

The short-time energy \(E_i(n)\) of the first \(N\) frames are calculated. The maximum among short-time energies of all frames is defined as \(IMX\), and the minimum is defined as \(IMN\).

\[
I_1 = 0.03 \times (IMX - IMN) + IMN
\]  

(3.12)

\[
I_2 = 4 \times IMN
\]  

so \(ITL\) and \(ITU\) are defined as

\[
ITL = \min(I_1, I_2)
\]  

(3.13)
Then, we detect the $E_i(n)$ of each frame which is from No $N + 1$ frame. If $E_i(n)$ of a frame is more than $ITL$, then the frame number is recorded as $p_1$, detecting continues. If $E_i(n)$ of a frame is lower than $ITL$, and all $E_i(n)$ are less than $ITU$, which frames are until current frame, then $p_1$ is updated to current frame number. Otherwise, the $p_1^{th}$ frame is as the starting of speech signal.

Finally, we forward compare the ZCR of each frame from the $p_1^{th}$ frame. If ZCR$(n)$ of continuous three frames are more than $IZCT$, then the $p_1$ is updated to first frame number of three frames. Otherwise, the starting of speech signal is still the $p_1^{th}$ frame.

The method how to detect end of speech signal is same to above mentioned method. If we detect $E_i(n)$ of a frame is less than the $ITL$, then the frame number is set as $p_2$. If all $E_i(n)$ of the latter $N$ frames are also less than $ITL$, then we detect all frames from the $p_2^{th}$ frame by the ZCR, until the ZCR$_i(n) < IZCT$. The last frame which ZCR$_i(n) < IZCT$ is the end of speech signal.

Fig. 3.4 shows VAD method with double thresholds algorithm based on short-time energy and zero-crossing rate in clear environment. The solid line are the detected end-points with short-time energy, the dashes lines are the detected end-points with ZCR.
3.5 Modified short-time energy for VAD

The detection accuracy with normally short-time energy and ZCR methods is not so ideal. By plenty of experiment results, the detection accuracy of normally methods is about 83%. In Eq. 3.9, the $IZC + 2\zeta IZC$ for first noisy segment may be zero or a very close approximation value to zero. Hence, the $IZCT$ may be zero or a very small value by Eq. 3.9. If the ZCR values of some latish noisy frames are bigger than that of first noisy frames, then it can lead to detect mistakenly. According to observe and statistics, if the short-time energy of unvoiced consonants is very low in the beginning segment of speech signal, then the ZCR values of continuous 10 frames are usually not more than the 20. It is only in chance cases, a few ZCR values of noisy frames are more than 20, as well as these noisy frames are discontinuous. Thus, the $IZCT$ is processed as

$$IZCT = \max(IZCT, 15)$$

For the ITL and ITU, the $I_1$ and $I_2$ are obtained by the IMX and IMN of the first $N$ frames. Under the a relatively noise-free environment, the average of short-time energy of the first 10 frames is close to 0. However, in practice, there are many kinds of noise, the energies of these noises are difference in different cases. The differentials between IMX and IMN may be very big, ever it is several orders of magnitude. For the Eq. 3.12, ITL is closely related to IMN. If ITL value of a frame in first $N$ frames is very small, then the other that of $N - 1$ frames are meaningless. It is very easy to recognize the noise frame from noisy speech by the ITL in this case.

Hence, ITL and ITU should be dynamic. They are volatile with the average of energy of first $N$ frames. The ITL and ITU are modified as

$$IMA = \frac{1}{N} \sum_{i=1}^{N} E_i(n)$$

(3.16)
\[ ITL = \alpha_1 \cdot IMA \] (3.17)

\[ ITU = \alpha_2 \cdot IMA \] (3.18)

where \( \alpha_1 \) and \( \alpha_2 \) are empirical values. By many results of experiments, the higher accuracy detection can be obtained when \( \alpha_1 \approx 0.1 \) and \( \alpha_2 \approx 1.5 \).

Sometimes, pulse-noise strength can be significant in the nonspeech segment, because the background noise is uncertain. These short-time energies of pulse-noise frames are very strong, leading to their short-time energies are more than \( ITU \). In the case, the pulse-noise may be recognized as speech. In practical, human’s utterance is continuous, the adjacent frames of speech are associated. It is impossible that the undulation of energy of adjacent frames is crazy. The case that the energy is instantaneous aggrandizement can only be noise.

This problem can render frame energy larger than \( ITU \), and thus, it may be recognized as speech. To counter this, we propose smoothing the frame energy level during nonspeech segments using the following first-order recursive equation:

\[ F_i(n) = \lambda F_{i-1}(n) + (1 - \lambda) E_i(n), \] (3.19)

where \( \lambda \in (0, 1) \) is the forgetting factor. The initial condition \( F_0(n) = 0 \). Then, if \( F_i(n) \geq ITU \), the update in (3.19) stops and frame \( i \) is classified as speech data. Conversely, if \( F_i(n) < ITU \), updating continues.

The \( F_i(n) \) is easily represent the smoothness properties between adjacent frames, substantially decreases the effect of pulse-noise.

Fig. 3.6 shows the VAD with modified short-time energy. In Fig. 3.6(e), the dash dot lines indicate the detected endpoints with normalized short-time energy method,
the short dashes lines indicate the detected endpoints with modified short-time energy method, and the solid lines indicate the detected endpoints with ZCR after modified short-time energy. The modified short-time energy method can reduce the influence of noisy pulse. ZCR can detect the surd segment accurately.

For the end-point detection of speech, the ZCR is not used to detect, and the ITL also is dropped, the only ITU is used to detected the end-point. The reason is that short-time energy of consonant is weak, and its ZCR is high. On the contrary, the short-time energy of vowel is high and its ZCR is low. There are many kinds of phoneme construction (e.g., C-V, V-C, C-V-C) in other language grammar (e.g., English). However, there are only two kinds of phoneme construction (C-V and V) in Japanese language. All of ending of Japanese phoneme are vowel. Hence, it is no benefit to detect the end-point with ZCR, even it is opposite effect. In the ending part of speech, there are usually some terminal sounds that the short-time energy is very weak. These terminal sounds are no benefit to improve the recognition accuracy of ASR system, thus it is fit that the only ITU is used to detected the end-point.
Figure 3.1. The short-time square energy, logarithm energy and average energy of a speech signal
Figure 3.2. Waveform of word ‘Sapporo’

(a) The waveform of a speech signal

(b) Short-time energy

(c) Zero-crossing rate

Figure 3.3. Short-time energy and zero-crossing rate of frames of a speech signal
Figure 3.4. VAD with double thresholds algorithm based on short-time energy and ZCR in clear environment
Figure 3.5. Short-time energy and zero-crossing rate of frames of a speech signal
Figure 3.6. VAD with double threshold algorithm based on modified short-time energy and zero-crossing rate in clear environment
Chapter 4

Noise Reduction

4.1 Influence of additivity and multiplicative noises

Usually, there are two kinds of noise by interrelation between single and noise. One is additivity noise, the other is multiplicative noise [57, 100, 102]. Assuming the speech signal is $s(t)$ and noise signal is $n(t)$. If the mixed superimposed waveform is $s(t) + n(t)$, then the noise is additivity noise. If the mixed superimposed waveform is $s(t) \otimes n(t)$, then the noise is multiplicative noise. The additivity noise and speech signal are independent with each other. It exists in all the time whether there are speech signal or not. We can only reduce the influence of additivity noise, but can not eliminate the additive noise completely. Thus, the additivity noise can effect the speech signal inevitably. The multiplicative noise is usually caused with the unfavorable channel. It exists with the presence of speech signal. If the speech signal disappear, then the multiplicative noise is also disappear.

In the time domain, we assume the interfered speech signal by additivity noise is

$$x(t) = s(t) + n(t)$$  \hspace{1cm} (4.1)
The $x(t)$ is made Fourier transform, then the corresponding relation is follow in the frequency domain and power spectrum.

$$|X(t, i)|^2 = |S(t, i) + N(t, i)|^2$$

$$= |S(t, i)|^2 + |N(t, i)|^2 + 2|S(t, i)||N(t, i)|\cos(\theta(t, i))$$

(4.2)

Where $X(\cdot)$ is spectrum of the mixed superimposed signal, $S(\cdot)$ is spectrum of speech signal, $N(\cdot)$ is spectrum of additivity noise. $t$ is frame index, $i$ is the frequency components index of the $t^{th}$ frame. $\theta(t, i)$ is the phase separation between speech signal and additivity noise on the $i^{th}$ point. If the speech signal and additivity noise are assumed as independent distribution of zero-mean, then

$$|X(t, i)|^2 \approx |S(t, i)|^2 + |N(t, i)|^2$$

(4.3)

If we can extrapolate the $|N(t, i)|^2$, then the additivity noise can be removed in the frequency component $|S(t, i)|^2 = |X(t, i)|^2 - |N(t, i)|^2$, e.g., spectral subtraction (SS) method. These methods are based on that additivity noise is considered to approximately invariable. In fact, it is very difficult to extrapolate the power of additivity noise accurately. After subtracting the $|N(t, i)|^2$, a few additivity noise is still left. Furthermore, the distribution of additivity noise is variable, but the method is same.

Moreover, we can analyze the frequency spectral by the $|N(t, i)|^2$ in the all spectrum components. The frequency components which is most of $|N(t, i)|^2$ can be filtered with filter. The method can remove most of noise, but it is also very difficult to confirm the frequency of additivity noise. Some additivity noise is still left.

It is impossible that the multiplicative noises are removed with aforementioned two methods. Because of the multiplicative noise is appeared alongside of speech noise. In order to remove the multiplicative noise, the interfered speech noise must be processed.

We assume the interfered speech noise by multiplicative noise is

$$x(t) = s(t) \otimes h(t)$$

(4.4)
The $x(t)$ is made fast Fourier transform (FFT), then the $x(t)$ is transformed as

$$X(t,i) = S(t,i) \cdot H(t,i) \quad (4.5)$$

Where $X(\cdot)$ is spectrum of the mixed superimposed signal, $S(\cdot)$ is spectrum of speech signal, $H(\cdot)$ is spectrum of multiplicative noise, $t$ is frame index, $i$ is the frequency components index of the $t^{th}$ frame. Eq. (4.5) is made logarithms transformation on both sides.

$$\log|X(t,i)| = \log|S(t,i)| + \log|H(h,i)| \quad (4.6)$$

then, made cepstrum transformation on both sides.

$$X^{cep}(t,n) = S^{cep}(t,n) + H^{cep}(t,n) \quad (4.7)$$

Where $X^{cep}(\cdot)$ is cepstrum of the mixed superimposed signal, $S^{cep}(\cdot)$ is cepstrum of speech signal, $H^{cep}(\cdot)$ is cepstrum of additivity noise. $n$ is the number of channel. Then, it is same as the additivity noise, we can extrapolate the $H^{cep}(t,n)$, and then the multiplicative noise can be removed in the frequency component $H^{cep}(t,n) = X^{cep}(t,n) - S^{cep}(t,n)$.

### 4.2 Running spectrum filtering algorithm

Running spectrum filtering (RSF) is a noise reduction method that exploits the difference of temporal variability between the spectra of speech and noise signals to remove the noise [18,22,24–27,39,47,60,87,103]. Thus, using RSF we have evaluated the different characteristics of speech and noise signals. In the modulation spectrum, we have found that the noise spectrum is concentrated in the direct component (DC). Most of the noise energy is distributed in the low-frequency band of the modulation spectrum. Fig. 4.1 shows the power spectrum of clean speech in the the modulation spectra. Fig. 4.2 shows
the power spectrum of 5 dB white noise in the modulation spectra. Fig. 4.3 shows the power spectrum of mixed waveform with clean speech and 5 dB white noise in the modulation spectra. The black shade means the strength of energy in three figures. The energy of clean speech becomes gradually weak with the modulation frequency raising in Fig. 4.1. Especially, where modulation frequency is about less than 16 Hz, the energy is particularly strong. This shows that the significant constituent of speech is in the band $[0, 16]$ Hz. Fig. 4.2 shows the noise is distributed on whole spectrum, but the energy of noise is stronger than another one in frequency band $[0, 1]$ Hz. The energy of speech is strengthened on the whole spectrum, since the noise is added in Fig. 4.3. The additivity noise on frequency band $[0, 1]$ Hz exerts such tremendous effect on speech signal.

Fig. 4.4 shows logarithm spectrum of clean speech in the modulation spectra. Fig. 4.5 shows logarithm spectrum of mixed waveform with clean speech and 5 dB white noise.
Figure 4.2. Power spectrum of 5 dB white noise in the modulation spectra

Figure 4.3. Power spectrum of mixed waveform with clean speech and 5 dB white noise in the modulation spectra
Figure 4.4. Logarithm spectrum of clean speech in the modulation spectra

Figure 4.5. Logarithm spectrum of mixed waveform with clean speech and 5 dB white noise in the modulation spectra
in the modulation spectra. The distributions of energy are almost same to power spectra. Especially, where modulation frequency is about less than 16 Hz, the energy is particularly strong. To speech recognition, the important information of speech is about in the frequency band $[1, 16]$ Hz. The multiplication noise exerts such tremendous influence on frequency band of close 0 Hz. Fig. 4.6 shows DTW recognition accuracies for different bands filtered by RSF. The $[1, 16]$ Hz band is important for the speech spectrum. Recognition accuracy is much higher in band $[1, 12]$ Hz vs than in band $[0,5, 12]$ Hz. The figure shows that most of the noise is located in band $[0,1]$ Hz.

Thus, removing low-frequency components with a high-pass filter can reduce the noise. On the other hand, the speech spectrum covers a wider frequency range. There is a little low energy of noise in the high-frequency band. Therefore, we can use a band-pass filter to separate speech from noise. The overview of RSF processing is shown in Fig. 4.7. The additive noise is reduced in the power spectra and the multiplicative noise
is reduced in the logarithm spectra by RSF.

RSF is similar to relative spectral (RASTA), which is proposed by Hermansky et al. [21, 29, 30, 33]. RASTA is that speech signal is filtered by a band-pass filter in each frequency channel, according to time tract of speech parameter. RASTA uses a band-pass filter with a sharp spectral zero at the zero frequency to cut-off slowly changing or steady-state factors in speech spectrum.

RASTA is usually used to logarithm or power spectra. It also can be applied to cepstrum or power spectra, which is transformed through expanding static nonlinear transformation. RASTA uses an infinite impulse response (IIR) filter [61, 69, 71]. Its transfer function is

\[
H(z) = G \times \frac{z^{N-1} \sum_{n=0}^{N-1} \left( \frac{N-1}{2} - n \right) z^{-n}}{1 - \rho z^{-1}}
\]  

(4.8)
Usually, the $N = 5$, $G = 0.1$, and $\rho = 0.98$. Then,

$$H(z) = 0.1z^4 \times \frac{2 + z^{-1} - z^{-3} - 2z^{-4}}{1 - 0.98z^{-1}}$$  \hspace{1cm} (4.9)

The function of conventional IIR filter is

$$y(t) = \frac{\sum_{k=0}^{L} b_k z^{-n} x(t)}{1 + \sum_{k=1}^{M} a_k z^{-n}}$$  \hspace{1cm} (4.10)

Where $x(t)$ is input signal, $y(t)$ is output signal, $a_k$ and $b_k$ are coefficients of filter. The IIR filter is also defined as $L^{th}$-order difference equation by Eq. (4.10)

$$y(t) = \sum_{k=0}^{M-1} a_k x(t-k) - \sum_{k=1}^{L} b_k y(t-k)$$  \hspace{1cm} (4.11)

We known the output value is calculated with current input and last output values. Hence, the effect of steady background noise is still residue after many iterations [13]. In order to cut-off the effect of input signal, the RSF uses FIR filter instead of IIR filter [23]. The transfer function of FIR filter is

$$y(t) = \sum_{k=0}^{L} b_k z^{-n} x(t)$$  \hspace{1cm} (4.12)

Where $b_k$ is coefficients of filter. In order to get the sharp filter, the order of FIR filter must be very big. In our system, the order is usually 240. If the order is big, then the calculation cost is big. Hence, the calculation time is big. The higher order can affect the performance of ASR system. A high-performance FIR hardware with high order has been designed for solving the problem in [23, 96–98].

Fig. 4.8 shows the comparison of MFCC feature vector of $3^{th}$ channel between clean and noisy speech. Fig. 4.9 shows the comparison of MFCC feature vectors of $3^{th}$ channel between clean and noisy speech after RSF.
Figure 4.8. The comparison of MFCC feature vectors of $3^{rd}$ channel between clean and noisy speech

Figure 4.9. The comparison of MFCC feature vectors of $3^{rd}$ channel between clean and noisy speech after RSF
4.3 CMS algorithm

CMS is a simple method of reducing noise [7, 58, 74, 75, 83]. White noise is uniformly distributed in a spectrum. After feature extraction, the MFCC feature vectors are obtained in the cepstral domain. In a long-time range, almost all speech features are changed with the progress of time. On the other hand, the time-invariant noise features in such a range are considered as almost constant. The subtraction of the time-invariant features from noisy speech features result in the reduction of noise components. We assume that a speech waveform is divided into $h$ short frames. $f_i(t)$ is the $i^{th}$ component of the $i^{th}$ frame.

Noise reduction is then executed as Eq. (4.13).

$$f'_i(t) = f_i(t) - \frac{1}{h} \sum_{j=1}^{h} f_j(t)$$  \hspace{1cm} (4.13)

Fig. 4.10 shows the comparison of MFCC feature vector of $3^{th}$ channel between clean and noisy speech after CMS.

4.4 Dynamic range adjustment algorithm

Usually, when white noise is added to a speech waveform, observing the speech waveform is more difficult than observing the clean speech. In addition, when RSF or CMS is applied for noise reduction, the signal amplitude is typically reduced.

The cepstral mean-variance normalization (CMVN) is proposed to adjust the amplitude [65, 84, 85]. The feature vector of each frame is normalized as follows

$$f'_i(t) = \frac{f_i(t) - \mu(t)}{\sigma(t)}$$  \hspace{1cm} (4.14)
Figure 4.10. The comparison of MFCC feature vector of 3\textsuperscript{th} channel between clean and noisy speech after CMS

where $\mu(t)$ is mean of all frames in $t$\textsuperscript{th} component. It is calculated as follow

$$\mu(t) = \frac{1}{h} \sum_{i=1}^{h} f_i(t)$$ \hspace{1cm} (4.15)

where $\sigma(t)$ is the standard deviation of all frames in $t$\textsuperscript{th} component. It is calculated as follow

$$\sigma(t) = \sqrt{\frac{1}{h} \sum_{i=1}^{h} (f_i(t) - \mu(t))^2}$$ \hspace{1cm} (4.16)

Since clean speech is typically used as reference data, the amplitude difference between clean and RSF- or CMS-processed noisy speech deteriorates the recognition accuracy. The CMVN can normalize the waveform of each dimensional. But the lengths of voiceless segment of identical pronunciation in different time are different. Hence, the standard deviation are different. Then, the waveforms are made a great deal of difference for identical pronunciation in different time after CMVN processing. The shapes
Figure 4.11. The comparison of MFCC feature vectors of $3^{th}$ channel between clean and noisy speech after RSF and DRA of waveform are changed to original one.

Dynamic range adjustment (DRA) can be used to compensate for this difference using the following normalization [88, 89, 95].

$$f'_i(t) = \frac{f_i(t)}{\arg \max_{j=1,\ldots,h} |f_j(t)|}$$

(4.17)

DRA makes it possible to obtain similar cepstrum data for clean speech and noisy speech after CMS or RSF. However, The shapes of waveform are kept same to original one.

Fig.4.11 shows the comparison of MFCC feature vector of $3^{th}$ channel between clean and noisy speech after RSF and DRA. Fig.4.12 shows the comparison of MFCC feature vector of $3^{th}$ channel between clean and noisy speech after CMS and DRA.
Figure 4.12. The comparison of MFCC feature vectors of 3\textsuperscript{rd} channel between clean and noisy speech after CMS and DRA

\subsection{4.5 Proposed noise reduction method}

In real environment, the additivity and multiplicative noises are simultaneous. Hence, the mixed superimposed speech waveform is as follow in time domain [1].

\[ x(t) = s(t) \otimes h(t) + n(t) \]  

(4.18)

Where \( x(t) \) is noisy speech signal, \( s(t) \) is speech signal, \( h(t) \) is multiplicative noise, and \( n(t) \) is additivity noise. The Eq. (4.18) is Fourier transformed on both sides. In frequency and power spectrums, the equation is follow, which is effected by the additivity and multiplicative noises.

\[ X(t, i) = S(t, i)H(t, i) + N(t, i) \]  

(4.19)
\[
X(t,i)^2 = |S(t,i)H(t,i) + N(t,i)|^2 \\
= |S(t,i)H(t,i)|^2 + |N(t,i)|^2 + 2\Re[S(t,i)H(t,i)N(t,i)] \\
= |S(t,i)|^2|H(t,i)|^2 + |N(t,i)|^2 + 2|S(t,i)||H(t,i)||N(t,i)|\cos(\theta(t,i))
\] (4.20)

where \( \theta(t,i) \) is the phase separation between speech signal and additivity noise on the \( i^{th} \) point. Because of the speech and noise can be supposed as mutually independent zero-mean distribution, the desired value of last item is zero in Eq. (4.20). Although instantaneous value of each frame is not zero in this item, the output value of each filter unit is equal to weighted sum of energies of all points when computing Mel-filter. Hence, Mel-energy of noisy speech signal is approximately equal to

\[
P_x(t,i) \approx P_s(t,i)P_h(t,i) + P_n(t,i)
\] (4.21)

where \( P_x(\cdot), P_s(\cdot), P_h(\cdot), \) and \( P_n(\cdot) \) are Mel-energy of noisy speech, clean speech, additivity noise, and multiplicative noise.

In logarithm spectrum, we defined \( X^\log, S^\log, N^\log, \) and \( H^\log \) are as values of vector for noisy speech, clean speech, additivity noise, and multiplicative noise. So

\[
X^\log = S^\log + H^\log + \log(I + e^{(N^\log - S^\log - H^\log)})
\] (4.22)

Similarly, we defined \( X^{cep}, S^{cep}, N^{cep}, \) and \( H^{cep} \) are as values of cepstrum feature vector for noisy speech, clean speech, additivity noise, and multiplicative noise in cepstrum spectrum. So

\[
X^{cep} = S^{cep} + H^{cep} + D\log(I + e^{D^{-1}(N^{cep} - S^{cep} - H^{cep})})
\] (4.23)

where \( D \) is discrete cosine transformation (DCT) matrix.

According to Figs. 4.3 and 4.5, the most of energy of additivity noise distributes in lower modulation frequency on power spectrum, especially under 1 Hz. The most of energy of multiplication noise distributes under 1 Hz modulation frequency on logarithm
spectrum. But some energies of additivity and multiplication noises are also distributed in whole modulation frequency domain. RSF algorithm only can filter most of noise by band pass filter, but some noises are still remained. In Eq. (4.23), the $H^{cep}$ can be almost removed by RSF, but the effect of $D\log(I + e^{D^{-1}(N^{cep} - S^{cep} - H^{cep})})$ is in the whole modulation frequency domain.

On the other hand, we known the calculation cost of RSF algorithm is high, since the high order (240) is used. In Fig. 4.7, the conventional RSF algorithm is used twice. One is in power spectrum, the other is in logarithm spectrum. Hence, the calculation time of ASR system with RSF is relatively high.

In order to improve the performance of ASR system, we remove the RSF for noise reduction in power spectra. After cepstrum computing, we use RSF with band-pass filter to reduce the noise. And then, CMS method is used to reduce the remanent noise in whole frequency domain. CMS is simpler than RSF. The calculation cost is far lower than that of RSF. The flowchart of this method is shown in Fig. 4.13.
Figure 4.13. Overview of union of RSF CMS and DRA method
Chapter 5

Conventional Dynamic Time Warping Algorithm

5.1 Introduce

It is well known that speech signals cannot be compared directly. Usually the lengths of time are difference, because human’s speaking rate variations are difference and cause nonlinear fluctuation in a speech pattern time axis, even if the same utterances of same word also are difference in different times. Thus, the time-normalization or eliminating the fluctuation is necessary, and it has been one of central problems in speech recognition research. The DTW algorithm is based on dynamic programming (DP) algorithm and provides a solution to template matching for different lengths of pronunciation [37, 81]. It is a nonlinear warping technique where time series are stretched and compressed to match the reference speech. DTW aligns two sequences of feature vectors by warping the time axis iteratively until an optimal match between the two sequences is found. DTW is an appealing method because it does not require training.
5.2 Dynamic programming algorithm

DP-matching technique is an optimization algorithm [78–80]. It is a pattern matching algorithm for nonlinear time-normalization. DP technique can transform multistage decision process of ASR into many absolute single-stage decision processes, then it solves every absolute decision process one by one. DP technique can align two speech patterns that are time differences between them. DP warps the time axis of one and attains maximum coincident time-axis with another one. Then, the time-normalization distance (Euclidean distance) is calculated as similarity between them.

Usually, the speech signal can be expressed as a sequence of feature vector by feature extraction. We assume the sequence of feature vectors of test speech pattern is $P = [p_1, p_2, \ldots, p_i, \ldots, p_I]$. Where $p_1$ is the beginning frame, $p_I$ is the end frame, $I$ is the number of frames of test speech pattern. The sequence of feature vectors of reference speech is $Q = [q_1, q_2, \ldots, q_j, \ldots, q_J]$. Where $q_1$ is the beginning frame, $q_J$ is the end frame, $J$ is the number of frames of reference speech pattern. The $P$ and $Q$ must use the same kind of feature vector, length of frame, window function and vertical shift.

In order to calculate similarity between $P$ and $Q$, the time-normalization distance $D(P, Q)$ is used to measure. The time-normalization distance is more small, the similarity is more high. The $D(P, Q)$ is total of distance of every pair of corresponding frames between two patterns. The frame time-normalization distance is defined as $d(p_i, q_j)$.

If number of frames of $P$ and $Q$ is same $I = J$, then the time-normalization distance $D(P, Q)$ can be calculated directly. It is as

$$D(P, Q) = \sum_{i=1}^{I} d(p_i, q_i)$$ (5.1)

Otherwise, number of frames of $P$ and $Q$ are aligned to same. This linear extension method can make it. If $I < J$, then $P$ can be mapped into a sequence of $J$ frames. The
the time-normalization distance $D(P, Q)$ can be calculated by Eq. (5.1). However, the method has never considered spoken times of each phoneme of speech are variable under different time or cases. Thus, the number of frame of a phoneme is variable. Therefore, the linear extension method is not accurate. The recognition may not be as good. Most of researchers use the DP algorithm in ASR field.

In order to describe the matching processing of DP algorithm, we consider a two-dimension rectangular coordinate system, where frame number of test pattern $I$ is described as x-axis, where frame number of reference pattern $J$ is described as y-axis. The intersection of frame number between them is considered as matching, the time differences can be depicted by a sequence of point $c = (i, j)$. The DP algorithm would find out a path, which passes some intersections of frame number. The all points in the path are corresponding frames which are used to calculated matching distance between two patterns. The path is not selected at random. Although pronunciation speed is variable, but the precedence order of frame in a speech pattern is is invariable. Hence, the selected path must be from upper dexter corner of rectangular coordinate system to the lower sinister corner. Fig. 5.1 shows a selected warping path by DP algorithm.

In order to describe the warping path, the time differences between them can be as a sequence of points:

$$C = [c_1, c_2, \cdots, c_l, \cdots, c_L]$$

(5.2)

where

$$c_l = (x(l), y(l))$$

(5.3)

where $x(l)$ is frame number of test pattern in the path, $x(l) \in [1, \cdots, I]$, $y(l)$ is frame number of reference pattern in the path, $y(l) \in [1, \cdots, J]$. The sequence of points in path cab be considered to a function, which try to match Most similar frames from the time
axis of pattern $P$ onto that of pattern $Q$. The matching function is defined as

$$y(l) = \phi(x(l))$$  \hspace{1cm} (5.4)$$

As the measure of the similarity between two feature vectors of frame $p_i$ and $q_j$, a Euclidean distance is defined as

$$d(c) = d(i, j) = \| p_i - q_j \|$$  \hspace{1cm} (5.5)$$

Then, the distance of path is summation of all frame distances, and it is defined as

$$D(C) = \sum_{l=1}^{L} d(c_l)$$  \hspace{1cm} (5.6)$$

Usually, the first point is $c_1 = (1, 1)$, and the last point is $c_L = (I, J)$ in path. There are many paths from point $(1,1)$ to $(I,J)$. All of matching pathes must satisfy certain
restriction conditions \( \eta \). It can obtain its minimum distance value when the matching function \( \phi(\cdot) \) is determined to optimally warp the time difference between two patterns. The minimum distance value can be considered to be similarity between them. Hence, the matching distance between test pattern \( P \) and reference pattern \( Q \) is defined as

\[
D(P, Q) = \min_{\phi(\cdot) \in \eta} D(C)
\] (5.7)

Usually, the DP algorithm calculates all matching distances of frames and pathes (e.g. all intersections in Fig. 5.1). Then, selecting the path which is minimum distance value from (1,1) to (I,J) as the matching distance between two patterns. Hence, the calculation cost of DP algorithm is very large. It costs plenty of time to obtain the optimal path. In fact, some points are not used by the restriction conditions \( \eta \), and the calculation cost and time can be reduced without these points. Hence, some modified DP algorithms are proposed and they are called DTW algorithm. Two major DTW algorithms have been used conventionally: the one proposed by Sakoe and Chiba in [81], and the one proposed by Itakula in [37]. These conventional DTW algorithms are showed in Fig. 5.2 and Fig. 5.6. The two DTW algorithms proposed different adjustment windows, warping function \( \phi(\cdot) \) and restriction conditions \( \eta \). The two DTW algorithms are more efficient than ordinary DP algorithm.

### 5.3 Sakoe-Chiba proposed DTW algorithm

A nonnegative weighting coefficient \( w \) is intentionally introduced to measure flexible characteristic in the Eq. (5.6) by Sakoe and Chiba. Then the weighted summation of distances on the warping function \( \phi(\cdot) \) is

\[
D(C) = \sum_{l=1}^{L} d(c_l)w(l)
\] (5.8)
where \( w(l) \) is the weight coefficient of \( c(l) \). So, the distance between test pattern \( P \) and reference pattern \( Q \) is defined as

\[
D(P, Q) = \min_{\phi(\cdot)} \left( \frac{\sum_{l=1}^{L} d(c_l) w(l)}{\sum_{l=1}^{L} w(l)} \right)
\]

Although the Eq. (5.9) is different with Eq. (5.6), but it is accordance with fundamental definition of time-normalized distance. The weight coefficient \( w(l) \) is used to compensate the influence of every frame on the warping function \( \phi(\cdot) \). Thus, the similarity between two patterns depends on the warping function and weight coefficient definition to every pair of frames.

The warping function \( \phi(\cdot) \) must consider the characteristics of time sequence of speech signal, and voice versa. For example, the precedence order can not be changed after warped sequence, the distance between adjacent frames can not be so large and so on. Essential speech pattern time-axis structures are continuity, Monotonicity, limitation on the acoustic parameter transition speech in a speech. Hence, some restrictions conditions are very necessary to limit to match the frame by warping function \( \phi(\cdot) \). These conditions can be realized as the follow and shown in Fig. 5.2.

1) Monotonic conditions:

\[
x(l - 1) \leq x(l) \\
y(l - 1) \leq y(l)
\]

These monotonic conditions express the characteristics of time sequence of speech signal, and voice versa. The precedence order can not be changed after warped sequence.
2) Continuous conditions:

\[
\begin{align*}
x(l) - x(l-1) & \leq 1 \\
y(l) - y(l-1) & \leq 1
\end{align*}
\]  
(5.11)

The continuous conditions express how to choose the adjacent frame. By above two restrictions, we know the pervious adjacent point of \(c_l\) is one of \((x(l), y(l) - 1)\), \((x(l) - 1, y(l) - 1)\) and \((x(l) - 1, y(l))\).

\[
c_{l-1} = \begin{cases} 
(x(l), y(l) - 1) \\
(x(l) - 1, y(l) - 1) \\
or (x(l) - 1, y(l))
\end{cases}
\]  
(5.12)

3) Boundary conditions:

\[
\begin{align*}
x(1) &= 1, y(1) = 1 \\
x(L) &= I, y(L) = J
\end{align*}
\]  
(5.13)

The boundary conditions define that the beginning point must be the point \(c_1 = (1, 1)\) and the end point is \(c_L = (I, J)\) for all paths. These also express the characteristics of time sequence of speech signal. The two endpoints of two patterns firstly must be aligned.

4) Adjustment window condition:

\[
|x(l) - y(l)| \leq r
\]  
(5.14)

In fact all warping paths from \((1,1)\) to \((I,J)\) may not cross all points. Thus, the adjustment windows defines the computation area for warping function. These points out of adjustment windows are excluded from calculation. In other words, the pathes which cross the points out of adjustment windows may not be optimal path. However, the calculation cost of DTW algorithm can be reduced more much efficiently.
Figure 5.2. Warping function and adjustment window definition for Sakoe and Chiba’s DTW algorithms

How to obtain the optimal path (i.e. $D(I,J)$) by above restrictions conditions? We consider it with a negative sequence recursive processing. We known only three pathes can pass the point $(i, j)$ by Eq. (5.12). They are shown in Fig. 5.3. Then, these path distances $D(i, j)$ from $(1, 1)$ to $(i, j)$ are

$$D_1(i, j) = d(i, j) + D(i - 1, j)$$
$$D_2(i, j) = d(i, j) + D(i - 1, j - 1)$$
$$D_3(i, j) = d(i, j) + D(i, j - 1)$$

(5.15)
Thus, the optimal path from 1, 1 to \( i, j \) is the path whose distance is minimum among \( D_1, D_2, \) and \( D_3 \). And so on, the path distance of every point can be defined a recurrence formula as

\[
D(i, j) = d(i, j) + \min \left( \begin{array}{c} D(i-1, j) \\ D(i-1, j-1) \\ D(i, j-1) \end{array} \right)
\] (5.16)

We can obtain the optimal path of every point, which is from (1, 1) in the adjustment windows by Eq. (5.16). Until the last point \((I, J)\), only one path is remained, then the path is matching optimal path between pattern \( P \) and pattern \( Q \), and the path distance is similarity between them.

![Figure 5.3. Continuous conditions for Sakoe and Chiba’s DTW algorithms](image)

In Eq. (5.9), the path distance is with weighting coefficient. Assuming the sum of all weighting coefficient is defined as

\[
\mathbb{W}(C) = \sum_{l=1}^{L} w(l)
\] (5.17)

then, the time-normalization distance is

\[
D(P, Q) = \min_{\phi(\cdot)} \left( \frac{D(C)}{\mathbb{W}(C)} \right)
\] (5.18)
It is very important how to set the reasonable weighting coefficient. It can affect the performance of DTW algorithm. There are two typical weighting coefficients are defined and shown in Fig. 5.4. They are as follows.

1) Symmetric form

\[ w(I) = (x(I) - x(I - 1)) + (y(I) - y(I - 1)) \]  \hspace{1cm} (5.19)

then

\[ \mathbb{W}(C) = I + J \]  \hspace{1cm} (5.20)

2) Asymmetric form

\[ w(I) = \begin{cases} 
  x(I) - x(I - 1) \\
  \text{or} \quad y(I) - y(I - 1)
\end{cases} \]  \hspace{1cm} (5.21)

\[ \mathbb{W}(C) = \begin{cases} 
  I \\
  \text{or} \quad J
\end{cases} \]  \hspace{1cm} (5.22)

In the symmetric form, \( D(I, J) = D(J, I) \). But \( D(I, J) \neq D(J, I) \) in the asymmetric form. In the asymmetric form, the weighting coefficient \( w(I) \) can reduce to 0 when the anterior point of \((i, j)\) is the point \((i, j - 1)\), and it is shown in Fig. 5.4(b). In this case, some feature vectors are possibly excluded the warping path, but the frame weighted distance \( d(i, j) \cdot 0 = 0 \). It is obvious that the zero weighting coefficient is unreasonable for the veritable path. We would discuss it in late part.

Hence, there are two kinds of optimal path distances under the symmetric and asymmetric forms.

**DTW1**: Symmetric Sakoe-Chiba’s DTW
Figure 5.4. Sakoe and Chiba proposed two weighting coefficients

The first point is $c(1) = (1, 1)$, and its preorder point does not exist. The initial condition is

$$D(c(1)) = d(c(1))w(1)$$  \hspace{1cm} (5.23)

We assume the implicit point $c(0) = (0, 0)$, then the weighting coefficient $w(1) = 1 + 1 = 2$ in symmetric form. So the weighted summation of distances of point $(1, 1)$ is

$$D(1, 1) = 2d(1, 1)$$  \hspace{1cm} (5.24)
The optimal weighted warping path distance is:

\[
D(i, j) = \min \left( \begin{array}{c}
D(i - 1, j) + d(i, j) \\
D(i - 1, j - 1) + 2d(i, j) \\
D(i, j - 1) + d(i, j)
\end{array} \right)
\]  
(5.25)

The restricting condition is

\[j - r \leq i \leq j + r\]  
(5.26)

The time-normalized distance of optimal warping path between two patterns is

\[D(I, J) = \frac{D(I, J)}{\mathbb{W}(C)}\]  
(5.27)

where \(\mathbb{W}(C) = I + J\).

**DTW2**: Asymmetric Sakoe-Chiba’s DTW

In a similar way, assuming the implicit point \(c(0) = (0, 0)\), then the weighting coefficient \(w(1) = 1\) in asymmetric form. So the weighted summation of distances of point \((1, 1)\) is

\[D(1, 1) = d(1, 1)\]  
(5.28)

The weighted optimal distance has been previously discussed. In order to avoid the influence of zero weighting coefficient, we define a new solution for it. Assuming there are \(k\) continuous points until the point \((i, j)\) by the \(j\)-axis direction (e.g. Fig. 5.5). Then, the nethermost point is \((i, j-k+1)\). We assume its preorder point is \((x_p, y_p)\).

We define the weighted summation of distances on the warping path is

\[D(i, j) = D(x_p, y_p) + \frac{1}{k} \sum_{y=j-k+1}^{j} d(i, y)\]  
(5.29)

Hence, the optimal weighted warping path distance is

\[D(i, j) = \min \left( \begin{array}{c}
D(i - 1, j) + d(i, j) \\
D(i - 1, j - 1) + d(i, j) \\
D(x_p, y_p) + \frac{1}{k} \sum_{y=j-k+1}^{j} d(i, y)
\end{array} \right)\]  
(5.30)
The restricting condition is
\[ j - r \leq i \leq j + r \] (5.31)

The time-normalized distance of optimal warping path between two patterns is
\[ D(I, J) = \frac{D(I, J)}{\mathbb{W}(C)} \] (5.32)

where $\mathbb{W}(C) = I$ or $J$.

### 5.4 Itakutra proposed DTW algorithm

Another one is Itakura proposed DTW algorithm. It is different with the Sakoe and Chiba proposed that. The weighting coefficient never be considered. The restriction conditions can be realized as the follow and shown in Fig. 5.6.

1) Monotonic conditions:
\[ x(l-1) \leq x(l) \] (5.33)
\[ y(l-1) \leq y(l) \]
These monotonic conditions express the characteristics of time sequence of speech signal and voice versa. The precedence order can not be changed after warped sequence.

2) Continuous conditions:

\[ x(l) - x(l - 1) = 1 \quad (5.34) \]

\[ y(l) - y(l - 1) = \begin{cases} 
0, 1, 2 & y(l - 1) \neq y(l - 2) \\
1, 2 & y(l - 1) = y(l - 2) 
\end{cases} \quad (5.35) \]
These continuous conditions express how to choose the adjacent frame. By these above two restrictions, we know the previous adjacent point of \( c_l \) is one of \((x(l)-1,y(l)),(x(l)-1,y(l)-1)\) and \((x(l)-1,y(l)-2)\).

\[
\begin{align*}
  c_{l-1} = \begin{cases} 
  (x(l)-1,y(l)) \\
  (x(l)-1,y(l)-1) \\
  or \ (x(l)-1,y(l)-2)
  \end{cases}
\end{align*}
\]

(5.36)

3) Boundary conditions:

\[
\begin{align*}
  x(1) = 1, y(1) = 1 \\
  x(L) = I, y(L) = J
\end{align*}
\]

(5.37)

The boundary conditions define the beginning point must be point \( c_1 = (1,1) \) and the end point is \( c_L = (I,J) \) for all paths. These also express the characteristics of time sequence of speech signal. The beginning and end points of two patterns must be aligned firstly.

4) Adjustment window condition:

\[
\begin{align*}
  y(l) &= 2x(l) \\
  y(l) &= \frac{1}{2}x(l) \\
  y(l) &= 2x(l) + J - 2I \\
  y(l) &= \frac{1}{2}x(l) + J - \frac{1}{2}I
\end{align*}
\]

(5.38)

By the continuous conditions Eq. 5.36, we known the slope of warping path is confined between 2 and \(1/2\). Thus, the warping function is confined in the parallelogram area, which is constituted with the four straight lines in Eq. 5.38. Those points out of the area can not been calculated. In extreme cases, the \( i \) is added 1 then \( j \) is added 2, the last point is \( J = 2I \) when the slope is 2. Conversely, \( i \) is added 2 then \( j \) is added 1, the last point is \( J = \frac{1}{2}I \) when the slope is \(1/2\). Hence, the Itakura proposed DTW algorithm can be realized when \( \frac{1}{2}I \leq J \leq 2I \).
The Itakura proposed DTW algorithm is described as ‘DTW3’ in the thesis. The calculated processing of optimal path is follow.

**DTW3: Itakura’s DTW**

The weighting coefficient is not used. The initial condition \( c_1 = (1,1) \), \( c_L = (I,J) \), \( d(c_1) = d(1,1) \). Hence,

\[
D(1,1) = d(1,1)
\]  
(5.39)

We also consider it with a negative sequence recursive processing. How to calculate the optimal path? We known only three pathes can pass the point \((i,j)\) by Eq. (5.36). They are shown in Fig. 5.7. Then, these path distances \( D(i,j) \) from \((1,1)\) to \((i,j)\) are

\[
D(i,j) = d(i,j) + \min \begin{pmatrix}
D(i - 1, j) \\
D(i - 1, j - 1) \\
D(i - 1, j - 2)
\end{pmatrix}
\]  
(5.40)

Until the last point \((I,J)\), Only one path is remained, then the path is matching optimal path between pattern \(P\) and pattern \(Q\) and its distance is similarity between them.

![Figure 5.7. Continuous conditions for Itakura’s DTW algorithm](image-url)
5.5 DTW with multireferences

Conventional DTW is capable of fast search and low complexity, but it has poor speech recognition accuracy. In order to improve the recognition accuracy in noisy environments using DTW, a better way is to increase the number of utterances for the same word.

mDTW [15] has been developed. First, we assume there are M reference words, and each word has N speech utterances from different speakers. The distance computed between the unknown speech waveform and the $n^{th}$ utterance of the $m^{th}$ reference word is denoted as $d_{mn}$, $1 \leq m \leq M$, $1 \leq n \leq N$. The distances computed between the unknown speech waveform and all utterances of the $m^{th}$ reference word are collected in vector $d_m = [d_{m1} d_{m2} \ldots d_{mn} \ldots d_{mN}]^T$. Then, all distances between the unknown speech waveform and all reference utterances can be represented in matrix form as

$$
D = \begin{bmatrix}
d_{11} & d_{12} & \ldots & d_{1N} \\
d_{21} & d_{22} & \ldots & d_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
d_{M1} & d_{M2} & \ldots & d_{MN} 
\end{bmatrix}
$$

(5.41)

Sorting the distances for every reference word into ascending order yields $d'_m$.

$$
d'_m = \begin{bmatrix}
d'_{m1} & d'_{m2} & \ldots & d'_{mN}
\end{bmatrix}
$$

(5.42)

That is, $d'_{m,1}$ and $d'_{m,N}$ are the minimum and maximum distances, respectively.

In contrast, in the mDTW approaches, the recognized word corresponds to

$$
\arg\min_{m=1:M} d'_{m,1}
$$

Figure 5.8 shows the recognition accuracy of the mDTW algorithm for different numbers of reference utterances for each word. For this implementation, the reference
Figure 5.8. Recognition accuracy of mDTW

database consists of 100 isolated Japanese words, and every word has 10 to 50 waveforms spoken by different persons, and the test words are 50 isolated Japanese words. Note that although accuracy continues to improve with a higher number of reference utterances for each word, calculation complexity also increases substantially because of the increasingly large reference database. In the following section, we present a way of finding an appropriate reference utterance to replace the increasing number of utterances, thus reducing the calculation cost while maintaining the high recognition accuracy.
Chapter 6

Reconstruct references DTW algorithm

As stated above, the more utterances we used for the same word, the more memory resources and computing time we need to pay. Therefore, the problem becomes how to find the best reference utterance to replace the large number of reference utterances. Actually, the DTW algorithm provides the optimal path for finding the best reference template. We give a detailed explanation in the following part.

6.1 One pair of vectors

For simplicity, first, we assume one pair of speech feature for the same word, \( P = \{p(1), p(2), \cdots, p(i), \cdots, p(I)\} \) and \( Q = \{q(1), q(2), \cdots, q(j), \cdots, q(J)\} \), as mentioned in Section 3. Then, by using the DTW algorithm, the optimal path between \( P \) and \( Q \) is defined as

\[
C_{opt} = [c_1, c_2, \cdots, c_l, \cdots, c_L]
\]  \hspace{1cm} (6.1)

where \( c_l \) is a point on the \( i - j \) plane, the coordinates of which are \((i(l), j(l))\), with the value \((p(i(l)), q(j(l)))\).

The optimal path \( C_{opt} \) is the one that minimizes the cumulative error path between \( P \)
and $Q$. In other words, the value of each optimal path point is the closest value between $P$ and $Q$. Therefore, let us consider defining a new vector $C'$ to replace $P$ and $Q$ on the basis of the optimal path.

First, we consider the optimal path to represent a function that approximately realizes mapping from the axis of speech feature $P$ onto that of speech feature $Q$. The slope of every two points in this function is calculated by

$$S = \frac{i(l+1) - i(l)}{j(l+1) - j(l)}$$  \hspace{1cm} (6.2)

where $S$ is the slope of two points. Actually, there are only three kinds of slope, as represented in Fig. 6.1.

![Figure 6.1. Types of slope](image)

Then, every two points other than the starting point and end point will be merged into a new point with the value expressed as

$$c'(l) = \begin{cases} 
\frac{p(i(l)) + p(i(l+1)) + q(j(l))}{3} & \text{if } S = 0 \\
\frac{p(i(l)) + q(j(l))}{2} & \text{if } S = 1 \\
\frac{p(i(l)) + q(j(l)) + q(j(l+1))}{3} & \text{else}
\end{cases}$$  \hspace{1cm} (6.3)
The starting point and end point remain the original values.

Finally, we define the new vector $C'$ as a set of centroids calculated using Eq. (19).

$$C' = [c'_1, c'_2, \ldots, c'_N]$$

(6.4)

Figure 6.2 shows the details of the merging rule.

6.2 Pairs of vectors

On the basis of the above explanation, we solve the condition in which there are pairs of vectors. The proposed method proceeds in the following steps.

1. We assume there are $M$ reference words, where each word has $N$ speech utterances
from different speakers. For each reference word, \( N \) speech utterances will be divided into two subsets.

2. For each pair of subsets, the optimal path will be computed. According to Eq. (19), the new vector will replace the pair of subsets. The number of speech utterances will be reduced to \( N' = N/2 \).

3. If we repeat step 2, the number of speech utterances will be further reduced. In other words, if we repeat step 2 \( t \) times (we call it training \( t \) times), then the number of speech utterances will be reduced to \( \frac{1}{2^t}N \).

4. The distances computed between the unknown speech waveform and all utterances of reference word \( M \) are collected in a matrix as

\[
D = \begin{bmatrix}
  d^T_1 \\
  d^T_2 \\
  \vdots \\
  d^T_M
\end{bmatrix} = \begin{bmatrix}
  d_{1,1} & d_{1,2} & \cdots & d_{1,N'} \\
  d_{2,1} & d_{2,2} & \cdots & d_{2,N'} \\
  \vdots & \vdots & \ddots & \vdots \\
  d_{M,1} & d_{M,2} & \cdots & d_{M,N'}
\end{bmatrix}
\]  

(6.5)

5. As in the mDTW algorithm, sort the distances for each reference word. The recognized word corresponds to

\[
\arg\min_{m=1:M} d'_{m,1}
\]

6. Finally, in the recognition part, the recognition accuracy will be calculated.

Figure 6.3 shows the basic algorithm of three kinds of DTW. The conventional DTW uses the reference speech compared with the test speech. Its algorithm is simple and fast, but the recognition accuracy is low. mDTW uses \( N \) reference speeches compared with the test speech. Although the algorithm increases the robustness of the reference speeches and the recognition accuracy is very high, the computation cost is significantly increased. The proposed method not only reduces the computation cost but maintains a high recognition accuracy (Case of training once).
6.3 Evaluation measure and results

Conventional recognition systems consist of ordinary feature extraction based on MFCC. The entire recognition system is implemented using MATLAB. The reference database consists of 100 isolated Japanese words, and each word has 100 waveforms spoken by 50 persons. The test words are 50 isolated Japanese words, and each word has 100 waveforms spoken by another 50 persons. MFCC feature vectors are extracted. These vectors comprise 36 dimensions: 12 cepstral coefficients ($s_i(k), i = 1, 2, \ldots, 12, k :$ time index), 12 delta cepstral coefficients ($\Delta s_i(k) = s_i(k) - s_i(k - 1)$), and 12 delta-delta cepstral coefficients ($\Delta^2 s_i(k) = \Delta s_i(k) - \Delta s_i(k - 1)$). Other conditions are described in Table 6.1.

In this study, we have two main goals. One is to reduce the calculation cost. In the following part, we will show the calculation costs of mDTW and tDTW.

To obtain the calculation cost of mDTW, we must evaluate the following cost:

$$C_{T,i}^{ID}(A_i) = MNC_D(H_i, A_i) + C_R(A_i)$$

(6.6)

where $C_{T,i}^{ID}$ is the total calculation cost of mDTW, $C_D$ is the calculation cost of DTW, and
Table 6.1. Experimental settings and parameters

<table>
<thead>
<tr>
<th>Recognition task</th>
<th>Isolated 100 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech data</td>
<td>100 Japanese region names</td>
</tr>
<tr>
<td>Sampling</td>
<td>11.025 kHz, 16 bits</td>
</tr>
<tr>
<td>Window length</td>
<td>23.2 ms (256 samples)</td>
</tr>
<tr>
<td>Frame length</td>
<td>11.6 ms (128 samples)</td>
</tr>
<tr>
<td>Band of bandpass filter</td>
<td>1-15 Hz</td>
</tr>
<tr>
<td>Feature vector</td>
<td>36-dimensional MFCC</td>
</tr>
<tr>
<td>Noise type</td>
<td>white noise and babble noise</td>
</tr>
</tbody>
</table>

$C_R$ is the calculation cost of noise reduction. $M$ is the total number of target words, and $N$ is the total number of speeches for each speech word (in the experiment, $M$ is 100 and $N$ is 100). We define $\mathbf{A}$ as a feature vector of speech and $H_i$ as the $i^{th}$ reference feature vector.

In the case of tDTW-based ASR, the total calculation cost is

$$C_{T,i}^{TD}(\mathbf{A}) = C_T(H_i, \mathbf{A}) + \frac{1}{2t}MNC_D(H_i, \mathbf{A}) + C_R(\mathbf{A})$$  \hspace{1cm} (6.7)

where $C_{T,i}^{TD}$ is the total calculation cost of tDTW, $C_T$ is the calculation cost of the training part, and $t$ is number of training repetitions. We assume training of only once, then, $C_T(H_i, \mathbf{A})$ can be expressed as

$$C_T(H_i, \mathbf{A}) = \frac{1}{2}MNC_D(H_i, \mathbf{A})$$  \hspace{1cm} (6.8)

Since $\frac{1}{2}MNC_D(H_i, \mathbf{A})$ is $M$ times $\frac{1}{2}NC_D(H_i, \mathbf{A})$, in other words, $C_T(H_i, \mathbf{A}) \ll MNC_D(H_i, \mathbf{A})$, then $C_{T,i}^{TD}(\mathbf{A}) \approx \frac{1}{2}C_{T,i}^{ID}(\mathbf{A})$. Apparently, the calculation cost of mDTW has been reduced;
after training only once, the calculation cost has been reduced by almost 50%.

Figure 6.4 shows the practical calculation cost rate. We used the Epson Pro7500 computer with the Core(TM) i7-3820 CPU @ 3.6 GHz. Note that zero training time represents the mDTW calculation cost, and all the calculation cost rate were compared with the mDTW calculation cost. Apparently, after training once, computing time has been reduced 41.6%. On the other hand, when the numbers of reference words becomes half, the computing time is significantly reduced.

Our other goal is to maintain a high recognition accuracy. Figure 6.5 shows the recognition accuracy of the two DTW algorithms with 10 dB and 20 dB white and babble noise. Our approach yields 96.94% accuracy compared with the 97.54% accuracy of mDTW in 20 dB white noise and 84.4% accuracy compared with 86.44% accuracy of mDTW in 10 dB white noise. Our approach yields 94.12% accuracy compared with
Figure 6.5. Recognition accuracy of tDTW algorithms with 10 dB and 20 dB white and babble noise.

94.14% accuracy of mDTW in 20 dB babble noise and 80.82% accuracy compared with 81.64% accuracy of in 10 dB babble noise (case of training once).

Furthermore, Fig. 6.6 shows the tDTW recognition accuracy when the reference utterances have been trained more than once in 10 dB and 20 dB white and babble noise.
Figure 6.6. Recognition accuracy of proposed DTW
Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this paper we provide an account of the results of this work. In this work we have proposed a new robust ASR technique that exploits VAD, noise-reduction, and DTW-based processing. We have found that the calculation cost of mDTW has been reduced 41.6% and recognition accuracy of the proposed method is similar to that of the mDTW.

Chapter 3 the importance of automatic voice activity detection (VAD) has been discussed. In particular, under noise circumstances, it has been quite difficult to design the automatic voice activity detection with a speech recognition system. The basic concept about VAD and its current techniques have been discussed in this chapter.

Chapter 4 introduces current noise reduction technologies used into speech processing. Among them, RASTA, CMS, and RSF/DRA are explained in this chapter.

Chapter 6 has proposed new techniques using DTW, VAD, CMA and RSF/DRA. It can realizes noise robust mechanism, robust automatic VAD and high speech recognition accuracy. In addition, the proposed method can reduce the total calculation cost drastically compared with other methods whose recognition accuracy is almost the same.
7.2 Future work

Although we proposed method has improved the performance of ASR system with DTW algorithm, the recognition accuracy is not so high in low SNR. The real environment is complicated and volatile, we must try to improve the recognition accuracy of ASR system in order to practical application.

The VAD algorithm need to be modified and thus improved accuracy of endpoint detection. Although the modified VAD method with short-time energy and ZCR minimizes this effect of noise pulse, our method is limited to detect endpoint in low SNR. Hence, we must try to research and explore new technology in order to detect endpoint accurately in low SNR.

Since the number of reference words for the same word decrease, the recognition accuracy also reduced. our future work will attempt to find the best compromises between accuracy and complexity.
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