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Abstract—In multivariate statistical methods, it is important to identify influential observations for a reasonable interpretation of the data structure. In this paper, we propose a method for identifying influential data in the fuzzy C-means (FCM) algorithm. To investigate such data, we consider a perturbation of the data points and evaluate the effect of a perturbation. As a perturbation, we consider two cases: one is the case in which the direction of a perturbation is specified and the other is the case in which the direction of a perturbation is not specified. By computing the change in the clustering result of FCM when given data points are slightly perturbed, we can look for data points that greatly affect the result. Also, we confirm an efficacy of the proposed method by numerical examples.

Index Terms—Fuzzy c-means algorithm, perturbation, sensitivity analysis.

I. INTRODUCTION

The fuzzy C-means (FCM) is a generalization of the ISODATA, a widely used clustering method, to the fuzzy set theory. FCM was first proposed by Dunn [1] and later developed by Bezdek [2]. FCM enables us to make flexible partitions of a finite data set in a feature space. Therefore, FCM is used in many fields such as data analysis or image segmentation and can be extended to fuzzy C-variates [3], fuzzy C-elliptotype clustering [4], fuzzy C-regression model [5], and so on.

In FCM, noisy data points or outliers may greatly influence the result. Therefore, some methods to detect appropriate clusters in noisy data have been investigated [6]–[9]. In [6], a concept of noise cluster is introduced and the noise clustering algorithm is proposed. The algorithm obtained in [9] is more immune to noise by a possibilistic approach and, in [7] and [8], clustering algorithms based on the robust statistics are presented. Furthermore, it is shown that some structural noise can be captured by fuzzy relations [10]. However, it is important to identify such data points as greatly affect the clustering result. In this paper, we propose a method of identifying influential data in FCM by evaluating the effect of a perturbation of data points.

II. FUZZY C-MEANS ALGORITHM

The FCM algorithm is to solve the following problem:

\[
\min_{U, V} J_m(U, V) = \sum_{i=1}^{N} \sum_{\alpha=1}^{c} (u_{\alpha i})^m \text{dist}^2(x_i, \mu_{\alpha})
\]

(1)

where

- \(N\) is the number of data,
- \(I = \{1, \cdots, N\}\) is the fixed and known number of clusters,
- \(m\) is the arbitrary chosen scalar, \(m > 1\),
- \(x_1, \cdots, x_N \in \mathbb{R}^k\) is the data points in a feature space, which is the \(k\)-dimensional real Euclidean space \(\mathbb{R}^k\),
- \(\mu_1, \cdots, \mu_c \in \mathbb{R}^k\) is the unknown prototypes (cluster centers),
- \(\text{dist}(x_i, \mu_{\alpha})\) is the distance between \(x_i\) and \(\mu_{\alpha}\).

The scalar \(m\), called the weighting exponent of FCM, determines the fuzziness of the clustering. When \(m\) is small the result is the same as hard clustering; that is, \(u_{\alpha i}'s\) tend to \(\{0, 1\}\), \(\forall i \in I\), \(\forall \alpha = 1, \cdots, c\). When \(m\) is large, the result is quite fuzzy; that is, \(u_{\alpha i}'s\) tend to \(\{1/c\}\), \(\forall i \in I\), \(\forall \alpha = 1, \cdots, c\).

In this paper, we use the Euclidean distance as \(\text{dist}(x_i, \mu_{\alpha})\):

\[
\text{dist}(x_i, \mu_{\alpha}) = \left[\sum_{n=1}^{k} (x_{i n} - v_{\alpha n})^2\right]^{1/2}
\]

where \(x_i = (x_{i 1}, \cdots, x_{i k})\), \(\mu_{\alpha} = (u_{\alpha 1}, \cdots, u_{\alpha k})\).

The scalar \(m\) called the weighting exponent of FCM, determines the fuzziness of the clustering. When \(m\) is small the result is the same as hard clustering; that is, \(u_{\alpha i}'s\) tend to \(\{0, 1\}\), \(\forall i \in I\), \(\forall \alpha = 1, \cdots, c\). When and \(m\) is large, the result is quite fuzzy; that is, \(u_{\alpha i}'s\) tend to \(\{1/c\}\), \(\forall i \in I\), \(\forall \alpha = 1, \cdots, c\).

Since it is difficult to find the solution of (1), Dunn [1] and Bezdek [2] proposed an algorithm based on the alternating least-squares method. Since the algorithm is based on a nonlinear optimization, the obtained results may fail to give the global minimum solution. The convergence properties of FCM are investigated by many researchers [11]–[15].
In what follows, we assume that the global minimum solution \((U^*, V^*)\) is obtained by some numerical method.

### III. Sensitivity Analysis of FCM

#### A. Sensitivity Analysis

A descriptive statistical method such as a cluster analysis is used in the early stage of data analysis. The practical data must include observations that greatly affect the result. It is pointed out that the investigation of such observations are reported to be important for a reasonable interpretation of the data structure [16]. For example, one data point far from other data may cause inadequate results in FCM.

One way to evaluate an influence of some data points is to compute the results when these data points are removed. However, since it requires high computing costs to obtain an accurate result, some approximation for evaluation have been considered. For example, in Hayashi’s methods of quantification, principal component analysis, and factor analysis, the method of searching influential data is investigated in [17]–[19]. Such a method is based on the perturbation expansion of characteristic roots and vectors of a certain symmetric matrix, such as a covariance or correlation matrix [20].

#### B. Identifying Influential Data in FCM

In this section, we consider a method for identifying influential data points in FCM.

**Definition 1:** Let \( A = [a_1, \ldots, a_c] \) be an \( N \times c \) matrix where \( a_1, \ldots, a_c \in R^N \), then \( vec(A) \) is an \( N \times c \) vector defined as

\[
vec(A) = [a'_1, \ldots, a'_c].
\]

**Definition 2:** An \((N + k) \times c\) vector \( \theta \) is defined as

\[
\theta = \begin{bmatrix} vec(U)' \mid vec(V)' \end{bmatrix}'
\]

\[
= \begin{bmatrix} u_{11}, \ldots, u_{1c}, u_{21}, \ldots, u_{2c}, \ldots, u_{N1}, \ldots, u_{Nc} \\
\vdots \\
u_{k1}, \ldots, u_{kc} \end{bmatrix}.
\]

Since \( u_{kc}, i \in I \) are not independent, we define a vector \( \bar{\theta} \) as follows.

**Definition 3:** Let \( \bar{\theta} \) be a \((c-1)N + c \times k\) vector, made by deleting \( u_{1c}, \ldots, u_{Nc} \) from \( \theta \), that is

\[
\bar{\theta} = \begin{bmatrix} u_{11}, \ldots, u_{1c-1}, \ldots, u_{1N}, \ldots, u_{c-1,N} \\
\vdots \\
u_{k1}, \ldots, u_{kc} \end{bmatrix}
\]

and

\[
\Theta = \{ \bar{\theta} \in (c-1)N + c \times k | \text{elements satisfy the following conditions 1), 2), 3), and 4)} \}
\]

1) \( u_{c+i} \in [0, 1], \forall i = 1, \ldots, c-1, \forall i \in I; \)
2) \( \sum_{i=1}^{c-1} u_{c+i} = 1, \forall i \in I; \)
3) \( \sum_{i=1}^{c-1} u_{c+i} < 1, \forall i \in I; \)
4) \( 0 < \sum_{i=1}^{c-1} u_{c+i} < N, \forall \alpha = 1, \ldots, c-1. \)

Because the objective function \( J_m(\theta) \) is regarded as a function on \( \Theta \), we denote \( J_m(\theta) \) defined on \( \Theta \) as follows:

\[
J_m(\theta) \equiv \sum_{i=1}^{N} \sum_{\alpha=1}^{c-1} (u_{c+i} - u_{\alpha})^2 + \sum_{i=1}^{N} \left( 1 - \sum_{\alpha=1}^{c-1} u_{c+i} \right) \sum_{i=1}^{k} (x_{is} - v_{\alpha s})^2, \bar{\theta} \in \Theta.
\]

Here, we assume to obtain the global minimum solution \( \bar{\theta}^* \in \Theta \).

**Definition 4:** Let \( H(\bar{\theta}) \) be a \((c-1)N + c \times k\) matrix defined as follows:

\[
H(\bar{\theta}) = \begin{bmatrix} \frac{\partial J_m}{\partial u_{i1}} & \ldots & \frac{\partial J_m}{\partial u_{iN}} \\
\frac{\partial J_m}{\partial v_{11}} & \ldots & \frac{\partial J_m}{\partial v_{1k}} \\
\vdots & \ldots & \vdots \\
\frac{\partial J_m}{\partial v_{k1}} & \ldots & \frac{\partial J_m}{\partial v_{kc}} \end{bmatrix}
\]

that is, \( H(\bar{\theta}) \) is the Hessian matrix of \( J_m(\theta) \). The elements of \( H(\bar{\theta}) \) are explicitly found in the Appendix.

Since \( \bar{\theta}^* \) is the global minimum solution of \( J_m(\theta) \)

\[
\frac{\partial J_m}{\bar{\theta}^*}(\bar{\theta}) = 0.
\]

holds and \( H(\bar{\theta}^*) \) is a nonnegative definite matrix.

Now we evaluate the effect of perturbation. Let a nonvoid subset \( S \subset I \) be a set of indexes of the data points, which we wish to perturb. By renumbering data points, we can assume that \( S = \{1, \ldots, l\} \). Then, the perturbed data points \( y_i, i \in I \) is represented by

\[
y_i = \begin{cases} x_i + \varepsilon d_i + O(\varepsilon^2), & i = 1, \ldots, l \\
x_i, & i = l+1, \ldots, N
\end{cases}
\]

where the unit vector \( d_i, i = 1, \ldots, l \) is the direction of the perturbation of \( x_i \) and \( O(\varepsilon^2) \) denotes the vector whose element are all \( O(\varepsilon^2) \); that is, bounded for small \( \varepsilon \). As the direction \( d_i \), we consider the following two cases.

1) All \( d_i, i = 1, \ldots, l \) are specified, which means that an evaluation of the effect of the particular direction of perturbation is needed. For example, we wish to evaluate the effect when some components of data points are perturbed.

2) All \( d_i, i = 1, \ldots, l \) are not specified. In this case, we wish to obtain the directions of perturbation \( \hat{d}_i, i = 1, \ldots, l \), which make the effect of perturbation maximum.

For the case 1), we obtain Theorem 2 and Corollary 1 and for the case 2), we obtain Corollaries 2 and 3.

**Definition 5:** Let \( J_m(\theta, \varepsilon) \), for \( \bar{\theta} \in \Theta, \varepsilon \in R \) denote the objective function for perturbed data points \( y_i, i \in I \).

For the perturbed data points \( y_i, i \in I \), the problem to be solved is

\[
\min_{\bar{\theta} \in \Theta} J_m(\bar{\theta}, \varepsilon).
\]

Notice that the objective function without perturbation is \( J_m(\bar{\theta}) \). To clarify that \( \bar{\theta}^* \) is the solution of (2) in the case of
\( \varepsilon = 0 \), we let \( \theta^*_0 \) denote the solution of (2) instead of \( \theta^* \) and \( \theta^*_{0, \alpha, i} \) denote the elements of \( \theta^*_0 \). Our aim is to evaluate the difference between \( \theta^*_0 \) and the solution of (2). About the solution, the following theorem holds.

**Theorem 1:** If either of the following two conditions
1) \( m \geq 2 \);
2) \( \theta^*_{0, \alpha, i} \in (0, 1), \forall i \in I, \forall \alpha = 1, \cdots, c-1 \)
is satisfied and if \( H(\theta^*_0) \) is nonsingular, then
\[
\frac{\partial J^m}{\partial \theta}(\theta^*, \varepsilon) = 0
\]
can be analytically solved as \( \theta^* = \theta^*(\varepsilon) \) in the neighborhood of \( (\theta^*, \varepsilon) = (\theta^*_{0, \alpha, i}, \theta^*_{0, \alpha, i}) \) and \( \theta^*(0) = \theta^*_{0, \alpha, i} \). Moreover,
\[
\theta^*(\varepsilon) - \theta^*_{0} = H^{-1}(\theta^*_{0})L(\theta^*_{0})\text{vec}(D) \cdot \varepsilon + O(\varepsilon^2)
\]
where \( L(\theta) \) denotes a \([(c-1) \times N + c \times k] \times (l \times k) \) matrix defined in the Appendix.

**Proof:** If either condition 1) or 2) is satisfied, then \( H(\theta^*_{0}) \) exists and is nonsingular by the assumption. Then, by the implicit function theorem [21], we obtain \( \theta = \theta^*(\varepsilon) \) and
\[
\theta^*(\varepsilon) - \theta^*_{0} = H^{-1}(\theta^*_{0})\frac{\partial J^m}{\partial \theta^*_{0}}(\theta^*_{0}, 0)\varepsilon + O(\varepsilon^2).
\]
The elements of \( (\partial J^m / \partial \theta^*_{0})(\theta^*_{0}, 0) \) are explicitly found in the Appendix. By the definition of \( L(\theta^*_{0}) \) in the Appendix
\[
\frac{\partial J^m}{\partial \theta^*_{0}}(\theta^*_{0}, 0) = L(\theta^*_{0})\text{vec}(D)
\]
since all elements of \( (\partial J^m / \partial \theta^*_{0})(\theta^*_{0}, 0) \) are linear combinations of \( \theta^*_{0, \alpha, i} \), \( i = 1, \cdots, l \).

In (3) of Theorem 1, the influence of perturbation on \( \theta^*_{0, \alpha, i} \), \( i \in I \) is not evaluated. Noticing that
\[
\sum_{\alpha=1}^{c} u^*_{0, \alpha, i} = \sum_{\alpha=1}^{c} u^*_{0, \alpha, i} = 1, \quad \forall i \in I
\]
then we obtain
\[
u^*_{0, \alpha, i} - u^*_{0, \alpha, i} = \sum_{\alpha=1}^{c} [u^*_{0, \alpha, i} - u^*_{0, \alpha, i}] \varepsilon + O(\varepsilon^2), \quad \forall i \in I.
\]
From Theorem 1 and above, we get the following corollary.

**Corollary 1:** Let
\[
\begin{pmatrix}
\cos^1 \\
\cos^2 \\
\vdots \\
\cos^k \end{pmatrix} F^c \end{pmatrix}
\]
then
\[
\theta^*(\varepsilon) - \theta^*_{0} = P\text{vec}(D) \cdot \varepsilon + O(\varepsilon^2)
\]
where
\[
P = [E^1 \quad -E^1 \quad \cdots \quad E^N \quad -E^N \quad F^1 \quad \cdots \quad F^c]
\]
and \( O(\varepsilon^2) \) denotes an \((N+c) \times k \) vector whose elements are all \( O(\varepsilon^2) \) and \( 1 \) denotes a \((c-1) \) vector whose elements are all one.
By using (4), we can compute the change in the clustering result of FCM when perturbations $d_i$, $i = 1, \ldots, l$ are added to the data points $x_1, \ldots, x_l$.

Now, we consider the case that the directions of the perturbation $d_i$, $i = 1, \ldots, l$ are not specified. As a measure of influence, $\left[ \theta'(\varepsilon) - \theta'^{\circ}\right] W \left[ \theta'(\varepsilon) - \theta'^{\circ}\right]$ is used where $W$ is a given nonnegative definite matrix. By choosing a suitable matrix $W$ as a weight, we can consider various measures of influence. For example, to consider the changes both in prototypes and in membership grade, the identity matrix should be used as $W$. To consider the only changes in prototypes, $\left[ \theta' - \theta'^{\circ}\right]$ should be used where $I_{k \times c}$ is the $(k \times c) \times (k \times c)$ identity matrix.

When we evaluate the influence by the weighted pseudonorm of vector mentioned above, then we get the following corollaries.
Corollary 2: The coefficient of $\varepsilon^2$ of the pseudonorm $[\theta'(\varepsilon) - \theta_0']W[\theta'(\varepsilon) - \theta_0']$ is

$$[d_1 \cdots d_i]^T P^T W P \begin{bmatrix} d_1 \\ \vdots \\ d_i \end{bmatrix}, \quad d_i d_i = 1, \forall i \in S.$$ 

Corollary 3: If $S = \{d_1\}$ and we let $\lambda_1$ be the largest eigenvalue of $P^T W P$ and $l_1$ be the corresponding eigenvector to $\lambda_1$, then the coefficient of $\varepsilon^2$ of $[\theta'(\varepsilon) - \theta_0']W[\theta'(\varepsilon) - \theta_0']$ is maximized by $d_1 = l_1$ and the maximum value is equal to $\lambda_1$.

Now, we evaluated the effect of the perturbation of each data point of Butterfly. In this example, we perturb one data point at a time for all 15 data points.

By using Corollaries 2 and 3, we can compute the maximal change in the clustering result of FCM when the data points are perturbed.
In Corollary 3, it is shown that the maximal value of the coefficient is the largest eigenvalue of $P WP$. Nevertheless, if we wish to perturb multiple data points, maximizing the coefficient is not reduced to the ordinary eigen problem as in Corollary 3. To maximize the quadratic form in Corollary 2, we use the numerical optimization stated in [22].

IV. Numerical Example

In this section, we confirm the efficacy of the method proposed in this paper by numerical examples. As a weight $W$ stated in the previous section, we use the $(N \times c + k \times c) \times (N \times c + k \times c)$ identity matrix; that is, the change both in prototypes and membership grade is considered.

Example 1: The data set used in this example consists of the 15 points in $R^2$ listed in Table I and illustrated graphically in Fig. 1, which is called Butterfly [2], [23]. Table II shows the results of FCM with weighting exponents $\mu = 1.5$, $\mu = 2.0$, and $\mu = 2.5$ where the cluster number $c = 2$. These are illustrated in Fig. 2 ($\mu = 1.5$), in Fig. 3 ($\mu = 2.0$), and in Fig. 4 ($\mu = 2.5$). In these figures, the numbers near the data points are the grades in cluster 1 (rounded off of the third decimal place) and the filled rectangles are prototypes of each cluster, which are listed in Table II. This result is the
At first, we consider the case where each direction of perturbations $d_i$, $i = 1, \ldots, 15$ is specified. Table III shows the coefficient $\varepsilon^2$ of the norm $[\theta_i' (\varepsilon) - \theta_i'0 ] [\theta_i' (\varepsilon) - \theta_i'0 ]$ when the $i$th data point is perturbed with $d_i = (0, 1)$. These are illustrated in Fig. 5 ($m = 1.5$), in Fig. 6 ($m = 2.0$), and in Fig. 7 ($m = 2.5$).

As can be seen from the tables and these figures, the effects of perturbation are not so large for all 15 data points for the weighting exponents $m = 1.5$, $m = 2.0$, and $m = 2.5$. Especially, the effect of data eight is significantly small.

Second, we consider the case in which the direction of a perturbation is not specified. By Corollary 3, we can find the direction of a perturbation which maximizes the coefficient of $\varepsilon^2$ of the norm $[\theta_i' (\varepsilon) - \theta_i'0 ] [\theta_i' (\varepsilon) - \theta_i'0 ]$ when one data point is perturbed. Table IV shows the maximum coefficients and these vectors when $i$th data point is perturbed. The maximum coefficient and the directions are illustrated in Figs. 8 and 9 ($m = 1.5$), Figs. 10 and 11 ($m = 2.0$), and Figs. 12 and 13 ($m = 2.5$), respectively.

From these table and figures, in the case of $m = 1.5$, we find that the perturbation of the data point $(0, 0)$ has a large effect on the result when the direction of the perturbation is almost $(1, 0)$. However, in the case of $m = 2.0$ and $m = 2.5$, the effect of the perturbation of the data point $(0, 0)$ is not so
It makes sense that the sensitivity generally decreases as $m \to \infty$.

**Example 2:** Data used in this example consists of the 27 points in $F^5$, listed in Table V. This data is investigated for the $k$-means algorithm in [22]. Food energy, protein, calcium, and iron show percentages of content to their recommended daily dietary allowance; fat shows the weight (grams) of content of each food (rounded off of the first decimal place) [22]. For example, braised beef (BB) delivers about 11% of the daily allowance of calories and 28 grams of fat.

Tables VI and VII show membership grade and prototypes of each cluster by FCM with cluster size $c = 2$ and weighting exponent $m = 1.5$. The membership grade in cluster 1 is illustrated in Fig. 14.

In the same manner of Example 1, we consider the case that one data point is perturbed at a time for all 27 data points and a direction of perturbation is not specified. Therefore, we find the direction of perturbation which maximizes the coefficient of $e^2$ of the norm $|\theta^\prime(\varepsilon) - \theta^\prime_0| + |\theta^\prime(\varepsilon) - \theta^\prime_0|$ by Corollary 3. The second column of Table VIII shows the maximum effect of perturbation and the third column shows direction maximizing the coefficient.
Fig. 14. Membership grade in cluster 1.

Fig. 15. Effect of perturbation.
These results are illustrated in Fig. 15. From these results, we find that the effect of veal cutlet (VC) is quite large and the percentage of iron seems to cause the large effect. To confirm the effect of veal cutlet, we now change the percentage of iron of veal cutlet from 27 to 28 and apply FCM algorithm. The membership grade and prototypes are found in Tables IX and X, respectively, and the membership grade in cluster 1 is illustrated in Fig. 16. From Table IX, we find that the membership grade in the cluster 1 for veal cutlet changes to 0.4848 and the membership grade in the cluster 2 is larger than one in the cluster 1. The results is counter to one for original (unchanged) data; so we confirm that the percentage of iron of veal cutlet greatly affects the results.

V. CONCLUSIONS

In this paper, we propose a method of identifying influential observations in FCM. As the direction of a perturbation, we consider both specified and unspecified cases and confirm the effectiveness of the method. In a numerical example, we deal with the influence of a single individual. We must develop an efficient algorithm for finding the maximum of the quadratic form stated in Corollary 2.

In examples, we evaluated the effects of perturbation by both changes in membership grades and changes in prototypes. From the practical point of view, various measures of influence may be considered, for example, only changes in prototypes. Moreover, we will investigate the issue of fuzziness in fuzzy clustering from the viewpoint of the sensitivity analysis.

APPENDIX

A. Calculation of Hessian of $J_m(\bar{\theta})$

Let $H(\bar{\theta})$ be the Hessian matrix of $J_m(\bar{\theta})$; then we get

$$H(\bar{\theta}) = \begin{bmatrix} A_1 & O & B_{11} & \cdots & B_{1c} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ B_{11} & \cdots & A_N & B_{N1} & \cdots & B_{Ne} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ B_{1c} & \cdots & B_{Ne} & O & D_c \end{bmatrix}$$

where

$$A_i = \left[ \frac{\partial^2 J_m}{\partial u_{i\beta} \partial u_{i\alpha}} \right], \quad B_{i\alpha} = \left[ \frac{\partial^2 J_m}{\partial u_{i\beta} \partial v_{i\alpha}} \right]$$

$$D_c = \left[ \frac{\partial^2 J_m}{\partial v_{c\alpha} \partial v_{c\alpha}} \right].$$

The elements of $A_i$, $B_{i\alpha}$, $D_c$ are as follows:

$$\frac{\partial^2 J_m}{\partial u_{i\beta} \partial u_{i\alpha}} = \begin{cases} m(m-1)(u_{i\beta})^{m-2} \sum_s^k (x_{is} - v_{i\beta})^2 & \beta = \gamma \\ +(u_{i\alpha})^{m-2} \sum_s^k (x_{is} - v_{i\alpha})^2, & \beta \neq \gamma \\ m(m-1)(u_{i\alpha})^{m-2} \sum_s^k (x_{is} - v_{i\alpha})^2, & \beta \neq \gamma \end{cases}$$
TABLE VIII
MAXIMUM EFFECT OF PERTURBATION AND ITS DIRECTION

<table>
<thead>
<tr>
<th>Food</th>
<th>Energy</th>
<th>Protein</th>
<th>Fat</th>
<th>Cal.</th>
<th>Iron</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB</td>
<td>0.021</td>
<td>(0.2275, 0.1064, -0.0155, 0.1757, 0.9516)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR</td>
<td>0.023</td>
<td>(0.2240, 0.1314, 0.0989, 0.1742, 0.9449)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BR</td>
<td>0.010</td>
<td>(0.2545, 0.0790, 0.1228, 0.9551, -0.0421)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>0.017</td>
<td>(0.2263, 0.1022, -0.0179, 0.1763, 0.9523)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>0.011</td>
<td>(0.0179, -0.1736, 0.1927, 0.9525, 0.1586)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB</td>
<td>0.024</td>
<td>(-0.0216, -0.0894, -0.0621, 0.2707, 0.9562)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>0.021</td>
<td>(-0.0213, -0.0263, 0.2450, 0.9671, 0.0593)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BH</td>
<td>0.006</td>
<td>(0.1710, 0.1771, 0.1355, 0.9511, -0.1285)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LL</td>
<td>0.024</td>
<td>(0.2316, 0.0966, -0.0200, 0.1765, 0.9516)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>0.022</td>
<td>(0.2443, 0.0837, -0.0210, 0.1521, 0.9538)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>0.020</td>
<td>(0.2310, 0.1001, -0.0137, 0.1734, 0.9520)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>0.019</td>
<td>(0.2360, 0.0935, -0.0193, 0.1785, 0.9504)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>0.018</td>
<td>(0.2422, 0.0884, -0.0180, 0.1760, 0.9499)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BT</td>
<td>0.032</td>
<td>(0.1378, 0.2074, -0.0278, 0.1350, 0.9556)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VC</td>
<td>0.118</td>
<td>(0.1721, 0.2012, 0.0404, 0.1170, 0.9563)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB</td>
<td>0.021</td>
<td>(-0.0219, -0.0773, 0.2326, 0.1762, 0.9610)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>0.008</td>
<td>(0.2230, -0.0253, 0.1057, 0.9526, -0.1764)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.011</td>
<td>(-0.2200, -0.0468, 0.0596, 0.9472, -0.2206)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>0.022</td>
<td>(-0.0313, -0.0631, 0.1995, 0.2516, 0.9444)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HN</td>
<td>0.020</td>
<td>(-0.0187, -0.0752, 0.2330, 0.1601, 0.9585)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MB</td>
<td>0.021</td>
<td>(0.0290, 0.0714, 0.1132, 0.9758, 0.1700)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MC</td>
<td>0.016</td>
<td>(-0.0203, 0.2313, 0.1326, 0.9605, 0.1022)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PF</td>
<td>0.022</td>
<td>(0.0011, 0.0100, 0.2361, 0.9368, -0.2579)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>0.021</td>
<td>(-0.0189, -0.1854, 0.0801, 0.1805, 0.9607)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>0.008</td>
<td>(0.1811, 0.1956, 0.0957, 0.9589, 0.0182)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UC</td>
<td>0.022</td>
<td>(-0.0103, -0.0308, 0.2463, 0.9678, 0.0415)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RC</td>
<td>0.009</td>
<td>(-0.1303, 0.1134, 0.1785, 0.9625, -0.1018)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Calculation of \( \partial^2 \mathcal{J}_m / \partial \theta \partial \varepsilon \)

Let

\[
\begin{align*}
\partial^2 \mathcal{J}_m / \partial \theta \partial \varepsilon &= \begin{bmatrix}
\frac{-2m(u_{3i})^{m-1}}{\partial u_{3i}} & \frac{2m(u_{c3})^{m-1}}{\partial u_{c3}} & \alpha = \gamma, \alpha = \beta - \alpha \\
0 & \frac{2m(u_{c4})^{m-1}}{\partial u_{c4}} & \alpha = \gamma, \alpha \neq \beta
\end{bmatrix} \\
&= \begin{bmatrix}
\left( \sum_{i=1}^{N} u_{3i} \right)^{m-1} & \left( \sum_{i=1}^{N} u_{c3} \right)^{m-1}, s = t \\
2 \sum_{i=1}^{N} (u_{c4})^{m-1}, s \neq t
\end{bmatrix}
\end{align*}
\]

where \( u_{ci} = 1 - \sum_{a=i}^{c-1} u_{ai} \).
C. Definition of $L(\Theta)$

We obtain $L(\Theta)$ as follows:

$$ L(\Theta) = \begin{bmatrix} L^{(1)}_1 & O \\ O & \cdots & L^{(1)}_d \\ \vdots & \cdots & \vdots \\ L^{(2)}_1 & \cdots & L^{(2)}_d \end{bmatrix} $$

where

$$ L^{(1)}_k = -2m \begin{bmatrix} v^{m-1}_1(x_{11} - v_{11}) & \cdots & v^{m-1}_1(x_{ik} - v_{1k}) \\ \vdots & \cdots & \vdots \\ v^{m-1}_c(x_{ik} - v_{c1}) & \cdots & v^{m-1}_c(x_{ik} - v_{ck}) \end{bmatrix} + 2m \begin{bmatrix} v^{m-1}_1(x_{11} - v_{c1}) & \cdots & v^{m-1}_1(x_{ik} - v_{ck}) \\ \vdots & \cdots & \vdots \\ v^{m-1}_c(x_{ik} - v_{c1}) & \cdots & v^{m-1}_c(x_{ik} - v_{ck}) \end{bmatrix} $$

$$ L^{(2)}_k = -2(\mu_0)^m I_k $$

and $I_k$ is the $k \times k$ identity matrix.
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