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ABSTRACT
We give a sufficient condition for the uniqueness of solutions to Cauchy
problem related to jump-type Markov processes with unbounded character-
istics, by way of the exponential martingales and Chebychev’s inequality.
We also give an existence theorem for a class of functional-differential equa-
tions by a probabilistic method to show that our result is not meaningless.

1. INTRODUCTION.
Fix $T > 0$ and $u_0(\cdot) \in C(\mathbb{R}^n; \mathbb{R})$, and consider the following PDE (see
[7, 15]); for $t \in (0, T)$ and $x \in \mathbb{R}^n$,

$$
\frac{\partial u(t, x)}{\partial t} = \sum_{i,j=1}^{n} a^{ij}(t, x) \frac{\partial^2 u(t, x)}{\partial x_i \partial x_j}
+ \sum_{i=1}^{n} b^i(t, x) \frac{\partial u(t, x)}{\partial x_i} + f(t, x, u(t, x)),
$$

(1.1)

$$
u(0, x) = u_0(x).
$$

The result on the existence of solutions to (1.1) with $f \equiv 0$ can be
found in [7, p. 142, Theorem 4.6] (see also section 4).

As a uniqueness theorem for (1.1), the following can be proved from
[7, p. 140, Corollary 4.2].
Theorem 1.1. Suppose that \((a_{ij}(t, x))_{i,j=1}^n\) is bounded and nonnegative definite, and that \(f(t, x, u)\) is differentiable in \(u\), and that the following holds:

\[
\sup\{(\partial f(t, x, u)/\partial u)/(1 + |x|^2); t \in [0, T], x \in \mathbb{R}^n, u \in \mathbb{R}\} < \infty, \quad (1.2).
\]

\[
\sup\{|b_i(t, x)|/(1 + |x|); 0 \leq t \leq T, x \in \mathbb{R}^n, i = 1, \ldots, n\} < \infty. \quad (1.3)
\]

Then any solutions \(u_1(t, x)\) and \(u_2(t, x) \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R}) \cap C([0, T] \times \mathbb{R}^n; \mathbb{R})\) to (1.1) coincide with each other if the following holds:

\[
\limsup_{x \to \infty} |x|^{-2} \log\left\{ \sup_{0 \leq t \leq T} |u_1(t, x) - u_2(t, x)| + 1 \right\} < +\infty. \quad (1.4)
\]

Theorem 1.1 means that the uniqueness of solutions to (1.1) holds in the space \(\{u(t, x) \in C([0, T] \times \mathbb{R}^n; \mathbb{R})\}; \) there exist \(\alpha\) and \(\beta > 0\) such that \(\sup_{0 \leq t \leq T} |u(t, x)| \leq \alpha \exp(\beta |x|^2)\) for all \(x \in \mathbb{R}^n\).

The following result on the uniqueness of solutions to (1.1) is different from Theorem 1.1, and can be proved from [7, p. 141, Corollary 4.4].

Theorem 1.2. Suppose that \((a_{ij}(t, x))_{i,j=1}^n\) is nonnegative definite, and that \(f(t, x, u)\) is differentiable in \(u\), and that the following holds:

\[
\sup\{(\partial f(t, x, u)/\partial u); t \in [0, T], x \in \mathbb{R}^n, u \in \mathbb{R}\} < \infty, \quad (1.5).
\]

\[
\sup\{|a_{ij}(t, x)|/(1 + |x|^2); 0 \leq t \leq T, x \in \mathbb{R}^n, i, j = 1, \ldots, n\} < \infty,
\]

\[
\sup\{|b_i(t, x)|/(1 + |x|); 0 \leq t \leq T, x \in \mathbb{R}^n, i = 1, \ldots, n\} < \infty. \quad (1.6)
\]

Then any solutions \(u_1(t, x)\) and \(u_2(t, x) \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R}) \cap C([0, T] \times \mathbb{R}^n; \mathbb{R})\) to (1.1) coincide with each other if the following holds; there exists \(q > 0\) such that

\[
\limsup_{x \to \infty} (|x|^{-q} \sup_{0 \leq t \leq T} |u_1(t, x) - u_2(t, x)|) < +\infty. \quad (1.7)
\]

Theorem 1.2 means that the uniqueness result to (1.1) holds in the space \(\{u(t, x) \in C([0, T] \times \mathbb{R}^n; \mathbb{R})\}; \) there exist \(\alpha\) and \(\beta > 0\) such that \(\sup_{0 \leq t \leq T} |u(t, x)| \leq \alpha(1 + |x|^\beta)\) for all \(x \in \mathbb{R}^n\).

As an example of nonunique solutions to (1.1), the following is known (see also [14]).
Theorem 1.3. ([1, Theorem]). Suppose that $n = 1$ in (1.1) and that 
$a^{11}(t, x) \equiv 1, b^1(t, x) \equiv f(t, x, u) \equiv 0$. Then there exists a solution $u(t, x) \in C^{1, 2}((0, \infty) \times \mathbb{R}; \mathbb{R}) \cap C([0, \infty) \times \mathbb{R}; \mathbb{R})$ of (1.1) with $T = \infty$ for which 
$u(0, x) \equiv 0$, and which is not identically zero for $t > 0$, and for which for any $\varepsilon > 0$, there exists a constant $C(\varepsilon) > 0$ such that

$$|u(t, x)| \leq C(\varepsilon) \exp(\varepsilon/t) \quad \text{on} \quad (0, \infty) \times \mathbb{R}. \quad (1.8)$$

From Theorem 1.1, for $u(t, x)$ in Theorem 1.3,

$$\limsup_{x \to \infty} x^{-2} \log(\sup_{0 \leq t \leq T} |u(t, x)| + 1) = \infty. \quad (1.9)$$

But from the proof of Theorem 1.3, the following holds; there exist $C_1$ and $C_2 > 0$ such that for all $x \in \mathbb{R}^n$,

$$\sup_{0 \leq t} |u(t, x)| \leq C_1 \exp[C_2 \exp(2x^2)]. \quad (1.10)$$

(This can be shown by estimating $C_M$ in [1], and by putting $x = M - 3\varepsilon$ in [1].)

Remark 1.1. Theorem 1.3 implies that the smoothness of solutions and the nice property of coefficients of a differential operator in (1.1) do not imply the uniqueness of solutions to (1.1). What is important when we discuss the uniqueness of solutions to (1.1) is the space in which we consider (1.1). We refer the readers to [10] and the references therein for the uniqueness and non-uniqueness of positive weak solutions to (1.1) with $f \equiv 0$.

In this paper, we show that the space in which the uniqueness to (1.1) holds can be wider than that in Theorems 1.1-1.2, depending on the growth condition of $a(t, x) \equiv (a^{ij}(t, x))_{i,j=1}^n$ and $b(t, x) \equiv (b^i(t, x))_{i=1}^n$. In particular, there exists an example for which the set $\{u(t, x) \in C([0, T] \times \mathbb{R}^n; \mathbb{R})$; there exist $\alpha$ and $\beta > 0$ such that $\sup_{0 \leq t \leq T} |u(t, x)| \leq \alpha \exp[\beta \exp(2x^2)]\}$ is the set in which the uniqueness to (1.1) holds (see Example 2.1). We also discuss the generalizations of Theorems 1.1-1.2 (see Examples 2.2-2.3).

Considering the application to the optimal control of Markov processes, in this paper, we consider a class of nonlinear integro-differential equations (see [2, 16] and the references therein).

In section 2 we state our results. In section 3 we prove them. In section 4 we give a result on the existence of solutions to a class of nonlinear functional-differential equations to show that our result is not meaningless.

2. MAIN RESULT.
Let us introduce our integro-differential equation.

Fix $T > 0$ and $\phi(\cdot) \in C(\mathbb{R}^n; \mathbb{R})$, and consider the following integro-differential equation; for $t \in (0, T)$ and $x \in \mathbb{R}^n$,

$$
\begin{align*}
\frac{\partial u(t, x)}{\partial t} + & \sum_{i,j=1}^n a^{ij}(t, x) \frac{\partial^2 u(t, x)}{\partial x_i \partial x_j} \\
+ & \sum_{i=1}^n b^i(t, x) \frac{\partial u(t, x)}{\partial x_i} + \int_{\mathbb{R}^n} \left[ u(t, y + x) - u(t, x) - \sum_{i=1}^n y_i \frac{\partial u(t, x)}{\partial x_i} \nu_{t,x}(dy) \right] = f(t, x, u(t, x)), \\
\end{align*}
$$

(2.1).

(see (A.1) below for the technical assumption on $a(t, x), b(t, x)$ and $\nu_{t,x}$).

In [16], they considered the case $a(t, x) \equiv 0$ and $f(t, x, u) \equiv 0$, and proved the uniqueness and the existence of bounded viscosity solution, under weaker assumption than ours (see Definition 2.1 and Theorem 4.3 in [16]).

In [2], they considered the case $a(t, x) \equiv 0$ and $f(t, x, u) \equiv 0$, under the assumption which is stronger than that in [16], but which is weaker than ours. They showed the uniqueness and the existence of a bounded classical solution to (2.1) (see Lemma 2.1 in [2]).

We point out that the uniqueness of bounded classical solutions to (2.1) with $f(t, x, u) \equiv 0$ can be proved by the Ito formula (see [9]), by using of the cut-off function, under the following condition; for any $R > 0$, there exists a Borel measure $\nu_R(dy)$ on $\mathbb{R}^n \setminus \{\emptyset\}$ such that $\nu_R(\{y; |y| > 1\}) < \infty$ and $\nu_{t,x} \leq \nu_R$ for all $t, x$ for which $|x| < R, 0 \leq t \leq T$ (see (3.6)).

In this paper we discuss the uniqueness of unbounded classical solutions to (2.1). More precisely speaking, we find the space in which the uniqueness of (unbounded) classical solutions to (2.1) holds. The existence of solutions to (2.1) will be discussed in section 4.

We first state a technical assumption.

(A.1) (1). $a(t, x) ((t, x) \in [0, T] \times \mathbb{R}^n)$ is a symmetric $n \times n$-matrix, and is measurable, and is continuous in $x$, uniformly in $t \in [0, T]$. For any $R > 0$, there exists $C > 0$ such that

$$
|z|^2/C \leq < a(t, x)z, z > \leq C|z|^2
$$
for all $z \in \mathbb{R}^n$, $t \in [0, T]$, and $x \in \mathbb{R}^n$ for which $|x| < R$. Here $\cdot >$ denotes the inner product in $\mathbb{R}^n$. (2). $b(t, x) ((t, x) \in [0, T] \times \mathbb{R}^n)$ is measurable and locally bounded. (3). $\nu_{t,x}(dy) ((t, x) \in [0, T] \times \mathbb{R}^n)$ is a measurable, nonnegative Borel measure on $\mathbb{R}^n \setminus \{0\}$ such that the following holds:

$$\sup_{t \in [0,T], x \in \mathbb{R}^n} \nu_{t,x}(y; |y| > 1) < \infty,$$

and for any $R > 0$,

$$\sup_{t \in [0,T], |x| < R} \int_{y \neq 0} \min(|y|^2, |y|) \nu_{t,x}(dy) < \infty.$$

(4). There exists an increasing, concave function $k \in C^1([0, \infty); (0, \infty))$ such that

$$\int_1^\infty (yk(y))^{-1} dy = \infty,$$

$$| < x, b(t, x) | + \text{Trace}[a(t, x)] + \int_{|y| \leq 1} |y|^2 \nu_{t,x}(dy) \leq k(|x|)(1 + |x|^2)$$

for all $t \in [0, T]$ and $x \in \mathbb{R}^n$.

**Remark 2.1.** Under (A.1), for any $t \in [0, T]$ there exist strong Markov processes $(X(s), P_{t,x})_{t \leq s \leq T, x \in \mathbb{R}^n}$ whose infinitesimal generator $L_s$ is given by the following; for any infinitely differentiable function $g: \mathbb{R}^n \mapsto \mathbb{R}$ with a compact support, $s \in [t, T]$, and $x \in \mathbb{R}^n$,

$$L_s g(x) = \sum_{i=1}^n b^i(s, x) \partial g(x)/\partial x_i + \sum_{i,j=1}^n a^{ij}(s, x) \partial^2 g(x)/\partial x_i \partial x_j$$

$$+ \int_{y \neq 0} [g(y + x) - g(x) - \sum_{i=1}^n y_i \partial g(x)/\partial x_i] \nu_{s,x}(dy).$$

Moreover

$$X(s) = x + \int_t^s b(\alpha, X(\alpha)) d\alpha + M^{[c]}(s) + M^{[d]}(s) \quad \text{for } s \in [t, T] \quad (2.2).$$
$P_{t,x}$-a.s., where $M^{[c]}(s)$ and $M^{[d]}(s)$ denote locally square integrable, continuous and purely discontinuous martingales, respectively (see [11], Theorems 2.1 and 5.2 and also [12, 17]).

Next we state the assumptions related to the growth condition on the uniqueness of solutions to (2.1).

(A.2). There exist nonnegative functions $B$ and $H$ on $[0,\infty)$ such that for any $\tilde{r} > 0$ and $r > 0$

$$B(\tilde{r})H(r) \geq \sup\{ \int_{y \neq o} [\exp(<z,y>) - 1 - <z,y>] \nu_{t,x}(dy) \} \tag{2.3}$$

$$+ <a(t,x)z,z>; t \in [0,T], |x| \leq \tilde{r}, |z| \leq r \},$$

and such that

$$\lim_{r \to \infty} r/B(r) = \infty. \tag{2.4}$$

There exists a constant $C(b) > 0$ such that

$$\sup\{ |b(t,x)|/(1 + |x|); t \in [0,T], x \in \mathbb{R}^n \} = C(b). \tag{2.5}$$

(A.3.1). There exists a continuous function $c(t,x)$ ($(t,x) \in [0,T] \times \mathbb{R}^n$) such that $f(t,x,u) = -c(t,x)u$ and that

$$C(c) \equiv \sup\{ c(t,x)/(1 + |x|); (t,x) \in [0,T] \times \mathbb{R}^n \} < \infty. \tag{2.6}$$

(A.3.2). $f(t,x,u)$ ($(t,x,u) \in [0,T] \times \mathbb{R}^n \times \mathbb{R}$) has a continuous $\partial f(t,x,u)/\partial u$, and

$$\sup\{ (\partial f(t,x,u)/\partial u)/(1 + |x|); t \in [0,T], x \in \mathbb{R}^n, u \in \mathbb{R} \} < \infty. \tag{2.7}$$

(A.2'). $\nu_{t,x}(dy) \equiv 0$. There exist a nondecreasing function $h$ and a smooth increasing function $g: [0,\infty) \mapsto (0,\infty)$, and positive constants $C_1(A)$, $C_2(A)$ and $C_3(A)$ such that

$$C_1(A) = \sup\{ g'(|x|^2) < b(t,x), x > /g(|x|^2); t \in [0,T], x \in \mathbb{R}^n \}, \tag{2.8}$$

$$C_2(A) = \sup\{ [2g''(|x|^2)] < a(t,x)x, x > \tag{2.9}$$

$$+ \text{Trace}[a(t,x)]g'(|x|^2)]/g(|x|^2); t \in [0,T], x \in \mathbb{R}^n \},$$

$$C_3(A) = \sup\{ g'(|x|^2)|^2 < a(t,x)x, x > /h(|x|^2) \tag{2.10}$$

$t \in [0,T], x \in \mathbb{R}^n \}.$
(A.3.1)'. There exists a continuous function \( c(t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) such that \( f(t, x, u) = -c(t, x)u \) and that

\[
\infty > \tilde{C}(c) \equiv \sup\{\sup\{c(t, x); t \in [0, T], |x| \leq r\} / [1 + g(r^2)/h(r^2)]; r > 0\}. \tag{2.11} \]

\[
\lim_{r \to \infty} g(r^2)/h(r) = \infty. \tag{2.12} \]

(A.3.2)'. (2.12) holds. \( f(t, x, u) \) \( ((t, x, u) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}) \) has a continuous \( \partial f(t, x, u) / \partial u \), and

\[
\infty > \sup\{\sup\{(\partial f(t, x, u)/\partial u); t \in [0, T], |x| \leq r, u \in \mathbb{R}\} / [1 + g(r^2)/h(r^2)]; r > 0\}. \tag{2.13} \]

The following is our main result.

**Theorem 2.1.** Suppose that (A.1), (A.2) and (A.3.1) hold. Then any solution \( u(t, x) \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R}) \cap C([0, T] \times \mathbb{R}^n; \mathbb{R}) \) to (2.1) with \( u_0(x) \equiv 0 \) is identically zero if there exist positive constants \( \alpha \) and \( \beta \) such that

\[
\sup_{0 \leq t \leq T} |u(t, x)| < \alpha \exp(\beta |x|) \tag{2.14} \]

for all \( x \in \mathbb{R}^n \).

**Theorem 2.2.** Suppose that (A.1), (A.2)' and (A.3.1)' hold. Then any solution \( u(t, x) \in C^{1,2}((0, T) \times \mathbb{R}^n; \mathbb{R}) \cap C([0, T] \times \mathbb{R}^n; \mathbb{R}) \) to (2.1) with \( u_0(x) \equiv 0 \) is identically zero if there exist positive constants \( \alpha_1 \) and \( \beta_1 \) such that

\[
\sup_{0 \leq t \leq T} |u(t, x)| < \alpha_1 \exp[\beta_1 g(|x|^2)/h(|x|^2)] \tag{2.15} \]

for all \( x \in \mathbb{R}^n \).

As corollaries to Theorems 2.1 and 2.2, we get the following.
Corollary 2.1. Suppose that (A.1), (A.2) and (A.3.2) hold. Then any solutions $u_1(t, x)$ and $u_2(t, x) \in C^{1,2}((0, T) \times \mathbb{R}^n; \mathbb{R}) \cap C([0, T] \times \mathbb{R}^n; \mathbb{R})$ to (2.1) coincide with each other if there exist positive constants $\alpha$ and $\beta$ such that

$$
\sup_{0 \leq t \leq T} |u_1(t, x) - u_2(t, x)| < \alpha \exp(\beta |x|) \tag{2.16}.
$$

for all $x \in \mathbb{R}^n$.

Corollary 2.2. Suppose that (A.1), (A.2)’ and (A.3.2)’ hold. Then any solutions $u_1(t, x)$ and $u_2(t, x) \in C^{1,2}((0, T) \times \mathbb{R}^n; \mathbb{R}) \cap C([0, T] \times \mathbb{R}^n; \mathbb{R})$ to (2.1) coincide with each other if there exist positive constants $\alpha_1$ and $\beta_1$ such that

$$
\sup_{0 \leq t \leq T} |u_1(t, x) - u_2(t, x)| < \alpha_1 \exp(\beta_1 |x|^2) \tag{2.17}.
$$

for all $x \in \mathbb{R}^n$.

We close this section by the following examples. The first one is related to Theorem 1.3.

**Example 2.1.** Suppose that $\nu_{t,x}(dy) = c(t, x) \equiv 0$ and that the following holds;

$$
\sup\{\exp(3x^2)(\sum_{i,j=1}^{n} a_{ij}(t, x)^2)^{1/2} + |x||b(t, x)|; t \in [0, T], x \in \mathbb{R}^n\} < \infty. \tag{2.18}
$$

Then (3) and (4) in (A.1) hold with $k(y) = \log(e+y)$, and (A.2)’ and (2.12) hold with $g(r) = \exp(r)$ and $h(r) = 1$, in which case

$$
g(|x|^2)^2/h(|x|^2) = \exp(2|x|^2). \tag{2.19}
$$

If (1)-(2) in (A.1) holds, then from Theorem 2.2, the uniqueness of solutions to (1.1) with $f \equiv 0$ holds in the space $\{u(t, x) \in C([0, T] \times \mathbb{R}^n; \mathbb{R})\}$; there exist $\alpha$ and $\beta > 0$ such that $\sup_{0 \leq t \leq T} |u(t, x)| \leq \alpha \exp[\beta \exp(2x^2)]$ for all $x \in \mathbb{R}^n$ (see Theorem 1.3 and the following discussion).

Next we discuss the relation between Theorem 1.1 and Corollary 2.2.

**Example 2.2.** Suppose that $a(t, x)$ is bounded and $\nu_{t,x}(dy) \equiv 0$, and that (1.2)-(1.3) holds. Then (3) and (4) in (A.1) hold with $k(y) = \log(e+y)$, and (A.2)’ and (A.3.2)’ hold with $g(r) = h(r) = r + 1$, in which case
\[ g(|x|^2)^2/h(|x|^2) = (|x|^2 + 1). \]  
(2.20)

If (1)-(2) in (A.1) holds, then the uniqueness of solutions to (1.1) holds in the space \( \{u(t, x) \in C([0, T] \times \mathbb{R}^n; \mathbb{R})\}; \) there exist \( \alpha \) and \( \beta > 0 \) such that \( \sup_{0 \leq t \leq T} |u(t, x)| \leq \alpha \exp[\beta |x|^2] \) for all \( x \in \mathbb{R}^n \) from Corollary 2.2. This means that Corollary 2.2 gives the same growth condition on \( a(t, x), b(t, x) \) and \( \partial f(t, x, u)/\partial u \) to obtain the uniqueness of solutions to (1.1) as that in Theorem 1.1.

Finally we discuss the relation between Theorem 1.2 and Corollary 2.2. 

**Example 2.3.** Suppose that \( \nu_{t,x}(dy) \equiv 0 \) and that the following holds:

\[ \infty > \sup \{ Trace[a(t, x)]/(1 + |x|^2 \{ \log(e + |x|) \}) \\
+ |b(t, x)|/(1 + |x| \{ \log(e + |x|) \}); t \in [0, T], x \in \mathbb{R}^n \} \]

\( ; \) and \( f(t, x, u) \) has a continuous \( \partial f(t, x, u)/\partial u \) for which

\[ \infty > \sup \{ \sup\{ (\partial f(t, x, u)/\partial u); t \in [0, T], |x| \leq r, u \in \mathbb{R} \} \\
/(1 + \log(r + e)); r > 0 \}. \]

Then (3) and (4) in (A.1) hold with \( k(y) \equiv \log(e + y), \) and (A.2)' and (A.3.2)' hold with \( g(r) = \{ \log(e + r) \}^{1/2} \) and \( h(r) = 1, \) in which case

\[ \alpha_1 \exp(\beta_1 g(|x|^2)^2/h(|x|^2)) = \alpha_1(e + |x|^2)^{\beta_1}. \]

(2.23)

If (1)-(2) in (A.1) holds, then the uniqueness of solutions to (1.1) holds in the space \( \{u(t, x) \in C([0, T] \times \mathbb{R}^n; \mathbb{R})\}; \) there exist \( \alpha \) and \( \beta > 0 \) such that \( \sup_{0 \leq t \leq T} |u(t, x)| \leq \alpha(1 + |x|^3) \) for all \( x \in \mathbb{R}^n \) from Corollary 2.2. This means that Corollary 2.2 gives the better growth condition on \( a(t, x), b(t, x) \) and \( \partial f(t, x, u)/\partial u \) to obtain the uniqueness of solutions to (1.1) than that in Theorem 1.2, that is, (2.21)-(2.22) is weaker than (1.5)-(1.6).

Examples 2.1-2.3 imply that the set in which the uniqueness of solutions to (1.1) holds becomes wider and wider as the growth order of \( b(t, x) \) and \( a(t, x), \) as \( |x| \to \infty, \) becomes smaller and smaller.

3. PROOF OF RESULTS.

In this section we prove Theorems in section 2.

Before we prove them, let us give a notation and the technical result whose proof will be given later.
For $r > 0$, put
\[ \tau_r \equiv \inf \{ t > 0; |X(t)| > r \}. \] (3.1)

The following lemma plays a crucial role in this paper.

**Lemma 3.1.** (I) Suppose that (A.1)-(A.2) hold. Then there exists a constant $t_0 \in [0, T]$ such that for any $x \in \mathbb{R}^n$, and any $s,t$ for which $0 \leq t \leq s \leq \min(T, t + t_0)$,
\[ \lim_{r \to \infty} r^{-1} \log P_{t,x}(\tau_r \leq s) = -\infty. \] (3.2)

(II) Suppose that (A.1), (A.2)' and (2.12) hold. Then there exist constants $t_0$ and $C_1 > 0$ such that for any $x \in \mathbb{R}^n$, and any $s,t$ for which $0 \leq t \leq s \leq \min(T, t + t_0)$,
\[ \limsup_{r \to \infty} h(r^2)g(r^2)^{-2} \log P_{t,x}(\tau_r \leq s) \leq -C_1/(s - t). \] (3.3)

**Remark 3.1.** $P_{t,x}(\tau_r \leq s)$ in Lemma 3.1 is the exit probability of $r^{-1}X(u)$ from the set $\{ y \in \mathbb{R}^n; |y| < 1 \}$. As $r \to \infty$, $r^{-1}X(u)$ converges to $o$. In this sense, $r^{-1}X(u)$ can be considered as the small random perturbations of $o$. The idea of the proof of Lemma 3.1 can be found in [5, 18, 19]. When $\nu_{t,x} \equiv 0$, then the method of viscosity solutions might be useful to prove (II) in Lemma 3.1. But when $\nu_{t,x} \neq 0$, it can not be used (see Chap. 6 in [3]). In this case, the study of the asymptotic behavior of $r^{-1}X(u)$, as $r \to \infty$, is called the super large deviation (see [19], section 4.6), and it is not completely known.

Let us first prove Theorem 2.1 from Lemma 3.1, (I).

**Proof of Theorem 2.1.** Put
\[ C(c; r) \equiv \sup \{ c(t, y); t \in [0, T], |y| \leq r \} \leq C(c)(1 + r) \] (3.4).

(see (A.3.1)).

For $t \in [0, T], x \in \mathbb{R}^n$ and $r > |x|$,
\[ |u(t, x)| \leq E_{t,x}[|u(\tau_r, X(\tau_r))| \exp(\int_{\tau_r}^{\tau_r + r} c(\gamma, X(\gamma))d\gamma)] \quad \text{if } T \geq \tau_r, \] (3.5)
which can be proved, by the Ito formula, from (A.2), (A.3.1) and (2.14). In fact, for \( R > r \), take \( \varphi_R \in C_0^\infty(\mathbb{R}^n; [0, 1]) \) for which \( \varphi_R(y) \equiv 1 \) for all \( y(|y| \leq R) \). Then by applying the Ito formula (see [9, 12]) to

\[
\varphi_R(X(s))u(s, X(s)) \exp\left( \int_t^s c(\gamma, X(\gamma))d\gamma \right) \quad (t \leq s \leq \min(T, \tau_r)),
\]

\[ u(t, x) \quad (3.6). \]

\[
= E_{t,x}[\varphi_R(X(\tau_r))u(\tau_r, X(\tau_r)) \exp\left( \int_{\tau_r}^{T} c(\gamma, X(\gamma))d\gamma \right); T \geq \tau_r] \\
- E_{t,x}\int_t^{\min(T, \tau_r)} \int_{y \neq 0} (\varphi_R(y + X(s)) - 1) \\
\times u(s, y + X(s))\nu_{s,X(s)}(dy) \exp\left( \int_t^s c(\gamma, X(\gamma))d\gamma \right)ds]
\]

from (2.1). From (3.6), we get

\[
|u(t, x)| \quad (3.7). \\
\leq E_{t,x}[|u(\tau_r, X(\tau_r))| \exp\left( \int_{\tau_r}^{T} c(\gamma, X(\gamma))d\gamma \right); T \geq \tau_r] \\
+ E_{t,x}\int_t^{\min(T, \tau_r)} \int_{|y+X(s)| \geq R} |u(s, y + X(s))|\nu_{s,X(s)}(dy) \\
\times \exp((s-t)C(c; r))ds],
\]

since \( \varphi_R \in C_0^\infty(\mathbb{R}^n; [0, 1]) \). Let \( R \to \infty \) in (3.7). Then we get (3.5), from (A.2), (3.4) and (2.14).

Hence, form (2.14), (3.4), (3.5) and Lemma 3.1, (I), we get, for \( x \in \mathbb{R}^n \) and \( t \in [T - t_0, T] \)

\[
|u(t, x)| \quad (3.8). \\
\leq \sum_{k=1}^\infty \sup\{ |u(s, y)|; t \leq s \leq T, |y| \leq (k + 1)r \} 
\]
\[ x \times \exp((T - t)C(c; r))P_{t, x}(T \geq \tau_r, kr \leq |X(\tau_r)| < (k + 1)r) \]
\[ \leq \sum_{k=1}^{\infty} \sup\{|u(s, y); t \leq s \leq T, |y| \leq (k + 1)r\} \times \exp((T - t)C(c; r))P_{t, x}(T \geq \tau_{kr}) \]
\[ \leq \sum_{k=1}^{\infty} \alpha \exp(\beta(k + 1)r) \times \exp(-[3\beta + C(c)(T - t)]kr) \]
\[ \text{(for sufficiently large } r > 0, \text{ from Lemma 3.1, (I))} \]
\[ = \alpha \exp((T - t)C(c) - \beta r)/(1 - \exp(-[2\beta + C(c)(T - t)]r)) \]
\[ \to 0 \quad \text{(as } r \to \infty \).} 

In the same way as in (3.8), \( u(t, x) \) \((\max(0, T - 2t_0) \leq t \leq T - t_0, x \in \mathbb{R}^n)\) is identically zero. Inductively we can show that Theorem 2.1 is true.

Q.E.D.

Next we prove Theorem 2.2 from Lemma 3.1, (II).

**Proof of Theorem 2.2.** Take \( t_1 \in [0, T] \) sufficiently small so that

\[ \beta_1 + t_1 \tilde{C}(c) < C_1/t_1. \quad (3.9) \]

From (3.5) and (A.3.1)’, we get, for \( x \in \mathbb{R}^n, r > |x| \) and \( t \in [T - t_1, T] \)

\[ |u(t, x)| \leq \sup_{t \leq s \leq T, |y| = r} |u(s, y)| \exp((T - t)\tilde{C}(c)[1 + g(r^2)/h(r^2)])P_{t, x}(T \geq \tau_r) \to 0 \quad \text{(as } r \to \infty \text{ from Lemma 3.1, (II) and (2.15)).} \]

Here we used the fact that the function \( \beta_1 + t\tilde{C}(c) - C_1/t \) of \( t \) is increasing in \((0, \infty)\).

In the same way as above, \( u(t, x) \) \((\max(0, T - 2t_1) \leq t \leq T - t_1, x \in \mathbb{R}^n)\) is identically zero. Inductively we can show that Theorem 2.2 is true.

Q.E.D.

Before we prove Lemma 3.1, let us give some notation. For \( r \in \mathbb{R} \), put

\[ L(r) \equiv \sup\{zr - H(z); z \geq 0\} \quad (3.11) \]
(see (2.3)).

**Remark 3.2.** For \( r > 0 \) and \( z > 0 \),

\[
L(r)/r \geq z - H(z)/r. \tag{3.12}
\]

Let \( r \to \infty \) and then \( z \to \infty \). Then we get the following;

\[
\lim_{r \to \infty} L(r)/r = \infty. \tag{3.13}
\]

Finally we prove Lemma 3.1.

**Proof of Lemma 3.1.** Let us first prove (I). For any \( s, t \) such that \( 0 \leq t \leq s \leq T, r > 0 \) and \( x \in \mathbb{R}^n \),

\[
P_{t,x}(\tau_r \leq s) = P_{t,x}(\sup_{t \leq \gamma \leq s} |X(\gamma)| \geq r) \tag{3.14}
\]

\[\leq \sum_{i=1}^n P_{t,x}(|X(\tau_r)^i| \geq r/n, \tau_r \leq s).\]

For each \( i = 1, \cdots, n \) and any \( R > 0 \),

\[
P_{t,x}(|X(\tau_r)^i| \geq r/n, \tau_r \leq s)
\]

\[\leq \exp(-rR/n)E_{t,x}[\exp(RX(\tau_r)^i) + \exp(-RX(\tau_r)^i); \tau_r \leq s]\]

by the exponential Chebychev’s inequality.

The right hand side of (3.15) can be considered as follows;

\[
E_{t,x}[\exp(RX(\tau_r)^i); \tau_r \leq s] \tag{3.16}
\]

\[= E_{t,x}[\exp(R[X(\tau_r)^i - x_i]) - \int_t^{\tau_r} \{Rb^i(\gamma, X(\gamma)) + a^{ii}(\gamma, X(\gamma))\}R^2
\]

\[+ \int_{z \neq 0} \exp(Rz_i) - 1 - Rz_i]|\nu_{\gamma, X(\gamma)}(dz)|d\gamma
\]

\[+ Rx_i + \int_t^{\tau_r} \{Rb^i(\gamma, X(\gamma)) + a^{ii}(\gamma, X(\gamma))\}R^2
\]

\[+ \int_{z \neq 0} \exp(Rz_i) - 1 - Rz_i]|\nu_{\gamma, X(\gamma)}(dz)|d\gamma); \tau_r \leq s
\]

\[\leq \exp[R|x| + (s-t)\{RC(b)(1+r) + B(r)H(R)\}]]}
from (A.2), since

\[ 1 = E_{t,x}[\exp(R[X(\min(\tau_r, s))^i_i] - x_i)] \]
\[ - \int_{t}^{\min(\tau_r, s)} \{Rb^i(\gamma, X(\gamma)) + a_i^i(\gamma, X(\gamma))R^2 \]
\[ + \int_{z \neq o} [\exp(Rz_i) - 1 - Rz_i]v_{\gamma, X(\gamma)}(dz)]d\gamma \]

(see [9, 12]). In the same way as in (3.16),

\[ E_{t,x}[\exp(-RX(\tau_r)^i_i); \tau_r \leq s] \leq \exp[R|x| + (s - t)\{RC(b)(1 + r) + B(r)H(R)\}]. \]

From (3.14)-(3.18), we get for \(|x| < r|,

\log P_{t,x}(\tau_r \leq s) \leq \log(2n) - (s - t)(R/r - |x|)/(s - t) - RC(b)(1 + r) - B(r)H(R)).

Taking the infimum in \(R > 0\) on the left hand side of (3.19),

\[ \log P_{t,x}(\tau_r \leq s) \]
\[ \leq \log(2n) - (s - t)B(r) \]
\[ \times L(\{r[(n(s - t))^{-1} - C(b)] - |x|/(s - t) - C(b))\}/B(r)). \]

From (2.4), (3.20) and Remark 3.2,

\[ \lim_{r \to \infty} sup r^{-1}\log P_{t,x}(\tau_r \leq s) = -\infty, \]

provided that \([C(b)n]^{-1} > s - t|.

Let us prove (II). We prove the following; for any \(s, t\) such that \(0 \leq t \leq s \leq T, x \in \mathbb{R}^n\) and \(r > |x|,

\[ P_{t,x}(\tau_r \leq s) \]
\[ \leq \exp(-g(r^2)/[(s - t)h(r^2)]) \]
\[ \times \{1 - g(|x|^2)/g(r^2) - 2(s - t)(C_1(A) + C_2(A))\}^2/[16C_3(A)]. \]
provided that

$$1 > g(|x|^2)/g(r^2) + 2(s - t)(C_1(A) + C_2(A)).$$

(3.23) holds for sufficiently large \( r > 0 \) if \( s - t < 1/[2(C_1(A) + C_2(A))] \), since \( g(r) \rightarrow \infty \) as \( r \rightarrow \infty \) from (A.2).’

Let us prove (3.22). We can show that for \( C > 0 \)

$$P_{t,x}(\tau_r \leq s)$$

$$= \exp(-Cg(r^2))E_{t,x}[\exp(Cg(|X(\tau_r)|^2)); \tau_r \leq s]$$

$$\leq \exp(-Cg(r^2)[1 - g(|x|^2)/g(r^2) - 2(s - t)(C_1(A) + C_2(A))])$$

$$\times E_{t,x}[\exp(\int_t^{\tau_r} 2Cg'(|X(\gamma)|^2) < X(\gamma),dM^{[c]}(\gamma) >; \tau_r \leq s]$$

$$\leq \exp(-Cg(r^2)[1 - g(|x|^2)/g(r^2) - 2(s - t)(C_1(A) + C_2(A))]

+ 4(s - t)C^2h(r^2)C_3(A))$$

from (A.2).’

Taking the infimum in \( C > 0 \) in (3.24), we get (3.22).

Let us show that (3.24) is true. By the Ito formula (see [9, 12]), \( P_{t,x} \)

a.s., if \( \tau_r \leq s, \)

$$g(|X(\tau_r)|^2) - g(|x|^2) = \int_t^{\tau_r} [2g'(|X(\gamma)|^2) < X(\gamma), b(\gamma, X(\gamma)) >$$

$$+ 2\text{Trace}[a(\gamma, X(\gamma))]|g'(|X(\gamma)|^2)]

+ 4g''(|X(\gamma)|^2) < a(\gamma, X(\gamma))X(\gamma), X(\gamma) >]d\gamma$$

$$+ \int_t^{\tau_r} 2g'(|X(\gamma)|^2) < X(\gamma), dM^{[c]}(\gamma) >$$

(see (2.2)). Here we used the fact that \( M^{[d]} \equiv 0 \) if \( \nu_{t,x} \equiv 0 \) (see [12]).

We also have the following;

$$E_{t,x}[\exp(\int_t^{\tau_r} 2Cg'(|X(\gamma)|^2) < X(\gamma),dM^{[c]}(\gamma) >; \tau_r \leq s]$$

(3.26).
\[ E_{r,x} \left[ \exp \left( \int_{t}^{\tau_r} 2C g'(|X(\gamma)|^2) < X(\gamma), dM^{[c]}(\gamma) \right) \right. \\
\left. - \int_{t}^{\tau_r} 4C^2 |g'(|X(\gamma)|^2)|^2 < a(\gamma, X(\gamma))X(\gamma), X(\gamma) > d\gamma \right. \\
\left. + \int_{t}^{\tau_r} 4C^2 |g'(|X(\gamma)|^2)|^2 < a(\gamma, X(\gamma))X(\gamma), X(\gamma) > d\gamma; \tau_r \leq s \right] \leq \exp(4(s - t)C^2 h(r^2)C_3(A)) \]

from (2.10), in the same way as in (3.16)-(3.17). Here we used the following; $M^{[c],i}(u)M^{[c],j}(u) - 2 \int_{u}^{t} a^{ij}(\gamma, X(\gamma))d\gamma$ is a local martingale.

From (3.25) and (3.26), we get (3.24).

Q.E.D.

4. FUNCTIONAL-DIFFERENTIAL EQUATION.

Since we couldn’t find a reasonable result on the existence of classical solutions to (2.1) with $a(t, x) \neq 0$, we prove the existence of a bounded classical solution to (2.1). This will be done by considering the following functional differential equation; for $t \in (0, T)$ and $x \in \mathbb{R}^n$,

\[ \frac{\partial v(t, x)}{\partial t} + \sum_{i,j=1}^{n} a^{ij}(t, x) \frac{\partial^2 v(t, x)}{\partial x_i \partial x_j} + \sum_{i=1}^{n} B^i(t, x) \frac{\partial v(t, x)}{\partial x_i} = F(v(t, \cdot), t, x), \tag{4.1} \]

\[ v(T, x) = \phi(x). \]

The assumption on $a(t, x) = (a^{ij}(t, x))_{i,j=1}^{n}$, $B(t, x) = (B^i(t, x))_{i=1}^{n}$, $F(\cdot, \cdot, \cdot)$ and $\phi(\cdot)$ will be stated later.

Remark 4.1. (4.1) formally becomes (2.1) if we put

\[ F(\varphi(\cdot), t, x) \]

\[ = - \int_{y \neq 0, y \in \mathbb{R}^n} [\varphi(y + x) - \varphi(x)] \nu_{t,x}(dy) + f(t, x, \varphi(x)), \tag{4.2} \]

\[ B(t, x) = b(t, x) - (\int_{y \neq 0, y \in \mathbb{R}^n} y_i \nu_{t,x}(dy))_{i=1}^{n}. \]
Let us state the assumption on the coefficients of the differential operator in (4.1).

(H.0) \( a(t, x) = \sigma(t, x)\sigma(t, x)^* / 2 \) is uniformly non-degenerate on \([0, T] \times \mathbb{R}^n\). (Here \( \sigma(t, x) = (\sigma^{ij}(t, x))_{i,j=1}^n \) is a \( n \times n \) matrix and \( \sigma^*(t, x) \) denotes the transposed matrix of \( \sigma(t, x) \).) \( a(t, x) \) and \( B(t, x) \) are bounded and continuous. There exist constants \( C(B) \) and \( C(\sigma) > 0 \) such that for \( t \in [0, T] \) and \( x', x \in \mathbb{R}^n \),

\[
|B(t, x') - B(t, x)| < C(B)|x' - x|,
\]

\[
\sum_{i,j=1}^n |\sigma^{ij}(t, x') - \sigma^{ij}(t, x)|^2 < C(\sigma)|x' - x|^2.
\]

(4.3).

From (H.0), there exist strong Markov processes \( \{Y(s; t, x)\}_{t \leq s \leq T} \) \((0 \leq t \leq T, x \in \mathbb{R}^n)\) which satisfy the following stochastic differential equation; for \( t \in [0, T], x \in \mathbb{R}^n \), and \( s \in (t, T) \)

\[
dY(s; t, x) = B(s, Y(s; t, x))ds + \sigma(s, Y(s; t, x))dW(s),
\]

\[
Y(t; t, x) = x,
\]

(4.4).

where \( W(\cdot) \) is a \( n \)-dimensional Wiener process (see [7, 9]).

Let us explain the idea to prove the existence of a classical solution to (4.1).

We first need the following result; by the condition (H.1) below, from [7, p. 148, Theorem 5.3], one obtains Theorem 4.1.

(H.1) \( h(t, x) \) \((t, x) \in [0, T] \times \mathbb{R}^n)\) is bounded and continuous, and is Hölder continuous in \( x \), uniformly with respect to \( (t, x) \in [0, T] \times \mathbb{R}^n \). \( \phi(x) \) \((x \in \mathbb{R}^n)\) is bounded and continuous.

**Theorem 4.1.** Suppose that (H.0)-(H.1) hold. Then there exists a classical solution to the following PDE; for \( t \in (0, T) \) and \( x \in \mathbb{R}^n \),

\[
\frac{\partial w(t, x)}{\partial t} + \sum_{i,j=1}^n a^{ij}(t, x)\frac{\partial^2 w(t, x)}{\partial x_i \partial x_j}
\]

\[
+ \sum_{i=1}^n B^i(t, x)\frac{\partial w(t, x)}{\partial x_i} = h(t, x),
\]

\[
w(T, x) = \phi(x),
\]

(4.5).
and

\[ w(t, x) = E[\phi(Y(T; t, x))] - \int_t^T E[h(s, Y(s; t, x))] ds. \quad (4.6) \]

To prove the existence of a bounded classical solution \( v(t, x) \) to (4.1), we only have to prove the existence of a continuous solution to the following integral equation; for \( t \in [0, T] \) and \( x \in \mathbb{R}^n \),

\[ v(t, x) = E[\phi(Y(T; t, x))] - \int_t^T E[F(v(\cdot), s, Y(s; t, x))] ds \quad (4.7) \]

such that the condition (H.1) is satisfied with \( h(t, y) = F(v(\cdot), t, y) \).

In fact, if this is true, then (4.5) has a classical solution with \( h(t, x) = F(v(t, \cdot), t, x) \) from Theorem 4.1 and it is given by the right hand side of (4.6) with \( h(t, x) = F(v(t, \cdot), t, x) \). This means that \( v(t, x) \) in (4.7) is a classical solution to (4.1).

Before we state the result on the existence of a classical solution to (4.1), let us give the assumption. We point out that \( C_b([0, T] \times \mathbb{R}^n; \mathbb{R}) \) and \( C_b(\mathbb{R}^n; \mathbb{R}) \) are given the topology by the uniform convergence in compact subsets of \([0, T] \times \mathbb{R}^n\) and of \( \mathbb{R}^n \), respectively.

(H.2). \( F(\cdot, \cdot, \cdot) \) is continuous in the following sense;

\[ \lim_{m \to \infty} F(\varphi_m, t_m, x_m) = F(\varphi, t, x) \]

if \( \{\varphi_m\}_{m \geq 1} \subset C_b(\mathbb{R}^n; \mathbb{R}) \) are uniformly bounded and if \( (\varphi_m, t_m, x_m) \) converges, as \( m \to \infty \), to \((\varphi, t, x)\) in \( C_b(\mathbb{R}^n; \mathbb{R}) \times [0, T] \times \mathbb{R}^n \). There exist a positive nondecreasing function \( C_1(r) (r \geq 0) \) and constants \( C_2 > 0, a_1 \in (0, 1] \) such that for any \( r \geq 0, t \in [0, T], x, x' \in \mathbb{R}^n \), and \( \varphi, \varphi' \in C_b(\mathbb{R}^n; \mathbb{R}) \)

\[ |F(\varphi, t, x') - F(\varphi, t, x)| < C_1(r)(|x' - x|^{\alpha_1} + \sup_{|y' - y| \leq |x' - x|} |\varphi(y') - \varphi(y)|), \quad (4.8) \]

as fas as \( \sup_{y \in \mathbb{R}^n} |\varphi(y)| \leq r \); and

\[ |F(\varphi', t, x) - F(\varphi, t, x)| < C_2 \sup_{y \in \mathbb{R}^n} |\varphi'(y) - \varphi(y)|, \quad (4.9) \]

\[ \sup\{|F(0, t, x)|; t \in [0, T], x \in \mathbb{R}^n\} < \infty. \quad (4.10) \]
Here we denote by 0 the function of x which is identically zero.

(H.3).  $\phi(\cdot) \in C_b(\mathbb{R}^n; \mathbb{R})$. There exist constants $C_3 > 1$ and $\alpha_2 \in (0, 1]$ such that

$$|\phi(x') - \phi(x)| < C_3|x' - x|^\alpha_2 \quad (4.11).$$

for all $x', x \in \mathbb{R}^n$.

Under these conditions, we get the existence of a bounded classical solution to (4.1).

**Theorem 4.2.**

Suppose that (H.0) and (H.2)-(H.3) hold. Then (4.1) has a bounded classical solution $\nu(t, x)$ which is Hölder continuous in $x \in \mathbb{R}^n$, uniformly in $(t, x) \in [0, T] \times \mathbb{R}^n$.

Before we prove Theorem 4.2, we state a result on the existence of a bounded classical solution to (2.1). Let us introduce the assumption.

(H.4).  (H.0) holds with $B(t, x) = b(t, x) - (\int_{y \neq 0} y_i \nu_{t,x}(dy))_i^n$.  $\nu(x, dy)$ is weakly continuous in $(t, x) \in [0, T] \times \mathbb{R}^n$. There exists a finite Borel measure $\nu(dy)$ on $\mathbb{R}^n \setminus \{o\}$ such that $0 \leq \nu_{t,x} \leq \nu$ for all $(t, x) \in [0, T] \times \mathbb{R}^n$. There exist an increasing function $C_4 : [0, \infty) \mapsto [0, \infty)$ and a constant $\beta_1 \in (0, 1]$ such that for any $h \in C_b(\mathbb{R}^n; \mathbb{R})$, $x', x \in \mathbb{R}^n$ and $t \in [0, T]$,

$$|\int_{y \neq 0} h(y)\nu_{t,x'}(dy) - \int_{y \neq 0} h(y)\nu_{t,x}(dy)| < C_4( \sup_{y \in \mathbb{R}^n} |h(y)||x' - x|^\beta_1). \quad (4.12).$$

$f(t, x, u) \ (t, x, u) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}$) is continuous. There exist constants $C_5 > 1$ and $\beta_2 \in (0, 1]$ such that

$$|f(t, x', u') - f(t, x, u)| < C_5(|x' - x|^{\beta_2} + |u' - u|) \quad (4.13).$$

for all $t \in [0, T]$, $x', x \in \mathbb{R}^n$ and $u', u \in \mathbb{R}$.

$$\sup\{|f(t, x, 0)|; 0 \leq t \leq T, x \in \mathbb{R}^n\} < \infty. \quad (4.14).$$

Under these conditions, we get the existence of a bounded classical solution to (2.1), directly from Theorem 4.2 and Remark 4.1, by Lebesgue’s convergence theorem and the proof is omitted.

**Corollary 4.3.**

Suppose that (H.3)-(H.4) hold. Then (2.1) has a bounded classical solution which is Hölder continuous in $x \in \mathbb{R}^n$, uniformly in $(t, x) \in [0, T] \times \mathbb{R}^n$.

Before we prove Theorem 4.2, let us give a technical lemma whose proof is given for the sake of completeness.
**Lemma 4.1.** Suppose that (H.0) holds. Then there exists a constant $C_6 > 1$ such that for any $s, t \in [0, T]$ with $t \leq s$ and $x', x \in \mathbb{R}^n$,

$$E[|Y(s; t, x') - Y(s; t, x)|^2] \leq C_6|x' - x|^2. \quad (4.15)$$

(Proof). Applying the Ito formula (see [7, 9]) to $|Y(s; t, x') - Y(s; t, x)|^2$, one gets

$$E[|Y(s; t, x') - Y(s; t, x)|^2]$$

$$= |x' - x|^2 + \int_t^s E[2 < Y(u; t, x') - Y(u; t, x), B(u, Y(u; t, x'))]$$

$$- B(u, Y(u; t, x)) > + \sum_{i,j=1}^n |\sigma^{ij}(u, Y(u; t, x')) - \sigma^{ij}(u, Y(u; t, x))|^2]ds$$

$$\leq |x' - x|^2 + [2C(B) + C(\sigma)] \int_t^s E[|Y(u; t, x') - Y(u; t, x)|^2]du$$

from (H.0). By Gronwall’s inequality (see [8]), one gets

$$E[|Y(s; t, x') - Y(s; t, x)|^2] \leq |x' - x|^2 \exp([2C(B) + C(\sigma)](s - t)).$$

Q.E.D.

Let us prove Theorem 4.2.

(Proof of Theorem 4.2). Put $u_0(t, x) \equiv 0$. For $k \geq 1$, put inductively

$$u_k(t, x) = E[\phi(Y(T; t, x))] + \int_t^T E[F(u_{k-1}(s, \cdot), s, Y(s; t, x))]ds. \quad (4.16)$$

The proof will be done by the following three steps which will be proved later.

(Step I). For $k \geq 1$, $u_k(t, x)$ ($(t, x) \in [0, T] \times \mathbb{R}^n$) is bounded and continuous. \{u_k(t, x)\}_{k \geq 1, (t, x) \in [0, T] \times \mathbb{R}^n} is uniformly bounded. $u_m(t, x)$ converges, as $m \to \infty$, to a bounded continuous function $u_\infty(t, x)$, uniformly with respect to $t, x$ in compact subsets of $[0, T] \times \mathbb{R}^n$.

(Step II). There exist constants $C > 1$ and $\alpha \in (0, 1]$ such that for $k \geq 1$, $x', x \in \mathbb{R}^n$ with $|x' - x| < 1$ and $t \in [0, T]$,
\[ |u_k(t, x') - u_k(t, x)| < C \sum_{i=0}^{k} (C(T-t))^i / i! \} |x' - x|^\alpha, \quad (4.17) \]

\[ |u_\infty(t, x') - u_\infty(t, x)| < C \exp(C(T-t)) |x' - x|^\alpha. \quad (4.18) \]

(Step III). \( F(u_\infty(t, \cdot), t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) is bounded and continuous, and is Hölder continuous in \( x \), uniformly with respect to \((t, x) \in [0, T] \times \mathbb{R}^n\).

Let us prove Theorem 4.2 from (Step I)-(Step III). By Lebesgue’s convergence theorem, from the first part of (H.2) and (Step I), letting \( k \to \infty \) in (4.16), one can show that \( u_\infty(t, x) \) satisfies (4.7) with \( v(t, x) = u_\infty(t, x) \).

This is true, since in (4.16), for any \( s \in [t, T] \),

\[ \lim_{k \to \infty} |F(u_{k-1}(s, \cdot), s, Y(s; t, x)) - F(u_\infty(s, \cdot), s, Y(s; t, x))| = 0 \]

from (H.2), and

\[ |F(u_{k-1}(s, \cdot), s, Y(s; t, x)) - F(u_\infty(s, \cdot), s, Y(s; t, x))| \leq 2C_1 \sup_{0 \leq m(t, x) \in [0, T] \times \mathbb{R}^n} |u_m(t, x)| \]

from (4.9).

By Theorem 4.1, from (Step III), the proof is over (see the discussion below (4.7)).

Q.E.D.

Let us prove (Step I)-(Step III).

(Proof of (Step I)). We first show that \( u_k(t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) is bounded and continuous for \( k \geq 1 \), by induction. \( u_0(t, x) \equiv 0 \) is clearly bounded and continuous. Suppose that \( u_k(t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) is bounded and continuous. Then \( F(u_k(t, \cdot), t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) is continuous from the first part of (H.2). Therefore we only have to show that \( F(u_k(t, \cdot), t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) is bounded, to show that \( u_{k+1}(t, x) \) \( ((t, x) \in [0, T] \times \mathbb{R}^n) \) is bounded and continuous (see (4.16)) since \( Y(s; t, x) \) is continuous in \( (t, x) \in [0, T] \times \mathbb{R}^n \) for \( s \in (t, T) \) almost surely (see [9]).

This can be done as follows; for \( (t, x) \in [0, T] \times \mathbb{R}^n \),

\[ |F(u_k(t, \cdot), t, x)| \]

\[ \leq |F(0, t, x)| + |F(0, t, x) - F(u_k(t, \cdot), t, x)| \]

\[ \leq \sup_{0 \leq s \leq T, y \in \mathbb{R}^n} (|F(0, s, y)| + C_2 |u_k(s, y)|) < \infty \]

(4.19).
from (4.9)-(4.10).

Next let us show that \{u_k(t, x)\}_{k \geq 1, (t, x) \in [0, T] \times \mathbb{R}^n} is uniformly bounded, and that \(u_m(t, x)\) converges, as \(m \to \infty\), to a bounded continuous function \(u_\infty(t, x)\), uniformly with respect to \(t, x\) in compact subsets of \([0, T] \times \mathbb{R}^n\). For \(k \geq 1\) and \(t \in [0, T]\),

\[
\sup_{x \in \mathbb{R}^n} |u_{k+1}(t, x) - u_k(t, x)| \leq C_2 \int_T^t \sup_{x \in \mathbb{R}^n} |u_k(s, x) - u_{k-1}(s, x)| ds
\]

from (4.9). Hence for \(k \geq 1\) and \(t \in [0, T]\),

\[
\sup_{x \in \mathbb{R}^n} |u_{k+1}(t, x) - u_k(t, x)| \leq \{(C_2)^k(T - t)^k/k!\} \sup_{0 \leq s \leq T, x \in \mathbb{R}^n} |u_1(s, x) - u_0(s, x)|
\]

which can be proved inductively.

From (4.21), \(\{u_k(t, x)\}_{k \geq 0, (t, x) \in [0, T] \times \mathbb{R}^n}\) is uniformly bounded and converges to a bounded continuous function \(u_\infty(t, x)\), uniformly with respect to \(t, x\) in compact subsets of \([0, T] \times \mathbb{R}^n\) (see [8]).

Q.E.D.

(Proof of (Step II)). Put

\[
C \equiv \left[ C_1 \left( \sup_{0 \leq k, 0 \leq t \leq T, x \in \mathbb{R}^n} |u_k(t, x)| \right) + C_3 \right] C_6 + 2 \sup_{0 \leq k, 0 \leq t \leq T, x \in \mathbb{R}^n} |u_k(t, x)|
\]

which is finite from (Step I) and (H.2), and put

\[
\alpha \equiv \min(\alpha_1, \alpha_2).
\]

We show that (4.17) is true for these \(C\) and \(\alpha\), inductively. (4.17) is true when \(k = 0\). Suppose that (4.17) is true for \(k(\geq 1)\). Then for \(x', x \in \mathbb{R}^n\) and \(t \in [0, T]\)
\[ |u_{k+1}(t, x') - u_{k+1}(t, x)| \leq C_3 E[|Y(T; t, x') - Y(T; t, x)|^{\alpha_2}] \]

\[ + C_1 \left( \sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n} |u_m(s, y)| \right) \int_t^T E[|Y(s; t, x') - Y(s; t, x)|^{\alpha_1}] ds \]

\[ + \left\{ C \sum_{i=0}^k (C(T - s))^i / i! \right\} |Y(s; t, x') - Y(s; t, x)|^{\alpha} ds \]

from (4.8), (H.3) and the assumption on induction. This is true, since

\[ u_{k+1}(t, x') - u_{k+1}(t, x) = E[\phi(Y(T; t, x'))] - E[\phi(Y(T; t, x))] \]

\[ + \int_t^T E[F(u_k(s, \cdot), s, Y(s; t, x')) - F(u_k(s, \cdot), s, Y(s; t, x))] ds \]

from (4.16), and since

\[ |F(u_k(s, \cdot), s, Y(s; t, x')) - F(u_k(s, \cdot), s, Y(s; t, x))| \leq C_1 \left( \sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n} |u_m(s, y)| \right) \{|Y(s; t, x') - Y(s; t, x)|^{\alpha_1} \}

\[ + \sup_{|y' - y| \leq |Y(s; t, x') - Y(s; t, x)|} |u_k(s, y') - u_k(s, y)| \]

from (4.8), and since

\[ \sup\{|u_k(s, y') - u_k(s, y); |y' - y| \leq |Y(s; t, x') - Y(s; t, x)|\} \]

\[ \leq \begin{cases} 
C \sum_{i=0}^k (C(T - s))^i / i! |Y(s; t, x') - Y(s; t, x)|^{\alpha} & \text{if } |Y(s; t, x') - Y(s; t, x)| < 1, \\
2 \sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n} |u_m(s, y)| < C & \text{otherwise}
\end{cases} \]

from the assumption on induction and (4.22), and

\[ C < C \sum_{i=0}^k (C(T - s))^i / i! |Y(s; t, x') - Y(s; t, x)|^{\alpha} \]
if \(|Y(s; t, x') - Y(s; t, x)| \geq 1\).

From (4.24) and Lemma 4.1, we get by Hölder’s inequality,

\[
|u_{k+1}(t, x') - u_{k+1}(t, x)| \leq C_3C_6|x' - x|^{\alpha_2} + C_1\left(\sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n}|u_m(s, y)|\right)C_6
\]

\[
\times \left[(T - t)|x' - x|^{\alpha_1} + |x' - x|^\alpha \int_t^T \{C \sum_{i=0}^k (C(T - s))^{i/i!}\} ds\right]
\]

\[
\leq C\left\{\sum_{i=0}^{k+1} (C(T - t))^{i/i!}\right\}|x' - x|^\alpha,
\]

provided that \(|x' - x| < 1\) from (4.23). Here we used the follows; \(C_6 > 1\), and from (4.22),

\[
C_3C_6 < C,
\]

\[
C_1\left(\sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n}|u_m(s, y)|\right)C_6[1 + C] = CC_6\left[C_1\left(\sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n}|u_m(s, y)|\right) + C_1\left(\sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n}|u_m(s, y)|\right)/C]\right] < C^2,
\]

since

\[
C_1\left(\sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n}|u_m(s, y)|\right)/C < C_1\left(\sup_{0 \leq m, 0 \leq s \leq T, y \in \mathbb{R}^n}|u_m(s, y)|\right)C_6/C < 1 < C_3
\]

(see (H.3)).

Letting \(k \to \infty\) in (4.25), we get (4.18).

Q.E.D.

(Proof of (Step III)). Since \(u_\infty(t, x)\) is bounded and continuous from (Step I), so is \(F(u_\infty(t, \cdot), t, x)\) from (H.2) (see (4.19)).

Let us show that \(F(u_\infty(t, \cdot), t, x)\) is Hölder continuous in \(x\), uniformly with respect to \((t, x) \in [0, T] \times \mathbb{R}^n\).

From (4.8), for \(t \in [0, T]\) and \(x', x \in \mathbb{R}^n\), with \(|x' - x| < 1\),
\[ |F(u_\infty(t, \cdot), t, x') - F(u_\infty(t, \cdot), t, x)| \leq C_1 \left( \sup_{(s, y) \in [0, T] \times \mathbb{R}^n} |u_\infty(s, y)| \right) |x' - x|^\alpha_1 \\
+ \sup_{|y' - y| \leq |x' - x|} |u_\infty(t, y') - u_\infty(t, y)| \leq C_1 \left( \sup_{(s, y) \in [0, T] \times \mathbb{R}^n} |u_\infty(s, y)| \right) \{1 + C \exp(C(T - t))\} |x' - x|^\alpha \]

from (4.18) and (4.23).

Q.E.D.
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